Version 2.0 – Apr 28, 2012 ( Include TD 565448531 )

Data Collection for SRC 2005 which requires dump and remote AOS session.

#############################################################

REASON:

Dump can not be collected when issuing below command:

chsysstate -m baikal -r lpar -o dumprestart -n <my_lpar>

HSCLA947 This operation is not allowed while the partition is being migrated

#############################################################

Notes

1.  All of the time of day clocks should be synchronized as closely as possible 

     across all systems involved in the mobility operation (all VIOS’s, client LPAR, and HMC).

2. The first step is only needed if they are running into the "snap killing errdemon" issue

1.  Prior to Starting the LPAR Mobility Operation

On Both MSPs

1.
Make sure the error logging daemon is running:

        # ps -ef | grep errdemon

                    If the /usr/lib/errdemon process is not running, start it with command below:

        # /usr/lib/errdemon


2.   Create the file /etc/drlog.cmd and add the following line to it :

            CFGLOG=”timestamp,detail,verbosity:9”

	3.  Place entry in the config log  "cfg":

        # echo "log cleared" | alog -t cfg 


On the non-MSP VIOS’s that are being used by the client

1.
Make sure the error logging daemon is running

        # ps -ef | grep errdemon

                    If the /usr/lib/errdemon process is not running, start it with command below:

        # /usr/lib/errdemon


2.
Place message in the config long:

	        # echo "log cleared" | alog -t cfg 


On the client LPAR that is being migrated

1.
Make sure the error logging daemon is running

        # ps -ef | grep errdemon

                    If the /usr/lib/errdemon process is not running, start it with command below:

        # /usr/lib/errdemon


2.
Place message in the config long:

	        # echo "log cleared" | alog -t cfg 

3. Enable kdb


       # sysdumpdev -t fw-assisted
       # bosdebug -D
       # bosboot -ad /dev/ipldevice
       # shutdown -Fr now

On the HMC

1.  Login as hscpe user


If the password is not known, it may be reset by the hscroot user:

o
chhmcusr –u hscpe –t passwd


If the “hscpe” user has not been created, create it using the hscroot user:

o
mkhmcusr –u hscpe –a hmcpe

4.
Clear the HMC logs


Clearing the HMC logs is not necessary, but it is recommended to simplify problem determination.  The HMC log can be cleared by running the following command:

o
chhmcfs –o f –d 0

2.  Start the Migration

On the HMC

1.  Start the LPAR mobility operation

(below is one long command line)

migrlpar -o m 

          -m managed system 

          -t  managed system  -p partition name 

          -i   "source_msp_id=<ID>,source_msp_ipaddr=<ip_addr>,dest_msp_id=<ID>,dest_msp_ipaddr=<IPaddr>" 

          -d 5 -v                                                  

Keep running migrations until the problem is recreated 

and everytime before a migration is started,  

run similar to something on all the VIO servers, MSPs and the client partitions:

echo "starting lpm of client1 " | alog -t cfg 

echo " `date`  Starting LPM"    | alog -t cfg
 


3.  After the Migration Fails

On Both MSP’s

1.  Capture snap data



Capture snap data by running the “snap” command as the padmin user

      $ snap ( snap located in /home/padmin/snap.pax.Z )

On the non-MSP VIOS’s that are being used by the client

1.  Capture snap data



Capture snap data by running the “snap” command as the padmin user

       $ snap ( snap located in /home/padmin/snap.pax.Z )

On the client LPAR

When it is hung 

	
KDB> set scroll false
KDB> stat
KDB> status
KDB> f
KDB> dw drbits_global
KDB> ppda -ios 0
KDB> ppda -ios 1
KDB> drvars
KDB> cpu 0
KDB> f
KDB> cpu 1
KDB> f
KDB> vmstat
KDB> mw dump_debug
dump_debug+000000:  00000000  =        1
sys_resource_ptr+000000:  E0000000  =  .
KDB> g



An AOS session will be required at this point. Please let us know if you can allow remote access.

1.  Capture snap data


snap –r


snap –ac

2.  Capture config log


alog –t cfg –o > /tmp/client.cfglog.out

On the HMC

1.  Collect pedbg information

   pedbg -c  -q 4;

         - Say, YES when prompted to collect ctsnap. 

                (if there are RSCT problems. ctsnap can hang)

         - File created is

                "HsClogsXXzz2007zzzzzz.zip", created in /dump directory.

         - Copy file to the common directory for FTP to IBM.

                # scp  /dump/HSClogsXXzz2007zzzzzz.zip

                       <user>@<remote system hostname>:.

                 (NOTE: the   ":."   means keep the same name on remote,

                        do not forget the  :.   At the end of the line  )

         - Rename the file to include the PMR number

                # mv HSClogsXXzz2007zzzzzz.zip  PMRno.ZZZ.000.pedbg.zip

2.  Collect HMC configuration information


For both the source and target systems, collect the following information from the HMC:

    lssyscfg -r sys -F name (to get the managed system name)

    lshwres -r virtualio --rsubtype scsi -m <managed system name>   --level lpar

    lshwres -r virtualio --rsubtype eth -m <managed system name>   --level lpar

    lshwres -r virtualio --rsubtype fc -m  <managed_system>  --level lpar

3 .  Hypervisor resource dump from HMC with -t resource -r system
        -  http://www-912.ibm.com/s_dir/slkbase.NSF/DocNumber/565448531
FOR CONFIGURATION WITH MORE THAN ONE HMC, ONLY ONE RESOURCE DUMP IS 

NEEDED _PER MANAGED SYSTEM_ INVOLVED.  DO NOT RUN AGAIN FROM THE

REDUNDANT HMC.

THIS NEED TO BE RUN FOR THE SOURCE MSP MANAGED SYSTEM and 

TARGET MSP MANAGED SYSTEM.

a. Access HMC restricted shell

b  startdump -t resource -m {source_managed_system} -r "system"

c. startdump -t resource -m {target_managed_system} -r "system"

d. This creates a file in /dump/SYSDUMP.SRLNMBR.DUMPNMBR.TIMESTAMP....

e. Please re-name the file to indicate if its for   source_managed_system 

   or target_managed_system

4.  Hypervisor resource dump from HMC with -r  lpar
FOR CONFIGURATION WITH MORE THAN ONE HMC, ONLY ONE RESOURCE DUMP IS 

NEEDED _PER MANAGED SYSTEM_ INVOLVED.  DO NOT RUN AGAIN FROM THE

REDUNDANT HMC.

THIS NEED TO BE RUN FOR THE SOURCE MSP VIO LPAR MANAGED SYSTEM and 

TARGET VIO LPAR MSP MANAGED SYSTEM

a. startdump -m {source_managed_system} -t resource -r    

   "vio -dump -lp {lpar id} -fr"  

b. startdump -m {target_managed_system} -t resource -r    

   "vio -dump -lp {lpar id} -fr"  

c. This will create a file in /dump called RSCDUMP.RLNMBR.DUMPNMBR.TIMESTAMP....

4.  Submit Data

Submit all of the above data back to IBM.  

The data can be submitted in one or more files.  

Here are steps for grouping multiple files into a single large file for submission:

Move all above pax.Z zip and log files into a single directory.

   - mkdir -p /tmp/pmr#/pmdata          (sample name only)

   - mv or ftp or scp data to pmdata directory

   - cd /tmp/pmr#

   - pax -xpax -vw pmdata | gzip -c > pmr#.pax.gz

   # ftp testcase.boulder.ibm.com

   Name: anonymous

   Password: <Your email address>

   ftp> cd toibm/aix

   ftp> bin

   ftp> put <your file>

