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About this publication

This book provides instructions for installing Lenovo Hardware Management Pack
for Microsoft System Center Operations Manager, v5.6 into Microsoft System
Center Operations Manager and using it’s integrated features to manage systems
in your environment.

Conventions and terminology

Paragraphs that start with a bold Note, Important, or Attention are notices with
specific meanings that highlight key information.

Note: These notices provide important tips, guidance, or advice.

Important: These notices provide information or advice that might help you avoid
inconvenient or difficult situations.

Attention: These notices indicate possible damage to programs, devices, or data.

An attention notice appears before an instruction or situation in which damage can
occur.
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Information resources

You can find additional information about Lenovo Hardware Management Pack for
Microsoft System Center Operations Manager, v5.6 in the product documentation
and on the World Wide Web.

PDF files

You have the option to view or print documentation that is available in Portable
Document Format (PDEF).

Downloading Adobe Acrobat Reader

You need Adobe Acrobat Reader to view or print PDF files. You can download a
copy from the [Adobe Reader website]

Viewing and printing PDF files

You can view or print any of the PDF files located on the web. The most current
version of each document is available on the product download page. Click the
following link to locate the individual product pages for each publication: |Lenovo|
[System x Integration Offerings for Microsoft Systems Management Solutions]

Saving PDF files

To save a PDF file, complete the following steps:
1. Right-click the link to the PDF in your browser.
2. Perform one of the following tasks.

Web browser Command
For Internet Explorer Click Save Target As.
For Mozilla Click Save Link As.

3. Navigate to the directory where you want to save the PDF file.
4. Click Save.

World Wide Web resources

The following websites provide resources for understanding, using, and
troubleshooting BladeCenters, Flex Systems, System x and systems-management
tools.

Lenovo System x integration offerings for Microsoft systems
management solutions website

This website provides an overview of Lenovo System x Upward Integration for
Microsoft System Center and current product offerings available for download:

Lenovo System x Integration Offerings for Microsoft Systems Management]

Solutions|
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Lenovo systems technical support portal

This website can assist you in locating support for hardware and software:

[[BM Support Portal|

IBM Systems Director downloads website

This website provides an overview and the current product releases available for
downloading IBM Systems Director systems-management software:

[[BM Systems Director Downloads|

IBM systems management solutions for System x website

This website provides an overview of IBM systems management software using
IBM Systems Director and links to additional information:

[[BM Systems Director systems management solutions for System x|

ServerProven® websites

The followmg websites provide an overview of hardware compatibility for
BladeCenter®, Flex System , System x and xSeries  servers, and IBM IntelliStation®
hardware.

* This website provides a general overview of hardware, applications, and
middleware: [BM ServerProven: Compatibility for hardware, applications, and|
Imiddleware|

+ System x and xSeries hardware: IBM ServerProven: Compatability for System x|
[hardware, applications, and middleware

+ BladeCenter hardware: [[BM ServerProven: Compatibility for BladeCenter]

Microsoft System Center Operations Manager website

This website provides an overview of Microsoft System Center Operations
Manager: [TechNet Library: Systems Center Operations Manager|
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Chapter 1. Lenovo Hardware Management Pack for Microsoft
System Center Operations Manager, v5.6

Lenovo Hardware Management Pack for Microsoft System Center Operations
Manager, v5.6 enables you to use the enhanced features of Microsoft System Center
Operations Manager for managing the health state of System x servers, Blades,
BladeCenter Chassis, Compute Nodes, and Flex System Chassis.

Lenovo Hardware Management Pack for Microsoft System Center Operations
Manager, v5.6 has a new feature, Hardware Failure Management. Hardware
Failure Management enhances the Reliability, Availability, Serviceability (RAS)
capability of hardware server products. In short, this feature automatically
migrates virtual machines from a server host, where hardware failures are
detected, to other server hosts.

Key features

The key features of Lenovo Hardware Management Pack are listed below.

* Rich monitoring of system health using Simple Network Management Protocol
(SNMP) for: BladeCenter Chassis, Flex System Chassis and modules

* Extensive monitoring of hardware component health for System x servers,
BladeCenter x86/x64 blades, and Flex System x86/x64 compute nodes on
Windows systems

* Comprehensive monitoring of the software stack health for managing hardware

* Easy determination of overall system health by the aggregation of hardware
health monitors

¢ Automatic migration of virtual machines from a server host, where hardware
failures are detected, to other server hosts

Premium features

Lenovo Upward Integration for Microsoft System Center has several premium
features which require an activation license.

The following additional, premium features are fee-based and require the purchase
of an activation license on a per managed endpoint basis. Activation licenses can
be purchased by contacting either your Lenovo representative or a Lenovo
Business Partner. These features offer the ability to:

* Establish out-of-band - in-band (OOB-IB) communication using reflection to
synchronize the information obtained out-of-band (using SNMP) and in-band
(using OS).

* Launch a Flex System Chassis Management Module (CMM) Web Console from
the Operations Manager Console.

* Discover a Flex System Manager (FSM) device and launch an FSM Console in
the Operations Manager Console.

* Monitor Flex System Chassis and modules using both SNMPv1 and SNMPv3.
This feature requires the installation of the 4.0 license tool; the activation version
is 255.0.

© Lenovo 2014. Portions © IBM Corp. 2014. 1



* Launch a Windows Integrated Management Module (IMM) Web Console server
from the Operations Manager Console. This feature requires the installation of
the 4.0 license tool; the activation version is 255.0.

» Utilize Active Power Management and Monitoring on uEFI and IMM System x
servers and blades running Windows 2008 and Windows 2008 R2 with IBM
Systems Director Agent Platform Agent v6.2.1 or later. You can monitor and
manage the overall system power usage and generate alerts when power
consumption rises above predefined consumption thresholds.

* Customize and set power consumption thresholds for power monitoring alerts.

* Set and enable power capping thresholds to manage maximum power
consumption wattage.

* Monitor the power data of client System x systems by viewing the System x
Power Data Chart.

* Reflect the health of the BladeCenter x86/x64 modules to the BladeCenter
x86/x64 blade servers affected by those modules. BladeCenter and Blade
hardware health correlation and event propagation provides BladeCenter specific
hardware health condition monitoring under the Windows Health Explorer view.

* Enable the Hardware Management Software Configuration Advisor for Lenovo
Systems (SW Configuration Advisor) program, which analyzes software
dependencies of the Lenovo Hardware Management Pack on a managed
Microsoft Windows system. The program is run from the Operations Manager
management server. SW Configuration Advisor detects the presence of the
Lenovo Hardware Management Pack software dependencies and makes
appropriate configuration recommendations.

* Provides the ability to remotely power on and off blade servers using the
Operations Manager Console.

* Discover the Integrated Management Module (IMM) and correlate it with the
host.

* Set the predictive failure alert (PFA) policy to IMM for Brickman base systems.

Note: All of the features listed above are available when the licensed feature level
is at least 3.0, unless version 5.0 is noted for a particular licensed feature level.

Trial license support

A trial license is automatically activated, when you are installing this product for
the first time, if a product license is not activated. After the trial license has been
activated, the trial period is 90 days. During the trial period, the premium features
are enabled.

Important: Before allowing the trial license to become activated, you need to
verify that your system time is correct.

After the trial license expires, the premium features are disabled unless a product
license is activated. You can obtain a product license from: [Passport Advantage and|
[Passport Advantage Express|

To view the license information for each managed server, click Monitoring >
Lenovo Hardware > Lenovo Licensed System Group. The license information for
each server is displayed in the Lenovo HW Management Licensed System
column.
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Chapter 2. Technical overview

The topics in this section describe how Microsoft System Center Operations
Manager monitors the health of a management target, performs hardware failure
management, authors management packs, and performs administrative operations.

A management target in Microsoft System Center Operations Manager can be a
computer system, an operating system instance, an application, a network adapter,
or a subcomponent within a management target. Lenovo Hardware Management
Pack provides management innovation for its management targets. This scope of
management classifies Operations Manager as a systems management software
tool.

Upon discovering a Windows system, Microsoft System Center Operations
Manager management server pushes the Microsoft System Center Operations
Manager agent onto the system, along with scripts inside Lenovo Hardware
Management Pack that provide policies for monitoring health and collecting
events.

Lenovo Hardware Management Pack discovers and monitors the health of the
BladeCenter Chassis and chassis components and discovers the Integrated
Management Modules (IMMs) and correlates them with the host.

Lenovo Hardware Management Pack enhances the management of systems in
Operations Manager along with the Reliability, Availability, Serviceability (RAS) of
hardware server products.

With Microsoft System Center Operations Manager, you can create custom groups
of objects to manage a holistic health aggregation based on your business needs.
You can define different types of monitoring and aggregation rules for various
groups.

For example, A provides hosting an application might have a per-client holistic
health view of all the hardware, operating systems, applications, and other objects
for that client. The hosting provider might also have a per-application view or
multiple views available at the same time.

Microsoft System Center Operations Manager maintains operations databases for
tracking all of the events being reported. Expert analysis of the operations
databases can show deep cause and effect relationships in the historical data that
can reveal the root cause of a sophisticated problem.

Operations Manager reports cooling fan availability based on the fan presence
sensor reading and fan performance according to the fan tachometer reading.
Lenovo Hardware Management Pack establishes relationships for hosting and
aggregating, and also establishes health dependency among the management
targets. Operations Manager provides health roll-ups and drill-downs to give you a
holistic view of objects, and to allow you to quickly identify a specific problem.

© Lenovo 2014. Portions © IBM Corp. 2014. 3



How Lenovo Hardware Management Pack supports enhanced system
features

With Lenovo Hardware Management Pack for Microsoft System Center Operations
Manager, v5.6, you can use the enhanced features of Microsoft System Center
Operations Manager to communicate with Flex System management modules,
BladeCenter management modules, System x systems, and x86/x64 Blade servers
that are installed with IBM Director Core Services or Platform Agent.

You can use Microsoft System Center Operations Manager to discover and
holistically monitor all Flex chassis, BladeCenter chassis, and Windows-based
servers because Lenovo Hardware Management Pack communicates with the
following systems and components:

* BladeCenter Chassis and components

* Flex System Chassis and components

* Flex System Chassis x86/x64 Compute Nodes

* System x systems and BladeCenter x86/x64 blade servers

Lenovo Hardware Management Pack communicates with Flex System and
BladeCenter Chassis and chassis components through the management module
using Simple Network Management Protocol (SNMP) over a LAN.

Lenovo Hardware Management Pack communicates with individual servers,
including BladeCenter Blade servers that are running Windows operating system
and have a supported version of IBM Director Core Services or Platform Agent
installed.

Management concepts

This topic describes management concepts as they apply to a BladeCenter being
managed by Microsoft System Center Operations Manager.

After Microsoft System Center Operations Manager selects a server to manage, it
pushes its Operations Manager Agent onto the managed system with Lenovo
Hardware Management Pack, if the target is a System x or BladeCenter x86/x64
Blade server. The Operations Manager Agent and Lenovo Hardware Management
Pack communicate with the Director Agent and other software for hardware
management on the system and across the network to the Operations Manager
server.

Note: These management functions are supported on the BladeCenter Chassis,
Flex System Chassis, Flex System, and on System x x86/x64 Blade servers and
compute nodes running Windows operating system. These functions are not
supported on System i®, System p, and System z.
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Chapter 3. Supported configurations

Lenovo Hardware Management Pack has specific requirements for hardware and
software. The topics in this section provide detailed information about
configurations, hardware, and software that is supported by this release of Lenovo
Hardware Management Pack.

Supported systems

Lenovo Hardware Management Pack supports the following systems:

Supported servers

Lenovo Hardware Management Pack for Microsoft System Center Operations
Manager, v5.6 supports a wide range of BladeCenter, Flex System, and System x
servers.

Table 1. Supported servers

Server Product Name Machine Type
Lenovo BladeCenter HS12 8014, 8028, 1916
Lenovo BladeCenter HS21 8853, 1885

Lenovo BladeCenter HS21 XM 7995, 1915

Lenovo BladeCenter HS22 7870, 1936, 7809, 1910
Lenovo BladeCenter HS22V 7871%, 1949

Lenovo BladeCenter HS23 7875%, 1929

Lenovo BladeCenter HS23E 8038*, 8039*

Lenovo BladeCenter HX5 7872*, 7873*, 1909%, 1910*
Lenovo BladeCenter LS21 7971

Lenovo BladeCenter 1LS22 7901

Lenovo BladeCenter LS41 7972

Lenovo BladeCenter LS42 7902

IBM Flex System x220 Compute Node 7906, 2585

IBM Flex System x222 Compute Node 7916

IBM Flex System x240 Compute Node 2588, 7162, 8737, 7863, 8956
Lenovo Flex System x240 Compute Node 2591, 9532

M5

Lenovo Flex System x440 Compute Node 2590, 7167

IBM Flex System x880 Compute Node 4259, 7903

Lenovo NeXtScale nx360 M5 5465

Lenovo NeXtScale nx360 M5 DWC 5467

IBM System x3100 M5 5457

IBM System x3100 M4 2582, 2586

IBM System x3200 M2 4367, 4368

IBM System x3200 M3 7327*, 7328*

IBM System x3250 M2 4190, 4191, 4194, 7650
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Table 1. Supported servers (continued)

Server Product Name

Machine Type

IBM System x3250 M3 4251*, 4252%, 4261
IBM System x3250 M4 2583, 2587

IBM System x3250 M5 5458

IBM System x3300 M4 7382

IBM System x3350 4192, 4193

IBM System x3400 M2 7836*, 7837*

IBM System x3400 M3 7378%, 7379*

IBM System x3450 7948, 7949, 4197
IBM System x3455 7940, 7941

IBM System x3500 M2 7839*

IBM System x3500 M3 4254, 7944*

IBM System x3500 M4 7383*

IBM System x3530 M4 7160

IBM System x3550 7978, 1913

IBM System x3550 M2 7946%, 4198*

IBM System x3550 M3 4254, 7944*

IBM System x3550 M4 7914*

Lenovo System x3550 M5 5463

IBM System x3620 M3 7376*

IBM System x3630 M3 7377*

IBM System x3630 M4 7158*

IBM System x3650 7979

IBM System x3650 M2 7947%

IBM System x3650 M3 4255, 7945*

IBM System x3650 M4 7915%, 8061*

IBM System x3650 M4 BD 5466

IBM System x3650 M4 HD 5460

Lenovo System x3650 M5 5462

IBM System x3650 T 7980, 8837

IBM System x3655 7985

IBM System x3690 X5 7147, 7148*, 7149%, 7192
IBM System x3750 M4 8718, 8722, 8733, , 8752, 8753
IBM System x3755 7163, 8877

IBM System x3755 M3 7164

IBM System x3850 M2/x3950 M2 7141, 7144, 7233, 7234

IBM System

x3850 X5/x3950 X5

7143, 7145*, 7146%,7191

IBM System

x3850 X6/x3950 X6

3837, 3839

IBM System

x3850 MAX5/x3950 MAX5

7145%, 7146*

IBM System

x iDataPlex® dx360 M2

6380%, 7323*, 7321*

IBM System

x iDataPlex dx360 M3

6391
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Table 1. Supported servers (continued)

Server Product Name Machine Type

IBM System x iDataPlex Direct Water 7912%, 7913%*, 7918%*, 7919*
Cooled dx360 M4

IBM System x iDataPlex dx360 M4 7912*, 7913*

Note: Fee-based Power Monitoring support is available for the systems denoted
with an “*” if the system has the latest firmware. Power Monitoring requires that
the system is running Windows 2008 or Windows 2008 R2 and the Director Agent
v6.2.1 or later. For more information, see [“Supported configurations of managed|
[systems with Power Monitoring” on page 15.

For a description of the compatibility of a specific system with the Windows
operating system and other hardware components, see [“World Wide Web|
[resources” on page xiland the respective ServerProven page for that system.

Supported BladeCenter Chassis

Lenovo Hardware Management Pack for Microsoft System Center Operations
Manager, v5.6 supports a wide range of BladeCenter Chassis.

Table 2. Supported BladeCenter Chassis

Machine Name Machine Type
Lenovo BladeCenter 7967

Lenovo BladeCenter E 8677

Lenovo BladeCenter H 8852, 7989
Lenovo BladeCenter S 8886, 7779
Lenovo BladeCenter T 8720, 8730
Lenovo BladeCenter HT 8740, 8750

Supported Flex System Chassis

Lenovo Hardware Management Pack for Microsoft System Center Operations
Manager, v5.6 supports Flex System Chassis.

Table 3. Supported Flex System Chassis

Machine Name Machine Type

IBM Flex System Chassis 7893, 8721, 8724

Agentless support

Lenovo Hardware Management Pack for Microsoft System Center Operations
Manager, v5.6 supports the collection of information for the hardware options
listed in the following table.
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Table 4. Agentless support matrix

Agentless hardware support list

Flex
System
x240

Flex
System
x440

Flex
System
x220

Flex
System
x222

Flex
System
x880 X6

System
x3850 X6
x3960 X6

LSI

LSI2004 RAID

ServeRAID M5120
SAS/SATA Controller
(81Y4478)

ServeRAID M5115
SAS/SATA Controller
(90Y4390)

ServeRAID M5210
SAS/SATA Controller
(46C9110)

Qlogic

IBM Flex System
FC3172 2-port 8Gb
FC Adapter
(69Y1938)

IBM Flex System FC
5172 2-port 16Gb FC
Adapter (69Y1942)

Emulex

IBM Flex System
CN4054R 10Gb
Virtual Fabric
Adapter (00Y3306)

IBM Flex System
FC5052 2-port 16Gb
FC Adapter
(95Y2386)

IBM Flex System
FC5054 4-port 16Gb
FC Adapter
(95Y2391)

IBM Flex System
FC3052 2-port 8Gb
FC Adapter
(95Y2375)

Emulex BE3 Enet

Lenovo Virtual Fabric
Advanced Software
Upgrade (90Y9310)
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Table 4. Agentless support matrix (continued)

Flex Flex Flex Flex Flex System
System | System | System | System | System | x3850 X6
Agentless hardware support list | x240 x440 x220 x222 x880 X6 | x3960 X6

Mellanox |IBM Flex System
IB6132 2-port FDR
Infiniband Adapter
(90Y3454)

IBM Flex System
EN4132 2-port 10Gb
Ethernet Adapter
(90Y3466)

IBM Flex System
1B6132 Infiniband - - - P - _
Adapter

IBM Flex System
EN6132 2-port 40Gb
Ethernet Adapter
(90Y3482)

Broadcom | IBM Flex System
EN2024 4-port 1Gb
Ethernet Adapter
(49Y7900)

IBM Flex System
CN4022 2-port 10Gb
Converged Adapter
(88Y5920)

Kestrel LOM - - P - - _

Brocade |IBM Flex System
FC5022 2-port 16Gb
FC Adapter
(88Y6370)

IBM Flex System
FC5024D 4-port 16Gb
FC Adapter
(95Y2379)

Supported configurations of management servers

Use the topics in this section to determine whether a system can be supported by
Lenovo Hardware Management Pack as a management server. A management
server is supported if it meets the requirements for Systems Center Operations
Manager and is on a supported hardware configuration.

Supported versions of Microsoft System Center Operations
Manager for management servers

The following versions of Microsoft System Center Operations Manager for
management servers are supported:

* Microsoft System Center Operations Manager 2012

* Microsoft System Center Operations Manager 2012 R2
* Microsoft System Center Operations Manager 2012 SP1
* Microsoft System Center Operations Manager 2007
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* Microsoft System Center Operations Manager 2007 R2

Prerequisites for Hardware Failure Management

Verify each item on the following list.

* Microsoft System Center Operations Manager (SCOM) and Microsoft System
Center Virtual Machine Manager (SCVMM) are installed.

* The managed nodes (Lenovo hardware servers) are in clusters and managed by
SCVMM and SCOM.

* The Integrated Management Module (IMM) for the Lenovo hardware servers is
correctly set, including the IP address, CIM, SLP, and user accounts.

Supported operating systems for management servers
This topic provides a list of supported operating systems for management servers
and links to additional information.

Microsoft System Center Operations Manager 2012
TechNet Library: System Requirements: System Center 2012 - Operations|

Managegl

Microsoft System Center Operations Manager 2012 R2
TechNet Library: Preparing your environment for System Center 2012 R2|
Operations Manager|

Microsoft System Center Operations Manager 2012 SP1
TechNet Library: System Requirements: System Center 2012 SP1 -
Operations Manager|

Microsoft System Center Operations Manager 2007 SP1

Operations Manager 2007 SP1 Supported Configurations for the supported|
operating systemsl Refer to the "Management server or root management
server" row.

Microsoft System Center Operations Manager 2007 R2

Operations Manager 2007 R2 Supported Configurations for the supported|
operating systems} Refer to the "Management server or root management
server" row.

Note: Microsoft System Center Operations Manager 2007 SP1 is supported on
Windows Server 2008 and Windows Server 2008 SP1/R2 but requires that you
apply a set of hotfixes.

For more information, see:

* [Support for running Microsoft System Center Operations Manager Service Pack|
1 and System Center Essentials 2007 Service Pack 1 on a Windows Server|
2008-based computer|

+ Microsoft System Center Operations Manager 2007 SP1 Update Rollup|

Additional configuration requirements for management servers
All Operations Manager management servers within the same management group,
require the same version of Lenovo Hardware Management Pack is installed.
Therefore, a mixed version of management packs is not supported.

* Management servers managing a BladeCenter require one of the following
versions of Lenovo Hardware Management Pack is installed and imported to
Operations Manager:

— Lenovo.HardwareMgmtPack.BladeCenter.mp
— Lenovo.HardwareMgmtPack.BladeCenter.v2.mp
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* Management servers managing Flex System Chassis require one of the following
versions of Lenovo Hardware Management Pack is installed and imported to
Operations Manager:

— Lenovo.HardwareMgmtPack.FlexSystem.mp
— Lenovo.HardwareMgmtPack.FlexSystem.v2.mp

Supported configurations and requirements for a managed system

The topics in section describe supported configurations and requirements for a
managed system.

A properly configured managed system has the following requirements:

¢ It is managed in an Operations Manager management group by a management
server with a supported configuration.

* It is installed on a supported server. For more information, see
[systems” on page 5|

* It is running a supported version of Windows operating system.
¢ It is running the required software for hardware management.

Supported operating systems for managed systems

This topic provides a list of supported operating systems for managed systems and
links to additional information.

Microsoft System Center Operations Manager 2012
TechNet Library: System Requirements: System Center 2012 - Operations|

Managegl

Microsoft System Center Operations Manager 2012 R2
TechNet Library: Preparing your environment for System Center 2012 R2|
Operations Manager|

Microsoft System Center Operations Manager 2012 SP1
TechNet Library: System Requirements: System Center 2012 SP1 -|
Operations Manager]|

Microsoft System Center Operations Manager 2007 R2
[TechNet Library: Operations Manager 2007 R2 Supported Configurations|

Refer to the "Agent" row.

Microsoft System Center Operations Manager 2007 SP1
[TechNet Library: Operations Manager 2007 SP1 Supported Configurations|

Refer to the "Agent" row.

Supported versions of IBM Systems Director Agent

A managed Windows system requires that a supported version of IBM Systems
Director Agent is installed and running.

The following table provides a list of IBM Systems Director Agent versions and
indicates whether the version is supported for a managed Windows system.
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Table 5. IBM® Systems Director Agent

Supported by Lenovo
Hardware Management
Pack for Microsoft System

IBM Systems Director Center Operations Manager,

Agent version v5.6 Notes

6.3, 6.3.1, 6.3.2, 6.3.3 Supported Platform Agent and
Common Agent are
supported.

6.2.0, 6.2.1 Supported Platform Agent and
Common Agent are
supported.

6.1.1,6.1.2 Supported Platform Agent and
Common Agent are
supported.

5.20, 5.20.1, 5.20.2, 5.20.3x Supported IBM Director Core Services

(also called Level-1 Agent) or
Level-2 Agent

Supported configurations of IBM Systems Director Agent
The following table provides a list of information resources for the hardware and
software supported by each version of IBM Systems Director Agent.

Table 6. Supported configurations of IBM Systems Director Agent

IBM Systems
Director
Agent version

Supported hardware and software resources

6.3,6.3.1,6.3.2,
6.3.3

To view the most current Lenovo systems, products, and operating
systems for v6.3.x, refer to: [[BM Systems Director V6.3.3|and select the
applicable 6.3.x version.

6.2.0, 6.2.1

* To view a list of supported Lenovo systems and products for v6.2.x,
refer to: [[BM Knowledge Center: Supported IBM systems and products|
[for IBM Systems Director 6.2.1]

» To view a list of supported Windows operating systems for v6.2.x, refer
to: [[BM Knowledge Center: Supported operating systems for IBM|
[Systems Director 6.2.1}

* To view a list of supported Lenovo systems and products for v6.1.x,
refer to: [Supported IBM systems and products|

* To view a list of supported Windows operating systems for v6.1.x, refer
to: [Operating systems supported by IBM Systems Director 6.1.2}

5.20.x

* To view a list of supported systems and products for v5.20, refer to:
[Supported Hardware]

» To view a list of supported Windows operating systems for v5.20, refer
to: [Operating systems supported by IBM Director 5.20}

Supported configurations of managed systems with BMC or IPMI
A managed Windows system, with a Baseboard Management Controller (BMC) or
an Intelligent Platform Management Interface (IPMI), requires that a supported
version of the IPMI driver stack is installed and running.

Windows Server 2000 and Windows Server 2003
For Windows Server 2000 or Windows Server 2003, both the OSA IPMI
device driver and the IBM Mapping Layer for the OSA IPMI driver are
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required. The OSA IPMI device driver for a Windows system is available
at:JOSA IPMI device driver v2.2.1.2 for Microsoft Windows Server 2000 and|
[2003 - IBM BladeCenter and System x|

Windows Server 2003 R2
For Windows Server 2003 R2, the IPMI driver must be installed and
running. By default, the Microsoft IPMI driver is not installed.

Windows Server 2008
For all versions of Windows Server 2008, the Microsoft IPMI driver is
required. The Microsoft IPMI driver is automatically installed on servers
that come with BMC or an IPMI. There is no need to install the IBM
Mapping Layer for OSA IPMI driver with the Microsoft IPMI driver stack.

The IBM Mapping Layer for OSA IPMI for Windows is available at:
+ IBM Mapping Layer for OSA IPMI for x86 version|
+ IBM Mapping Layer for OSA IPMI for x64 version|

To acquire and apply the latest firmware for the Baseboard Management Controller
or an Intelligent Platform Management Interface on a managed system, see the
[[BM Support Portall

Supported configurations of managed systems with Remote
Supervisor Adapter Il

A managed Windows system, with Remote Supervisor Adapter (RSA) II, requires
the RSA-II daemon is installed and running.

The RSA-II daemon for a Windows system is available at:

+ [IBM Remote Supervisor Adapter II for x86 version|

+ [IBM Remote Supervisor Adapter II for x64 version|

For systems that come with a Baseboard Management Controller (BMC), which
also have the RSA II installed, the RSA II daemon is optional, if a supported
Intelligent Platform Management Interface (IPMI) driver stack is installed and
running. However, the RSA II daemon adds additional in-band system
management functions to the functionality that is offered through the IPMI driver
stack with a BMC.

IBM Systems Director Agent 6.x supports systems that have both BMC RSA 1II. Use
IBM Systems Director Agent 5.20.3x with the RSA II daemon for these systems.

To acquire and apply the latest firmware for RSA II for a managed system, see the
[[BM Support Portall

Supported configurations of managed systems with
ServeRAID-MR or MegaRAID

This topic describes the supported configurations of managed systems with
ServeRAID-MR or MegaRAID.

The following table lists the requirements of systems with ServeRAID-MR or
MegaRAID.
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Table 7. Requirements for ServeRAID-MR and MegaRAID

IBM Systems
Director
Agent

Additional software needed

6.3,6.3.1,6.3.2,
6.3.3

No additional software is needed. The IBM Power® CIM Provider is part
of the Platform Agent.

6.2.0, 6.2.1 No additional software is needed. The IBM Power CIM Provider is part of
the Platform Agent.

6.1.2 No additional software is needed. The IBM Power CIM Provider is part of
the Platform Agent.

5.20.x Download and install the LSI MegaRAID Provider for a Windows system

from [[BM Director 5.2 Downloads]

To download and install the latest firmware and device driver for the
ServeRAID-MR or MegaRAID controller for a managed system, see the

Supported configurations of managed systems with
ServeRAID-BR/IR or Integrated RAID

This topic describes the supported configurations of managed systems with
ServeRAID-BR/IR or Integrated RAID.

The following table lists the requirements of systems with ServeRAID-BR/IR or
Integrated RAID.

Table 8. Requirements for ServeRAID-BR/IR and Integrated RAID

IBM Systems
Director
Agent version

Additional software needed

6.3,6.3.1,6.3.2,
6.3.3

No additional software is needed. The IBM Power CIM Provider is part of
the Platform Agent.

6.2.0, 6.2.1 No additional software is needed. The IBM Power CIM Provider is part of
the Platform Agent.

6.1.2 No additional software is needed. The IBM Power CIM Provider is part of
the Platform Agent.

5.20.x Download and install the LSI Mega RAID Provider for a Windows system

from [[BM Director 5.2 Downloads]

To download and install the latest firmware and device driver for the
ServeRAID-BR/IR or Integrated Controller for a managed system, see the

Supported configurations of managed systems with ServeRAID
versions 8x/7x/6x

This topic describes the supported configurations of managed systems with
ServeRAID versions 8x/7x/6x.

The following table lists the requirements of systems with ServeRAID controller

versions 8x, 7x,
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Table 9. Requirements of ServeRAID versions 8x/7x/6x

IBM Systems

Director

Agent version | Additional software needed

6.3, 6.3.1, 6.3.2, | No additional software is needed. The IBM Power CIM Provider is part of

6.3.3 the Platform Agent.

6.2.0, 6.2.1 No additional software is needed. The IBM Power CIM Provider is part of
the Platform Agent.

6.1.2 Not supported.

5.20.x

Download and install the ServeRAID Manager 9.0 — Windows L1 Agent or
ServeRAID Manager 9.0 - Windows L2 Agent from |IBM Director 5.

To download and install the latest firmware and device driver for the
ServeRAID-8x/7x/6x controller for a managed system, see the [[BM Support Portall

Supported configurations of managed systems with Power

Monitoring

This topic describes supported configurations of managed systems with Power

Monitoring.

The IBM Power CIM Provider has the following hardware and software

requirements:

* The physical hardware requires the latest versions of IMM and uEFI. IMM
supports power monitoring and/or power capping.

For additional setup information see [“Supported configurations of managed|

[systems with BMC or IPMI” on page 12|

* IBM Systems Director Agent 6.2.1 or later

* The following Windows operating system versions:
— Windows Server 2008

Windows Server 2008 SP1/R2
Windows Server 2008 SP1/R2 with Service Pack 1
Windows Server 2012

Chapter 3. Supported configurations 15


http://www.ibm.com/systems/software/director/downloads/v52.html
http://www.ibm.com/systems/software/director/downloads/v52.html
http://www-947.ibm.com/support/entry/portal/overview

16 Lenovo Hardware Management Pack for Operations Manager, Version 5.6 User’s Guide



Chapter 4. Installing Lenovo Hardware Management Pack and
other components

The topics in this section describe how to install, upgrade, uninstall, and reinstall
Lenovo Hardware Management Pack and other components.

Overview of the installation process

The installation process starts by first installing a supported version of Microsoft
System Center Operations Manager 2007 or 2012 on the management server. After
Microsoft System Center Operations Manager and Microsoft System Center Virtual
Machine Manager have been installed, Lenovo Hardware Management Pack can be
installed on the management server.

Use the Operations Manager Discovery Wizard to add a Windows system on a
System x server or a BladeCenter Blade server that Operations Manager will
manage.

When the Lenovo Hardware Management Pack installation is finished, the
following Microsoft System Center Operations Manager views are enhanced for
System x and BladeCenter x86 systems:

Health explorer view
Examines the health state of the Lenovo BladeCenter Chassis and
components and individual servers at a component level in a hierarchical
view of availability, configuration, performance, and security.

Diagram view
Shows organizational views of the BladeCenter Chassis, System x,
BladeCenter, and Compute Node x86/x64.

Events view
Captures events that occur on specific or aggregate targets of the
BladeCenter Chassis, System x, and System x x86/x64 systems.

Active alerts view
Lists all alert notifications for specific or aggregate targets of the
BladeCenter Chassis, System x, and BladeCenter x86/x64 systems.

For more information and instructions for the installation process, select one of the
following options:

+ [TechNet Library: Deploying System Center 2012 - Operations Manager|
* [TechNet Library: Deploying System Center 2012 - Virtual Machine Manager|

Installation requirements for Lenovo Hardware Management
Pack

This topic describes the installation requirements for Lenovo Hardware
Management Pack.

The following list outlines the installation requirements.

* You need to have administrative privileges for the system where you are
installing Lenovo Hardware Management Pack and also for the Operations
Manager management group where you are importing the management packs.
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* You need to install Lenovo Hardware Management Pack on a Lenovo system
that is running as a Microsoft System Center Operations Manager management
server. The server can be in the root management server of the Operations
Manager management group or a non-root management server in the
management group. See [‘Supported configurations of management servers” on|
for detailed requirements.

* If Lenovo Hardware Management Pack is being installed on a server with
Microsoft System Center Operations Manager 2007, you should install Microsoft
.NET Framework Version 4.0 first.

The versions of Lenovo Hardware Management Pack required for Microsoft
System Center Operations Manager 2007 and Microsoft System Center Operations
Manager 2012 are listed in the tables below. Lenovo Hardware Management Pack

requires a minimum version as noted or a later, supported version.

Table 10. Lenovo Hardware Management Pack versions required for Microsoft System
Center Operations Manager 2007

Management Pack Management
name Management Pack ID Pack version
Health Library System.Health.Library 6.0.5000.0
System Library System.Library 6.0.5000.0
Performance Library System.Performance.Library 6.0.5000.0
SNMP Library System.Snmp.Library 6.0.6278.0
Data Warehouse Microsoft.SystemCenter.Datawarehouse.Library 6.0.6278.0
Library

System Center Core Microsoft.SystemCenter.Library 6.0.5000.0
Library

Network Device Microsoft.SystemCenter.NetworkDevice.Libary 6.0.6278.0
Library

Windows Core Library |Microsoft.Windows.Library 6.0.5000.0

Table 11. Lenovo Hardware Management Pack versions required for Microsoft System
Center Operations Manager 2012

Library

Management Pack Management
name Management Pack ID Pack version
Health Library System.Health.Library 6.0.5000.0
System Library System.Library 6.0.5000.0
Performance Library |System.Performance.Library 6.0.5000.0
SNMP Library System.Snmp.Library 6.0.6278.0
Data Warehouse Microsoft.SystemCenter.Datawarehouse.Library 6.0.6278.0
Library

System Center Core Microsoft.SystemCenter.Library 6.0.5000.0
Library

Network Device System.NetworkManagement.Library 7.0.8107.0
Library

Windows Core Microsoft.Windows.Library 6.0.5000.0

18 1Lenovo Hardware Management Pack for Operations Manager, Version 5.6 User’s Guide




Before you install Lenovo Hardware Management Pack

This topic provides additional information that will assist you with the installation
of Lenovo Hardware Management Pack.

* For Microsoft System Center Operations Manager 2007, you can install the
Lenovo Hardware Management Pack for Microsoft System Center Operations
Manager, v5.6 on either a root management server or a non-root management
server. A root management server is the first management server in a
management group, where you install Operations Manager.

* For Microsoft System Center Operations Manager 2012, you can install Lenovo
Hardware Management Pack for Microsoft System Center Operations Manager,
vb.6 on a non-root management server.

* You must have a sufficient level of privilege and knowledge about the root
management server and non-root management server before you can start the
installation process.

* There is only one installation package for Lenovo Hardware Management Pack
for both the Windows 32-bit and 64-bit operating systems. To start the
installation, follow the instructions for locating and launching the correct
installation package in [“Installing Lenovo Hardware Management Pack.”|

* If you have an earlier version of Lenovo Hardware Management Pack installed
on a management server or the management packs have already been imported
to Operations Manager, see [“Upgrading to Lenovo Hardware Management Pack|
[for Microsoft System Center Operations Manager, v5.6” on page 27|

Note: You can install or uninstall Lenovo Hardware Management Pack by using
the Lenovo Upward Integration for Microsoft System Center Installer. Refer to
the Lenovo Upward Integration for Microsoft System Center Installer User’s Guide at:
Lenovo System x Integration Offerings for Microsoft Systems Management|
Solutions| for more information on how to perform this action.

Installing Lenovo Hardware Management Pack

The following procedure describes how to install Lenovo Hardware Management
Pack.

Before you begin

If you are running Microsoft System Center Operations Manager 2007 Service Pack
1 (SP1) on Windows Server 2008, install the service packs for both Windows Server
2008 and Microsoft System Center Operations Manager 2007 SP1 before proceeding
with the Hardware Management Pack installation.

For more information about how to install service packs, refer to: |Microsofﬂ
Support: Support for running System Center Operations Manager 2007 Service]
Pack 1 and System Center Essentials 2007 Service Pack 1 on a Windows Server|
2008-based computer

Procedure

1. In the File Details section of the [Lenovo Hardware Management Pack for|
[Microsoft System Center Operations Manager - BladeCenter and System x|
web page, locate the file named Tnvgy_sw_hwmp_x.x.x_windows_32-64.exe and
download Lenovo Hardware Management Pack for Microsoft System Center
Operations Manager, v5.6.

2. To start the installation process, double-click the downloaded installation
executable file: Tnvgy_sw_hwmp_x.x.x_windows_32-64.exe.
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For more information about installing Microsoft System Center Operations
Manager 2007, see: [TechNet Library: Operations Manager 2007 R2 Quick Start]
For more information about installing Microsoft System Center Operations
Manager 2012, see: [TechNet Library: Deploying System Center 2012 -|
[Operations Manager|

The Welcome to the InstallShield Wizard for Lenovo Hardware Management
Pack for Microsoft Operations Manager v5.6 page opens.

Note: If the installer cannot find Microsoft System Center Operations
Manager on your system, the installation closes.

Click Next. The Software License Agreement page opens.

13! Lenovo Hardware Management Pack for Microsoft Syst... I;li-

Software License Agreement

Please read the following license agreement carefully,

IMPORTANT: READ CAREFULLY -
Two license agreements are presented below.

1. IBM International License Agreement for Evaluation of Programs
2. IBM International Program License Agreement

If Licensee is obtaining the Program for purposes of productive use (other than

evaluation, testing, trial "try or buy " or demonstration). By clicking an the
"Arrant" hittan helnwe | irensee arcents the IBM Intarnatinnal Pranram

Fead Mon-Lenova Terms

(®) I accepk both the Lenovo and the non-Lenova terms,

() I do nok accept the terms in the license agreement.
Installshield

Prink | | < Back ” Mext = | | Cancel

Figure 1. Software License Agreement

4. Read the Software License Agreement for Lenovo terms and then click Read

Non-Lenovo Terms to read the Non-Lenovo Terms. If you agree and accept
both the Lenovo and Non-Lenovo terms, select I accept the Lenovo and the
non-Lenovo terms and click Next.

Notes:

e If this is the first installation of Lenovo Hardware Management Pack and no
product license is activated, the Trial Version page opens. Complete step 5
on the Trial Version page.

 If a product license is activated, complete step 6.
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Trial Yersion

License not detected

License is not Found on this server, Trial License will expire in 90 davws.

Conkack Lenovo

Installshield

Figure 2. Trial Version

5. On the Trial Version page, select one of the following options:
* Contact Lenovo to obtain a product license.
¢ Next to proceed to the Destination Folder page.

6. On the Destination Folder page, verify whether the default target location is
correct and click Next, or click Change to select a target folder for the
installation software and then click Next.
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Destination Folder

Click Mewxk ko inskall ko this Falder, or click Chanage ko inskall ko a different Folder,

Install Lenovio Hardware Management Pack For Microsoft System Center
Operations Managet v5.6 ko

C:\Program Files\Lenovaoilenovo Hardware Management Pack)

Installshield

Figure 3. Destination folder

7. On the FQDN Configuration page, complete one of the following steps:

* Enter the name of the SCVMM Server FQDN to perform a VM migration
and click Next, or

* Click Next if you do not need to perform a VM migration.
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FQDN Configuration
Inpuk SCYRM Server FODMN Far WM Migration

SCVMM Server FODMN:

Installshield

Figure 4. SCVMM Server FQDN Configuration

8. If your system had a previous installation of Lenovo Hardware Management
Pack, the Program Maintenance page opens. Select one of the following
options.

Repair function:
Reinstalls the code and registry entries on the local server.

If the system already has version v5.6 installed, you can select to
repair or remove the Lenovo Hardware Management Pack code.

Verify the default target location. If necessary, select a target folder for
the installation code. Refer to the knowledge articles that describe
systems and components.

Remove function:
Uninstalls the Lenovo Hardware Management Pack package from the
local system but does not delete the management packs from
Operations Manager.

Use the Operations Manager Console to delete the management packs
from Operations Manager.
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15! Lenovo Hardware Management Pack for Microsoft System Center -

Ready to Repair the Program 1 =
The wizard is ready to begin installation. I E i

Click Install ko begin the installation,

If wou wank to review or change any of waour installation settings, click Back, Click Cancel ko
exit the wizard.

Installshield

| < Back, || Inskall | | Cancel

Figure 5. Ready to Repair Program

9. If you selected Repair Function, click Install to proceed with the repair. The
Install/Repair/Remove Confirmation page opens.

10. Click Next to confirm the installation.

If you are installing on a non-root management server, you need to manually
configure the root management server name.

11. When the installation is finished, select Read me and Import Management
packs to the Operations Manager, and then click Finish.

Note: Import management packs to Operations Manager is displayed when
the software dependency is satisfied. When this option is not displayed, you
must import the management packs manually. The imported management
packs may not be visible from Operations Manager Console until Operations
Manager refreshes the management pack inventory data. If the Import
management packs to Operations Manager is not displayed, perform the
following steps to manually import the management packs.

12. Read the PostSetupCheckList.rtf file and take the suggested actions. The
PostSetupCheckList.rtf file is installed in: %Program Files%\Lenovo\Lenovo
Hardware Management Pack\.

13. Open the Operations Manager Console to import the Lenovo Hardware
Management Pack management packs to Operations Manager.

14. Click the Administration button, right-click Management Packs, and then
click Import Management Packs.

15. Follow the wizard directions to manually import the five Lenovo Hardware
Management Pack management packs. By default, the management packs are
installed in %Program Files%\Lenovo\Lenovo Hardware Management
Pack\Management Packs.

Lenovo Hardware Management Packs

After the Lenovo Hardware Management Packs are successfully imported, the
Lenovo Hardware Management Packs listed below are displayed in the
Administration pane of the Operations Manager Console.
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For Microsoft System Center Operations Manager 2012, the Lenovo Hardware
Management Packs are:

Lenovo Hardware Management Pack - Common Library:
Lenovo.HardwareMgmtPack.Common.mp

Lenovo Hardware Management Pack for Lenovo System x and x86/x64 Blade
Systems:
Lenovo.HardwareMgmtPack.xSystems.mp

Lenovo Hardware Management Pack for Lenovo BladeCenter Chassis and
Modules:
Lenovo.HardwareMgmtPack.BladeCenter.v2.mp

Lenovo Hardware Management Pack — Hardware IDs Library:
Lenovo.HardwareMgmtPack.HardwareIDs.mp

Lenovo Hardware Management Pack - Relation Library:
Lenovo.HardwareMgmtPack.Relation.v2.mp

Lenovo Hardware Management Pack for Lenovo Flex System Chassis and
Modules:
Lenovo.HardwareMgmtPack.FlexSystem.v2.mp

Lenovo Hardware Management Pack - Flex Relation Library:
Lenovo.HardwareMgmtPack.RelationCMM.v2.mp

Lenovo Hardware Management Pack for Lenovo Integrated Management
Module:
Lenovo.HardwareMgmtPack.IMM2.v2.mp

For Microsoft System Center Operations Manager 2007, the Lenovo Hardware
Management Packs are:

Lenovo Hardware Management Pack - Common Library:
Lenovo.HardwareMgmtPack.Common.mp

Lenovo Hardware Management Pack for Lenovo System x and x86/x64 Blade
Systems:
Lenovo.HardwareMgmtPack.xSystems.mp

Lenovo Hardware Management Pack for Lenovo BladeCenter Chassis and
Modules:
Lenovo.HardwareMgmtPack.BladeCenter.mp

Lenovo Hardware Management Pack — Hardware IDs Library:
Lenovo.HardwareMgmtPack.HardwareIDs.mp

Lenovo Hardware Management Pack - Relation Library:
Lenovo.HardwareMgmtPack.Relation.mp

Lenovo Hardware Management Pack for Lenovo Flex System Chassis and
Modules:
Lenovo.HardwareMgmtPack.FlexSystem.mp

Lenovo Hardware Management Pack - Flex Relation Library:
Lenovo.HardwareMgmtPack.ReTationCMM.mp

Lenovo Hardware Management Pack for Lenovo Integrated Management
Module:
Lenovo.HardwareMgmtPack.IMM2.mp
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Note: Sometimes management pack entries do not display immediately after the
installation. Refresh the window by pressing F5, or wait a few minutes for the
management pack entries to display.

Installing Lenovo Hardware Management Pack on more than one
management server

The following procedure describes how to install Lenovo Hardware Management
Pack on more than one management server.

Procedure

1. Install Lenovo Hardware Management Pack on all the required management
servers for your system.

2. Import the management packs on one of the management servers to Operations
Manager.

Note: To manage more than one BladeCenter in disparate networks, install
Lenovo Hardware Management Pack on more than one management server.
This enables communication with the respective BladeCenters by using SNMP.
A management server can manage more than one BladeCenter Chassis as long
as the management server can use SNMP to communicate with the target
chassis.

For more detailed information about importing management packs, refer to the
documentation for Microsoft System Center Operations Manager 2007 or
Microsoft System Center Operations Manager 2012.

Installing IBM Power CIM Provider

Installation of the IBM Power CIM Provider premium feature is optional. This
feature enables power management on power-capable target systems.

Before you begin

Power management is a premium feature that requires the purchase of an
activation license. For details about obtaining an activation license, contact your
Lenovo sales representative.

For a list of servers that provide power management capabilities, see
[servers” on page 5

About this task

Unlike the Lenovo Hardware Management Pack installation, the IBM Power CIM
Provider installation must be performed on every endpoint where power
management functionality is desired.

Procedure
* Locate the IBM Power CIM Provider installation file, IBMPowerCIMInstaller.msi.

By default, the installer file is in the toolbox directory: %ProgramFiles%\Lenovo\
Lenovo Hardware Management Pack\toolbox.

¢ To run an automated silent installation of the IBM Power CIM Provider without
user interface prompting, execute the following command: msiexec /qn /i
IBMPowerCIMInstaller.msi.
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When the installation is run in silent mode, the default folder location
C:\Program Files\IBM\IBM Power CIM Provider\ is used as the target for all
installation files.

The user interface level of the installation program can be controlled with
standard msiexec command-line parameters.

* Similarly, to run a silent uninstallation of the IBM Power CIM Provider, execute
the following command: msiexec /qn /x IBMPowerCIMInstaller.msi.

* The IBM Power CIM Provider installer executes a customizable action-batch
script during the installation process to register the provider with the Director
Agent CIM server.

If any errors occur while running this script, the details of the errors are logged
to a file called RegIBMPowerCIM.1og in the IBM Power CIM Provider installation
directory. Consult this file for more detailed information about installation and

uninstallation results.

¢ Do not run more than one instance of the Power CIM installer at a time. IBM
Power CIM installer cannot detect multiple, simultaneous installation instances
of itself.

The Lenovo License Tool and activating the premium features

To activate the premium features, the Microsoft System Center Operations Manager
(SCOM), Upward Integration Module requires that you activate the license on the
SCOM server only. It is not necessary to activate the license on each management
target (client).

The license token is automatically delivered to the client when it is managed by a
licensed SCOM server. For more information about activating the premium
features, refer to the Lenovo Upward Integration for Microsoft System Center Installer
Guide.

Upgrading to Lenovo Hardware Management Pack for Microsoft
System Center Operations Manager, v5.6

If you start the installation process and discover that a prior version of Lenovo
Hardware Management Pack is already installed, the installation program
automatically performs an upgrade of Lenovo Hardware Management Pack.

To upgrade to version v5.6, on the Operations Manager Console, place the
management server where you are installing Lenovo Hardware Management Pack,
in maintenance mode. Keep the management server in maintenance mode until
you finish importing the new management pack.

Note: When upgrading from v4.5, the automatic import MP function might not
import the new management pack. The program cannot identify whether there was
an upgrade or a failure in the previous installation. Since a new management pack
is introduced in v5.0 and later versions, you need to manually import the
management pack when upgrading from v4.5.

Upgrading more than one management server

If you are installing Lenovo Hardware Management Pack on more than one
management server, finish installing Lenovo Hardware Management Pack on all of
the management servers completely before importing the management packs.
When the installation is finished, take the management servers out of maintenance
mode.
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Uninstalling Lenovo Hardware Management Pack v5.6

The following procedure describes how to uninstall Lenovo Hardware
Management Pack.

Procedure

1. Place the server from which you are uninstalling Lenovo Hardware
Management Pack, into maintenance mode.

2. Remove the management pack entries from the Operations Manager Console.
For more information, see [“Deleting Lenovo Hardware Management Packs.”]

3. Use Add or Remove Programs to remove Lenovo Hardware Management
Pack.

Deleting Lenovo Hardware Management Packs

To prevent errors caused by missing runtime support libraries, delete the
management packs from Operations Manager first before removing the Lenovo
Hardware Management Pack package. Errors can also occur if you uninstall
Lenovo Hardware Management Pack from more than one management server.

Before you begin

If you plan to continue using Lenovo Hardware Management Pack, but only need
to move the responsibility of one management server to another server, make sure
that a new designated management server has taken over the responsibility
successfully before you remove the installed Lenovo Hardware Management Pack
package.

Procedure

1. In the Administration pane of the Operations Manager Console, select and
delete the following management pack entries of Lenovo Hardware
Management Pack from Operations Manager:

* Lenovo Hardware Management Pack — Common Library

* Lenovo Hardware Management Pack for System x and x86/x64 Blade
Systems

* Lenovo Hardware Management Pack for BladeCenter Chassis and Modules
* Lenovo Hardware Management Pack — Hardware IDs Library

* Lenovo Hardware Management Pack — Relation Library

* Lenovo Hardware Management Pack for Flex System Chassis and Modules
* Lenovo Hardware Management Pack — Flex Relation Library

* Lenovo Hardware Management Pack for Lenovo Integrated Management
Module

2. Remove the software package and files as described in [“Uninstalling the]
[software package” on page 29, by using the Add/Remove Programs option.

Removing the IBM Power CIM Provider

The following procedure describes how to remove the IBM Power CIM Provider.
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About this task

To remove the IBM Power CIM Provider, perform step 1. Step 2 provides explains
how to view uninstallation results and debug information.

Procedure

1. By using Add/Remove Programs on the managed server, select the IBM Power
CIM Provider you want to remove, and click uninstall. The CIM Server,
wmicimserver may take a few minutes to completely unload the IBM Power
CIM Provider.

2. Check the IBM Power CIM Provider installation directory for a file called
RegIBMPowerCim.Tog, which lists the output from the uninstallation process.
This log file will indicate whether an error may have occurred during
uninstallation.

Notes:

* To avoid unpredictable results, uninstall the IBM Power CIM Provider before
uninstalling the Director Agent.

* If you accidentally uninstall Director Agent first, and then try uninstalling
IBM Power CIM Provider, the IBM Power CIM Provider may not get
uninstalled.

Complete the following steps.

a. To uninstall IBM Power CIM Provider, reinstall Director Agent, and repair
the IBM Power CIM Provider.

b. Uninstall IBM Power CIM Provider, and then uninstall the Director
Agent.

Uninstalling the software package

The following procedure describes how to uninstall Lenovo Hardware
Management Pack.

Procedure

1. Remove the management pack entries as described in [“Deleting Lenovol
[Hardware Management Packs” on page 28

2. Uninstall the software package and files entirely by using Add/Remove
Programs in the Windows Control panel, select Remove the Lenovo Hardware
Management Pack for Microsoft System Center Operations Manager 2007,
v5.5.

Downgrading to a previous version

To downgrade Lenovo Hardware Management Pack to a previous version,
uninstall the current version and reinstall the earlier version.

Information about reinstalling Lenovo Hardware Management Pack
v5.6

If you recently removed management packs from the Operations Manager Console,
you need to wait for the settings to be propagated to the Operations Manager
Console database before you can reinstall.
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Important: If you do not wait for the removal of the management packs to
register, reinstalling can result in managed clients not being listed in Operations
Manager.

See Microsoft Support: Discovery information is missing after you delete and then|
[reimport a management pack in Microsoft System Center Operations Manager 2007
for information about this known limitation for Microsoft System Center
Operations Manager.

If you remove the management packs from the console, you detach Lenovo
Hardware Management Pack from the Microsoft System Center Operations
Manager server. You must then reinstall Lenovo Hardware Management Pack into
Microsoft System Center Operations Manager and add the management packs back
to the console view.

Configuring BladeCenter SNMP settings

BladeCenter Chassis that are correctly enabled for SNMP can be discovered
automatically by Microsoft network device discovery. After installing Lenovo
Hardware Management Pack, you can verify whether the BladeCenter Chassis are
discoverable.

Procedure

1. To view the Microsoft System Center Operations Manager consoles that
discover BladeCenter Chassis, click LenovoHardware > Lenovo BladeCenters
and Modules > Windows Computers for managing Lenovo BladeCenters.

Use this view to identify the health of computers that have Lenovo Hardware
Management Pack installed and are able to discover and manage BladeCenter
Chassis and components.

2. To monitor BladeCenter Chassis and modules, click Monitoring > Lenovo
Hardware > Lenovo BladeCenter(s) and Modules.

Chassis units are displayed in the results pane followed by a view of their
components and organized the same way management modules present
components:

¢ Lenovo BladeCenter Blades
* Lenovo BladeCenter Chassis
* Lenovo BladeCenter Cooling Modules
¢ Lenovo BladeCenter I/O Modules
* Lenovo BladeCenter Management Modules
* Lenovo BladeCenter Media Modules
* Lenovo BladeCenter Power Modules
* Lenovo BladeCenter Storage Modules
Each module type has a health state and the following properties:
¢ A product name and a logical name for blades
* A product name and a logical name for the module
* Physical location information
3. Log in to the Lenovo BladeCenter AMM web console.

4. To set ports for SNMP communication for a Lenovo BladeCenter Chassis that
has not been discovered automatically, click MM Control > Port Assignment
on the management module web console.
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Serial Port SNMP Agent ;161

Port Assignments

Network Interfaces SNMP Traps 162

Figure 6. Default SNMP ports

Use the default SNMP ports of 161 for agent (queries/polling) and 162 for
trapping. It is important for the SNMP port settings to be consistent. Otherwise,
Operations Manager cannot discover the BladeCenter Chassis.

5. To change the SNMP settings, click MM Control > Network Protocols >
Simple Network Management Protocol SNMP and complete the following
steps.

a. Select Enabled for SNMP Traps, SNMP v1 agent.
Table 12. SNMP settings

Community
name Access type |Fully qualified host name or IP address
Public Set yourOpsMgrServer.yoursite.yourcompany.com

b. Enter the following information for each Operations Manager management
server that manages the BladeCenter:

¢ Community name is assigned to the BladeCenter through which SNMP
communicates.

e The Fully qualified host name or the IP address.

c. From the Access type list, select Set. Set is the access type required for
enabling the management tasks. A task example is remotely powering on or
off a blade server through the Operations Manager Console.

If you do not intend to allow this type of task through the Operations
Manager Console, you can lower the access type to Trap. At a minimum,
the Trap access type must be set for the Operations Manager server to
perform SNMP queries and receive SNMP traps from the BladeCenter.

To receive events from management modules, a network connection must exist
between the management module and Operations Manager. You must also
configure the management module to send events.

6. To enable alerts using SNMP over the LAN in firmware revision 46, click MM
Control > Alerts. In the right pane, under Remote Alert Recipients, click the
not used link to configure the alert recipient as illustrated in the next figure.
This step might vary slightly depending on the firmware level.

Chapter 4. Installing Lenovo Hardware Management Pack and other components 31



Remote Alert Recipient 3 @

1. If you enable a SNIMP over LAN recipient, you also need to complete the SNIMP section on the Network Protocols

page.
2. Ifyou enable an E-mail over L&N recipient, you also need to complete the SMTP section on the Network Protocols
page.

By entering an email or SNMP address not assigned to your company, you are consenting to share hardware serviceable
events and data with the owner of that email or SNMP address not assigned to your company. In sharing this
infor mation, you warrant that you are in compliance with all import/fexport laws.

Status 9

Narme [

Notification method | SNIVIP over LAN v:
Receives critical alerts only O

[ Reset to Defaults ][Cantel H Save ]

Figure 7. Enabling alerts using SNMP

a. In the new Remote Alert Recipient window, change the status from
Disabled to Enabled.

b. In the Name field, enter a descriptive name for the management server for
Operations Manager that you will use for managing the BladeCenter. See
“Discovering a BladeCenter in Microsoft System Center Operations Manager|
2007” on page 33| for more about the Management Server setting.

c. From the Notification method list, select SNMP over LAN .

d. Click Save. The following figure is an example of a completed Remote Alert
Recipient.

Remote Alert Recipient 3 @

1. If you enable a SNMP over L&N recipient, you also need to complete the SNIMP section on the Network Protocols

page.
2. If you enable an E-mail over LAN recipient, you also need to complete the SMTP section on the Network Protocols
page.

By entering an email or SNMP address not assigned to your company, you are consenting to share hardware serviceable
events and data with the owner of that email or SNMP address not assigned to your company. In sharing this
information, you warrant that you are in compliance with all import/fexport laws.

Status [Enabled v

Name |SCOM_RSM_01

Notification method |SNMP over LN ¥
Receives critical alerts anly O

[ Reset to Defaults ][Cancel“ Save ]

Figure 8. Remote Alert Recipient

7. Complete the following instructions for firmware revision 46:
a. In the navigation pane, under MM Control, click Alerts.
b. From the context menu, select Monitor Alerts.
c. Select the alerts to send, and click Save.
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The following figure provides an example of what is displayed after completing
this task.

Monitored Alerts @

Use enhanced alert categories

Critical Alerts Warning Alerts Informational Alerts

Chassis/System Management
Cooling Devices
Power Modules
Blades ™ 5]
1/0 Modules
Storage Modules
Event Log
Power On/Off
Inventory change
Network change
User activity

Figure 9. Monitored alerts

Discovering a BladeCenter in Microsoft System Center
Operations Manager 2007

The following procedure describes how to discover a BladeCenter in Microsoft
System Center Operations Manager 2007.

About this task

This task is performed from the Operations Manager Console.

Procedure

1. In navigation pane, click Administration > Device Management > Agent
Managed > Discovery Wizard to start the Computers and Device Management
Wizard.
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. “*57] This enables you'to specify an IP range to discover network
v devices and monitor them using SNMP. '

Figure 10. Discovery Wizard

2. On the What would you like to manage page, click Network devices and click
Next, as shown in the figure above for Microsoft System Center Operations
Manager 2007 R2.

Note: For Microsoft System Center Operations Manager 2007 SP1, make the
following selections:

a. Click Advanced discovery for the Auto or Advanced?.
b. Click Network Devices for Computer & Device Types.

c. From the Management Server list, select the management server that will
discover and manage the BladeCenter.
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Discovery Type

Discovery Method Specify Network Addresses
Select Ohjects to Manage

Summan

Specify a starting and ending addresses
Start: End:

I |

Simple Network Management Protocol (SNMP) Community Strings

The password used to discover network devices is called a "community string®, Please
specify your network devica community string.

Community string:

W'C

Simple Network Management Protocol (SNMP) Community Yersion
Yersion:

[T - |

Discovery Intery_d

Rt AL [ 2= [poutes =

Management Server
|kkROD4.5COMR2.com |

Figure 11. Discovery Method

3. On the Discovery Method page, enter the following information:

a.

b.

Specify Network Addresses: Provide an IP address range for discovery.
Enter the start and end IP addresses.

Community String: Enter the name used on the chassis SNMP settings.
Version: From the Version list, select SNMPv1 .

Discovery Interval: Select the Discovery Timeout, selecting the timeout
number of minutes.

Management Server: Select the Microsoft System Center Operations
Manager management server that will discover and manage the target
BladeCenter.

Note: Ensure the management server that has Lenovo Hardware
Management Pack installed is also setup to discover and manage the target
chassis through its SNMP settings. For more information, see |”Configurina

BladeCenter SNMP settings” on page 30| and [“Discovering a Flex System|

Chassis enabled for SNMP” on page 44

f. Click Discovery to open the Select Objects to Manage page.
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7. Computer and Device Management Wizard x|

7 2 Select Objects to Manage

Introduchan

@ Help
Auto or Advanced? Discovery Results
Discovery Method
The discovery process found the following un-managed devices.
Admnistiator Account

Select the devices you want to manage:

[4 scoM-T100 5L ab local

Select Al | Dﬁﬁulﬂll
Management Server
|ScoMMP-SP1 Lab jocal
Management Mode:
fagent =

Breviows [[ Ned> | b | concel

Figure 12. Select Objects to Manage

4. Complete the following steps, and then click Next.

a. Select the devices you want to manage: Select the IP address of the chassis
unit to manage.

b. Management Server: Accept the default values.
c. Management Mode: Accept the default values.

Note: For Microsoft System Center Operations Manager 2007 SP1, enter the
name of the Microsoft System Center Operations Manager Management Server
that you entered in the Proxy Agent field on the Auto or Advanced page.

Discovering a BladeCenter in Microsoft System Center
Operations Manager 2012

The following procedure describes how to discover a BladeCenter in Microsoft
System Center Operations Manager 2012.

About this task

This task is performed from the Operations Manager Console.

Procedure

1. In the navigation pane, click Administration > Device Management > Agent
Managed > Discovery Wizard to start the Computers and Device
Management Wizard.

2. In the navigation pane, click Discovery Types.
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Figure 13. Discovery types

3. On the What would you like to manage page, click Network devices and click
Next, as shown in the figure above.
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Figure 14. General Properties page

4. On the General Properties page, complete the following steps, and then click
Next.

a. In the Name field, enter the name of the discovery rule.
b. Select Available management server.
C. Select Resource pool.
5. On the Discovery Method page, select Explicit Discovery and click Next.

6. On the Default Accounts page, select Create Account and click Finish to
create the community string. The Create Run As Account Wizard starts, and
the Introduction page opens.
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Figure 15. Introduction

7. On the Introduction page, click Next. The Devices page opens.
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Figure 16. Devices

8. On the Devices page, click Add. The Add a Device dialog box opens.
9. In the Add a Device dialog box, complete the following steps:

a. In the BladeCenter IP address field, enter the IP address of the
BladeCenter.

b. From the Access Mode list, select SNMP.

c. In the SNMP V1 or V2 Run as account field, change the value for
SNMPV1 or SNMPV2.

d. Click OK to return to the Discovery Wizard.
If you have additional devices to add, repeat steps 8 and 9.
10. Click Next to complete the Discovery Wizard.
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Figure 17. Creating the discovery warning

Note: If a Warning window opens asking if you would like to distribute the
accounts, select Yes to complete the Discovery Wizard.

The Completion page opens.
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Figure 18. Discovery Wizard Completion

11. On the Completion page, select one of the following options:

* Click Run the network discovery rule after the wizard is closed and click
Close. The progress of a network discovery rule running after the Discovery
Wizard has closed is displayed.

* Click Close, and go to the Discovery Rules page to select a Discovery Rule
to run.

The Discovery Rules page opens.
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Figure 19. Discovery Rules

12. Select a Discovery Rule and click Run.

Removing a discovered BladeCenter Chassis

The following procedure describes how to remove a discovered BladeCenter
Chassis from a group of discovered systems.

About this task
This task is performed from the Operations Manager Console.

Procedure

1. Click Administration > Device Management > Network Devices. A list of
BladeCenter Chassis is displayed in the results pane.

2. Right-click a BladeCenter Chassis and select Delete to start the delete task.

When the chassis and its discovered components are removed from the group,
the following components are no longer displayed for the BladeCenter that was
deleted:

* Lenovo BladeCenter Blades

* Lenovo BladeCenter Chassis

* Lenovo BladeCenter Cooling Modules

* Lenovo BladeCenter I/O Modules

¢ Lenovo BladeCenter Management Modules
* Lenovo BladeCenter Media Modules

* Lenovo BladeCenter Power Modules

¢ Lenovo BladeCenter Storage Modules
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Discovering a Flex System Chassis enabled for SNMP

A Flex System Chassis that is correctly enabled for SNMP can be discovered
automatically by the Microsoft network device discovery. After installing Hardware
Management Pack, you can verify if the Flex System Chassis is discoverable.

Procedure

1. To discover a Flex System Chassis, click Lenovo Hardware > Lenovo Flex
Systems and Modules > Windows Computers for managing Lenovo Flex
Systems Chassis(s). You can also use this view to identify the health of
computers that have Hardware Management Pack installed and discover and
manage Flex System Chassis and components.

Note: Only the management server that has the activation license installed can
manage Flex System Chassis and modules.

2. To monitor Flex System Chassis and modules, click Monitoring > Lenovo
Hardware > Lenovo Flex System Chassis(s) and Modules. Chassis units are
displayed in the results pane and include a view of their components organized
in the same way that the management modules present components:

* Lenovo Flex System Compute Nodes/Storage

¢ Lenovo Flex System Cooling Modules

* Lenovo Flex System FanMux Modules

¢ Lenovo Flex System I/O Modules

¢ Lenovo Flex System Management Modules

* Lenovo Flex System Power Modules

* Lenovo Flex System RearLED Modules

Each module type has a health state and the following properties:
* A product name and a logical name for the module

* Physical location info

3. Log in to the IBM Flex System Chassis CMM web console. To set SNMP
communication ports for a Flex System Chassis, that has not been discovered
automatically, click Mgt Module Management > Network > Port Assignments
on the Chassis management module web console.

Mgt Module Management * = Sasrch

User Accounts Create and modify user accounts that will have access to this wi
Firmware View CMM firmware information and update firmware

Security Configure security protocols such as S5L and SSH

Network Metwork settings such as SNMP and LDAP used by the CMM

Figure 20. Default SNMP ports

It is important for the SNMP port settings to be consistent. Otherwise,
Operations Manager cannot discover the Flex System Chassis. Use the
following default SNMP ports:

* 161 for agent (queries/polling)
* 162 for trapping
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Network Interfaces SNMP Traps 5_162

Figure 21. Setting default SNMP ports

4. To change the SNMP settings, click Mgt Module Management > Network >
SNMP. There are two SNMP agent versions that can be selected for System
Center Operations Manager (SCOM) to manage the Flex chassis. Select one of
the following methods:

* Method 1: Enabled for SNMPv1 Agent
* Method 2: Enabled for SNMPv3 Agent

To receive events from the management modules, a network connection must
exist between the management module and the Microsoft System Center
Operations Manager. You must also configure the management module to send
events.

5. Using SNMP over LAN, click Events > Event Recipients.

Events * | Service and Support ¥ Chassis Management * Mgt Module Management =

Event Log Full log history of all events

Event Recipients Add and modify E-Mail, SNMP, and Syslog recipients

Figure 22. Selecting Event Recipients

6. Click Create > Create SNMP Recipient.

Event Recipients

| Create ¥ || Delete || Global Settings || Sysiog Settings | | Generate Test Event |

| Create E-mail lfication Method Events to Receive Status
' Recipient - _ _ :
_flall over LAMN As defined in Global Settings Disabled
HYEHIE DANE etpiom MP over LAN As defined in Global Settings Enabled
9.125.90.84 SHMP over LAN As defined in Global Settings Enabled
9.115.252.91 SNIMP over LAN As defined in Global Settings Enabled

Figure 23. Create Event Recipients

7. In the Create SNMP Recipient dialog box, complete the following steps.
* In the Descriptive name field, enter a name.
* From the Status list, select Enable this recipient.

* For Events to Receive, select Use the global settings or Only receive critical
alerts.

* Click OK to return to the Event Recipients page.
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| Create ¥ || Delete | | Global Sertlngs_ 1 .Syslng SEttngs_| | Generate Test Event |

| |
Create E-mail lification Method Events to Receive Status
Recipient = ; y ;

| nail over LAN As defined in Global Settings Disabled
"Create SNNE Rmple?t MP over LAN As defined in Global Settings Enabled
9.12590.84 SNMP over LAN As defined in Global Settings Enabled
9.115.262. 91 SHNMP over LAN As defined in Global Settings Enabled

Figure 24. Creating an SNMP Recipient

8. If you selected, Use the global settings, the Event Recipient Global Settings
dialog box is displayed.

Event Reciplent Global Settings x
These settings will apply to 2l event recpents.

Retry limit:
=] |- |

Delay betwoen attempts (minutes):
20 -

Send event log with e-mail notifications

Critical Events Warning Events Informational Events
Chassis/System Management
Cooling Devices
Power Modules
Compute Nodes
1/0 Modules
Event Log
Power OnfOff
Irvvenitory change
Network change
User activity

BIACH A 188 A
)] K KN K| BT

K] 0] I I I ) )

ok || Cancel |

Figure 25. Event Recipient Global Settings

9. Click OK to return to the Event Recipients page.

Enabling SNMPv1 Agent

The following procedure describes how to enable the Enabled for SNMPv1 Agent
protocol.

Procedure
1. Click Enabled for SNMPv1 Agent.
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Simple Network Management Protocol (SNMP)

.|Enable SNMPv1 Agent
.|Enable SNMPv3 Agent

Contact Traps Communities

Select communities to configure. At least one community must be configured.

Community 1 . Enable Community 2
Community name: Community name:
public test
Access type: Access type:

Set Set

Fully Qualified Hostnames or IP Addresses: Fully Qualified Hostnames or IP A

0.0.0.0 0.0.0.0
0::0 0.115.253.41
0.125.90.84 0.115.252.91

Figure 26. Simple Network Management Protocol (SNMP)

2. Click the Traps tab and click Enable SNMP Traps.

3. Click the Communities tab and complete the following steps for each Microsoft
System Center Operations Manager server that will manage the Flex System.

a. In the Community name field, enter the name that is assigned to the Flex
System through which SNMP communicates.

b. From the Access type list, select Set. This is required for enabling the
management tasks. If you do not intend to allow this type of task through
the Operations Manager Console, you can lower the access type to Trap. At
a minimum, the Trap access type must be set so that the Operations
Manager server can perform SNMP queries and receive SNMP traps from
the Flex System.

c. From the Fully Qualified Hostnames or IP Addresses lists, select the
appropriate entries.

Note: By default, the Chassis module Security Policies level is Secure. At this
level, SNMPv1 cannot be enabled. To use SNMPv1, change the security level to
Legacy, by clicking Mgt Module Management > Security > Security Policies >
Legacy.
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Figure 27. Security Policy setting

Enabling SNMPv3 Agent

The following procedure describes how to enable the Enabled for SNMPv3 Agent
protocol. Using SNMPv3 Agent requires that you either create a new user with the
Create User option or use the default user.

Before you begin

If you want to use SNMPv3 Agent to manage a Flex System Chassis from the
Microsoft System Center Operations Manager server, you first need to create an
SNMPv3 user account or select a default user from the list to open the User
Properties page.

Procedure

1. Click Mgt Module Management > User Accounts.

2. Click the General tab and set the user password.

3. Click the SNMPv3 tab and configure the Authentication Protocol.
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User Properties

General Permission Group SNMPv3 | SSH Client Public Key

Context name:

Authentication Protocol:
Hash-based Message Authentication Code (HMAC) - Secure Hash Algorithm (SHA)

9]
Advanced Encryption Standard (AES)

Privacy password:
Confirm privacy password:

Access type:
Set

1P address or host name for traps:
9.125.90.102
| ok | ["Cancel |
Figure 28. Account credentials for creating a new user for SNMPv3 devices

a. From the Authentication Protocol list, select Use a Privacy Protocol.

b. In the Privacy password field, enter the authentication key, and in the
Confirm privacy password field, re-enter the authentication key.

c. Change the Access type to Set.

d. In the IP address or host name for traps field, enter the SCOM server IP
address.

4. Click OK.

Discovering a Flex System Chassis in Microsoft System
Center Operations Manager 2007

Microsoft System Center Operations Manager 2007 only supports SNMPv1 for
managing an Flex System Chassis.

About this task

To discover a chassis and its components in Microsoft System Center Operations
Manager 2007, refer to|“Discovering a BladeCenter in Microsoft System Center]
[Operations Manager 2007” on page 33

Discovering a Flex System Chassis in Microsoft System
Center Operations Manager 2012

The following procedure describes how to discover an Flex System Chassis in
Microsoft System Center Operations Manager 2012.

Before you begin

On a management server, log in to the Microsoft System Center Operations
Manager operations console as Administrator.

Chapter 4. Installing Lenovo Hardware Management Pack and other components

49



Note: This feature only supports a CMM IP address. Do not use an IMM IP
address.

About this task

To discover a chassis and its components in Operations Manager 2012 using
SNMPv1, refer to [“Discovering a BladeCenter in Microsoft System Center|
[Operations Manager 2007” on page 33

To discover a chassis and its components in Operations Manager 2012 using
SNMPv3, complete the following steps on a management server.

Procedure

1. Click Administration > Device Management > Agent Management >
Discovery Wizard to start the Computers and Device Management Wizard.

2. In the navigation pane, click Discovery Types.

3. On the What would you like to manage page, click Network devices and click
Next.

4. On the General Properties page, complete the following steps:

a. In the Name field, enter the discovery rule.

b. Select an Available management server.

C. Select a Resource Pool.

On the Discovery Method page, select Explicit Discovery and click Next.
On the Default Accounts page, select Next.

On the Devices page, click Add. The Add a Device dialog box opens.

© N oo

In the Add a Device dialog box, complete the following steps.
a. Enter the Flex System IP address.

Select SNMP for the Access mode.

Select v3 for the SNMP version.

Select Add SNMP V3 Run As Account.

Perform the steps in the Create Run As Account Wizard to fill in the
SNMPv3 account you just created in Flex Management web console.

f. Click OK to return to the Discovery Wizard.
If you have additional devices to add, repeat steps 7 and 8.

©® oo 0o

9. Click Next to complete the Discovery Wizard.
10. On the Completion page, select one of the following options:

* Click Run the network discovery rule after the wizard is closed and then
click Close. When the Discovery Wizard has closed, the progress of the
network discovery rule running is displayed.

¢ Click Close.
11. Select a Discovery Rule and click Run.

Note: You can also modify the discovery rule by selecting the rule’s
Properties.

Removing a discovered Flex System Chassis

The following procedure describes how to remove a discovered Flex System
Chassis from the group of discovered systems.

50 Lenovo Hardware Management Pack for Operations Manager, Version 5.6 User’s Guide



About this task

This task is performed from the Operations Manager Console.

Procedure
1. Click Administration > Network Devices.

2. In the results pane, select the Flex System or BladeCenter Chassis you want to
delete.

3. Right-click and select Delete to start the delete task.

When the chassis and its discovered components are removed from the group,
the following components of a Flex System Chassis are no longer displayed:

Lenovo Flex System Chassis Compute Nodes/Storage
Lenovo Flex System Chassis Cooling Modules
Lenovo Flex System Chassis FanMux Modules
Lenovo Flex System Chassis I/O Modules

Lenovo Flex System Chassis Management Modules
Lenovo Flex System Chassis Power Modules

Lenovo Flex System Chassis RearLED Modules
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Chapter 5. Working with Lenovo Hardware Management Pack

The topics in this section describe how Hardware Management Pack enhances the
functionality of Operations Manager by providing more detailed information about
the managed Lenovo systems.

To learn more about using Operations Manager when Hardware Management Pack
is installed, perform the tasks in the [‘Monitoring through the Operations Manager]

onsole”| topic.

Lenovo Hardware Management Pack provides the ability to:

* Monitor a system from the Monitoring pane of the Operations Manager Console,
as described in [“Monitoring through the Operations Manager Console.”|

* Add a Lenovo system to the managed systems, as described in |”Adding 5'
[system that will be managed by Operations Manager” on page 60|

* Monitor the health of systems, components, and systems-management software,
as described in [“Monitoring the health of systems, hardware components, and|
[other targets” on page 72

+ Identify and resolves errors, as described in [“Using Health Explorer to identifyl|
fand resolve problems” on page 75,

* Access the Lenovo knowledge pages, as described in [‘Using knowledge pages to|
[resolve problems” on page 77

Monitoring through the Operations Manager Console

The following procedure describes how to use the Operations Manager Console
with Hardware Management Pack installed. After installing Hardware
Management Pack, you can use the Monitoring pane of the Operations Manager
Console to select folders and views that provide complete health information of
your BladeCenter Chassis, Flex System Chassis and chassis components, and
System x and x86/x64 Blade servers. From the Operations Manager Console you
can also discover an Integrated Management Module (IMM) to enable and monitor
Hardware Failure Management.

About this task

Perform these steps to become familiar with the Monitoring pane of the Operations
Manager Console and the features that Hardware Management Pack adds:

Procedure

1. In the navigation pane, click the Monitoring tab. The Monitoring pane lists the
systems and hardware components that you can monitor with Hardware
Management Pack. The following figure shows a portion of the Monitoring
pane after you install Hardware Management Pack.
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Figure 29. Monitoring pane

The Lenovo Hardware folder consists of several different views and folders
that monitor data collected from Lenovo systems. The Windows Computers on
Lenovo System x or x86/x64 Blade Servers view provides a global view. The
other folders provide additional views for different types of monitoring data
collected from Lenovo systems.

Lenovo Hardware:
This folder includes active alerts, task status, and aggregate targets for
all discovered Lenovo systems and hardware components.

Lenovo Licensed System Group:
This view provides the status of Windows computers on a server with
the premium features enabled.

Lenovo Unlicensed System Group:
This view provides the status of Windows computers on a server when
the premium features are not enabled.

Windows Computers for Managing Lenovo License:
This view provides the status of Operations Manager management
servers that are capable of managing the premium features.

Windows Computers on Lenovo System x or x86/x64 Blade Servers:
This view provides the status of System x or x86/x64 Blade servers.
Use this view as you would the Monitoring > Computers view. The
difference is that this view contains only System x or BladeCenter
x86/x64 Blade servers.

Lenovo BladeCenter(s) and Modules:
This folder contains a summarized view for all of the BladeCenters and
Modules and personalized summary views of specific alerts, task
status, BladeCenters, and Windows computers for managing
BladeCenters.

Lenovo Flex System Chassis and Modules:
This folder contains a summarized view for all of the Flex System
Chassis and Modules and personalized summary views of specific
alerts, task status, Flex System Chassis, and Windows computers for
managing Flex System Chassis.

Lenovo System x and x86/x64 Blade Servers:
This folder contains a summarized view for all of the systems
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including: System x and BladeCenter x86/x64 Blade systems and
personalized summary views of specific types of System x and
BladeCenter x86/x64 Blade servers. These systems are grouped by
platform type and include tower, rack, blade, enterprise server, and

unclassified.

2. Click Windows Computer on Lenovo System X or x86/x64 Blade Servers to
view detailed information for System x or x86/x64 Blade servers running

File Edit View Go Tasks

Windows.

Only manageable hardware components are discovered and monitored, and
therefore not all components are included. For example, a system with one or
more non-manageable fans does not have all of its fans discovered or
monitored. In the following figure, the detail view for the pane labeled Lenovo
Hardware Components of LenovoSystem x or x86/x64 Blade servers shows

various components.
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Figure 30. Windows Computers on Lenovo System x or x86/x64 Blade Server view

3. Click the Lenovo BladeCenter(s) and Modules folder to view detailed
information about BladeCenter(s) and modules.
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Figure 31. Lenovo BladeCenter(s) and Modules folder view

The Lenovo Bladecenter(s) Modules folder contains five views and one folder:

Active Alerts:
This view provides the status of the BladeCenter alerts.

Lenovo BladeCenter(s):
This view provides a summarized list of all BladeCenter Chassis and
chassis components, such as Blades, Cooling, 1/0O, Storage, Power,
Management Modules, and other components.

Task Status:
This view provides the status of the Lenovo BladeCenters Modules and
Chassis.

Task Status for BladeCenter(s):
This view provides the status of the Lenovo BladeCenters.

Windows Computers for Managing Lenovo BladeCenter(s):
This view shows the management modules that communicate with
Lenovo BladeCenter Chassis.

Lenovo BladeCenter Modules:
This folder contains all of the component information and status
information for the BladeCenter Chassis, chassis components, and blade
servers. Categories include Blades, Chassis, Cooling, I/O, Management
Modules, Media Modules, Power, and Storage.

4. Click the Lenovo BladeCenter Modules folder to display the views in this
folder.

After discovering a BladeCenter Chassis and its chassis modules, Hardware
Management Pack classifies the modules according to their module type and
then adds each module to the applicable module view:

¢ Lenovo BladeCenter Blades

e Lenovo BladeCenter Chassis
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* Lenovo BladeCenter Cooling Modules

* Lenovo BladeCenter I/O Modules

* Lenovo BladeCenter Management Modules
* Lenovo BladeCenter Media Modules

* Lenovo BladeCenter Power Modules

¢ Lenovo BladeCenter Storage Modules
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Figure 32. Lenovo BladeCenter Modules

5. Click the Lenovo Flex System Chassis and Modules folder to display detailed

information about Flex System Chassis and modules.
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Figure 33. Lenovo Flex System Chassis folder view

The LenovoFlex System Chassis and Modules folder has five views and one
folder:

Active Alerts:
This view provides the status of the Flex System Chassis alerts.

Lenovo Flex System Chassis:
This view provides a summarized list of all Flex System Chassis and
chassis components, such as: Compute Nodes, Cooling, 1/O, Storage,
Power, Management Modules, and other components.

Task Status:
This view provides the status of the Flex System Chassis Modules and
Chassis.

Task Status for Lenovo Flex System Chassis:
This view provides the status of the Flex System Chassis.

Windows Computers for Managing Lenovo Flex System Chassis:
This view shows management modules that can communicate with Flex
System Chassis.

Lenovo Flex System Chassis Modules:
This folder contains all of the component information and status
information for the Flex System Chassis, chassis components, and
compute nodes. Categories include Compute Node, Cooling, FanMux
Modules, FSM, 1/O Modules, Management Modules, Power Modules,
Rear LED Modules, and Storage.

6. Click the Lenovo Flex System Chassis Modules folder to display the views in
this folder. After discovering an Flex System Chassis and the chassis modules,
Hardware Management Pack classifies the chassis modules according to their
module type and then adds each module to the applicable module view:

* Lenovo Flex System Chassis Compute Nodes
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¢ Lenovo Flex System Chassis Cooling Modules

* Lenovo Flex System Chassis FanMux Modules

¢ Lenovo Flex System Chassis FSM

* Lenovo Flex System Chassis I/O Modules

* Lenovo Flex System Chassis Management Modules
* Lenovo Flex System Chassis Power Modules

¢ Lenovo Flex System Chassis RearLED Modules

* Lenovo Flex System Chassis Storage
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Figure 34. Lenovo Flex System Chassis Modules

7. Click the Lenovo System x and x86/x64 Blade Servers view to display the
views in the folder.

After discovering a Lenovo system with Windows, Hardware Management
Pack classifies the system according to its system type and then adds the
system to the view of All Lenovo System x and x86/x64 Blade Servers and to
one of the following system group views, according to the system platform

type:

¢ Active Alerts for Lenovo Software for HW Mgmt
* All Lenovo System x and x86/x64 Blade Servers
* Lenovo Flex System x86/x64 Compute Nodes

* Lenovo System x Enterprise/Scalable Systems

* Lenovo System x iDataPlex Systems

* Lenovo System x Rack-mount Systems

* Lenovo System x Tower Systems

* Lenovo x86/x64 Blade Systems

¢ Lenovo Blade OOB-IB Reflection Group: This view provides the status of
Windows computers on Lenovo x86/x64 Blade servers and the relationship
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between a Lenovo BladeCenter x86/x64 Blade server in the LenovoSystem x
and BladeCenter x86/x64 Blade Servers (monitored through Inband) and
BladeCenter(s) and Modules (monitored through Out of Band) folders.

Note: This view is available only when the premium features are enabled.

* Task Status

* Unclassified Lenovo System x and BladeCenter x86/x64 Blade Systems
(systems that are either too old or too new to be classified correctly)

* Hardware Components of Lenovo System x or x86/x64 Blade Servers
(folder)

8. Click the All Lenovo System x and x86/x64 Blade Servers view to display the
dashboard views of its systems and hardware components.

Each view within the All Lenovo Systems x and x86/x64 Blade Servers view
provides a dashboard of health states and manageable hardware components
for each system, as shown in the following figure.
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Figure 35. Dashboard view

Adding a system that will be managed by Operations Manager

Use the Microsoft System Center Operations Manager 2007 Discovery Wizard to
discover and add systems that will be managed by Operations Manager. The
Discovery Wizard deploys Hardware Management Pack to the discovered system.

Note: The Discovery Wizard does not show systems that are already being

monitored.

Optional steps before starting this task

When the Lenovo License Entitlement Pack is installed and the root management
server of Microsoft System Center Operations Manager is registered with the
Lenovo License Entitlement Pack, the Hardware Management Software
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Configuration Advisor for Lenovo Systems (SW Configuration Advisor) program

analyzes the software dependencies of Lenovo Hardware Management Pack for

Windows computers managed by Microsoft System Center Operations Manager.

For details about the Lenovo License Entitlement Pack, contact your Lenovo sales
representative.

How to check software dependencies on a remote computer
The following procedure describes how to check for software dependencies by
using the Software Configuration Advisor program.

Procedure

1.

Log in to the Operations Manager server and open a command shell window, a

DOS commands window, or a PowerShell command window.

Change the directory to the toolbox directory. By default, the toolbox directory

path is: %ProgramFiles%\Lenovo\Lenovo Hardware Management Pack\toolbox.
(This directory is located after the installation directory of Lenovo Hardware
Management Pack for Microsoft System Center Operations Manager).

Start ibmSwConfigurationAdvisor.vbs. This is the program name for the

Hardware Management Software Configuration Advisor for Lenovo Systems.

You can use the following options when running this program:

/help:
Provides the syntax of the ibmSwConfigurationAdvisor.vbs program.

/opt detail:
Provides additional, detailed information about the target computer.

Enter the following required account information for the account that is a
member of the Administrators role for the Windows computer.

This program is in the format of a Microsoft Visual Basic Script.
* Computer Name: IBMUIMOO4

* Domain name: d205

¢ Username: admind205

* Password: aWd25$tg

The target computer information is listed in the program’s Analysis Summary:
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= cscript JSirnwologo cscript S rwlogo ibmBSwConficurationidwisor.whs
Sremote IBMUTMOO4 dZ05 adwindZ0E alfdEZEfto

===========r>r Computer: IBMIIMOO4 <<<===========

———————— Analysis Summary —--———----

Computer Name - IBMIJIMOO4

Marmifacturer : IEM MT-Model-2/N: 7870-AC1-
03493

Machine Sunmary : BladeCenter HEZZ - [7370ACL1] -

—-— Operating System —-

Detected : Microsoft Windows Serwer EZ0028 PE Enterprise (&64-khit) - No

Bervice Pack Information
-— SMEIOS IPMI Swpport —-—
Detected : Default System BIOS
SMEIOS IPMI Swupport is installed
-- M5 IFMI --
Detected : Microsoft Generic IPMI Compliant Device
Microsoft IPMI Driver is rmming
—-— Bystems Director —-
Detected : G.2.1 (Director Platform Agent)
Systems Director is rarnming
—-— BerveRATD-MP MegaBAID, BerwveBATD-BRAIR, Integrated BATD --
Detected @ ServeRAID-ERI1O0il

Figure 36. Hardware Management Software Configuration Advisor program

5. Check the Hardware Management Software Configuration Advisor for the
Lenovo Systems report. This report provides a summary of the analysis results.
If there are any software dependency problems reported, examine the report
body for possible resolutions for the software dependencies.

Example

In many cases, multiple computers are the target of the software dependency
analysis. Using a command shell pipeline increases the productivity of this
analysis.

The following example uses PowerShell to pipe a net view computer name list to

ibmSwConfigurationAdvisor.vbs and saves the program output in the file called
“OneShotServey4IbmHwMp.txt”.

e Administrator: Windows PowerShell I;Ii-

Figure 37. PowerShell example of net view

The sample shown in the figure above is dependent on the Windows network
setup and PowerShell environment. Adjustments for the network configuration and
the PowerShell installation might be required.

Using the Discovery Wizard to add a system

The following procedure describes how to add a system that will be managed by
Operations Manager.

About this task

This task is performed from the Operations Manager Console.
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Procedure

1. Click Administration > Device Management > Agent Managed > Discovery

Wizard to start the Computers and Device Management wizard.
From the Actions menu, you can also select Configure computers and

File Edit View Go Tasks Tools Help

L Jseacn™ _ife 7 Find ® .

Administration < Agent Managed (0) > Tasks
4 % Administration |~ Health State FODN « Marme (5 ]
%, Connecked Managemert Groups
S Actions
4 [ Device Managemenit
| Agentma :
’—L—‘ & Discovery Wizard...
L Agentd
Q) Managem 5% Create Management Pack
¥ Pending i Download Managernent Packs ..
\j UNBGLInU B2 Import Management Packs..,
Manageme
2‘. 2 ,35- Meww User Role 3 o
4 5] Network b [T Personalize view...

] Discovery| 91 Create Run A Account..
S metworkD &0 Create Run A3 Profile...
S NetworkD
4 Notification| 5
%= Channels
&7 subscribe
] Subscript
4 & ProductCo
Q5 Internal € brm

B Fin e

Mew: channel 3

Mew: subscriber...

Meww subscription...

Add Management Group

o W s

Refresh F3

Discovery Wizard. ..
Bl Wonitoring
#f Authoring
0 Administration

[J?_l My Workspace

Ready

Figure 38. Using the context menu to select the Discovery wizard

devices to manage.

Note: For Microsoft System Center Operations Manager 2007 SP1, the
interface is somewhat different, as shown in the following figure.
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Actions

Administration Device Management (5)

& 1@ Administration L Lookfor: | L R | Actions
e —
3 Create Management Pack
§'ﬁ Impart Management Packs... 2 &4 System Center Operations
'1‘1& New Uiser Role * . rpessiing
@ sl 0 Q) System Center Operations
=SR] ?-;_1 Create flun As Account... 0 i s
38 CresteRun Asprofie... Hep A
wﬂ!‘ £ New Notification Recpient ol Mo
[ ) M=l New Notification Subscription s} How to Discover Computers and
ﬁq Add Management Group eind
B AT Persongies view..
Pl e &
g 3
Discovery Wizard...,
i 1 Maonitoring
|4 uthoring
M, My workspace ' -
: ‘ﬁ mﬂamwl Desol o
L 4| | Ll_j

Figure 39. Using the context menu to select the Discovery Wizard (SP1)

2. Click Next if the Introduction page opens.

Note: The Introduction page does not display if the Computer and Device
Management Wizard has been run before and you selected Do not show this
page again. If you would prefer that the introduction page not be displayed
again, select the Do not show this page again check box, before clicking Next.
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_-4': Computer and Device Management Wizard

C 2 Introduction

by o
[invoducton | @ Heb
Auto or Advanced? Introduction
Discovery Method
This wizard will guide you through the process of discovering your network, and instaling
Adrmenistrator Accourt agents on computers,
Select Obiects to Manags There are three steps to completing this wizard:
S i - Discover computers or network devices

= Select which discovered objects you want to manage
- Configure agent installation for computers

To begin the Discovery process, chick "Next”
I™ Donat show this page again |

Previoss | [ New> | biscover Cancel

Figure 40. Computer and Device Manager Introduction

3. Select Advanced discovery on the Auto or Advanced page.
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" Computer and Device Management Wizard [ X}
C 2 Auto or Advanced?
ry

Intiodkiction @ Heb

Choose automatic or advanced discovery

Discovery Method

(" Automatic computer discovery
Scans the » xlab + domain For all Windows-based computers,

Administrator Account
Select Objects to Manage
Summary
+ Advanced discovery
Allows you to specify advanced discovery options and settings.

Computer & Device Types:
I‘Se!vers & Clients ﬂ
Mote: You can configure how these objects will be discovered, on the next screen(s).

Management Server
| scom-wp-sp1 xLab local |
I Werify discovered : can be contacted §

[ <Previous | new> |~ Discover | cance

Figure 41. Selecting the Auto or Advanced discovery method

4. From the Computer & Device Types list, select Servers & Clients.

5. From the Management Server list, select the management server to be used
for discovery.

6. Select the Verify discovered computers can be contacted check box.
7. Click Next to open the Discovery Method page.
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" Computer and Device Management Wizard E

;_‘L Discovery Method

b

Introduction
Auto or Advanced?

Admanistrator Account
Select Objects to Manage

Summarny

How do you want to discover computers?

" Scan Active Directory
Select objects from Active Directory ko scan, or create an advanced query,

&) Heip

Domain: | HLAB - I

Browse Active Directory or bype computer names into the list below. Separate each
computer name by a semi-colon, comma or a new line:

E.g. serverl.contoso.com or serverl

| < Previous I

Browse... |

Figure 42. Discovery Method

8. Click Browse for, or type-in computer names, or click Browse to locate the
computer name or enter the computer name of the Lenovo system and click

Next.
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" Computer and Device Management Wizard B

i “‘L Discovery Method

Introduction © Help
Auto or Advanced? How do you want to discover computers?

" Scan Active Directory
Select objects from Active Directory ko scan, or create an advanced query,

Select Objects toManage I
Summarny
Domain: | HLAB ¥ i

+ ‘Browse for, or fype-in computer names |

Browse Active Directory or bype computer names into the list below. Separate each
computer name by a semi-colon, comma or a new line:

SCOM-T100 xLab local Browse. .. |

Administrator Account

E.g. serverl.contoso.com or server]

<Previous | Mew> | Dicover | Concel

Figure 43. Discovery Method with sample information

9. On the Administrator Account page, choose one of the following options:

* Click Use selected Management Server Action Account and then click
Next.

* Click Other user account and enter the following information for an
account that is a member of the Administrator role:

— User Name
— Password
— Domain Name
10. Click Discover to open the Discovery Progress page.

Attention: The time it takes for the discovery process to finish depends on
the number of computers in the network and other factors. The Discovery
Wizard might return up to 4,000 computers if you selected the Verify
discovered computers can be contacted check box, or up to 10,000 computers
if the check box is not selected.

When the discovery is finished, the Discovery Results are displayed and you
can select the objects to manage.
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% . Computer and Device Management Wizard

i ] Select Objects to Manage

Introduction @ Help
Auto or Advanced? Discovery Results
Discovery Method y
R The discovery process found the following un-managed devices.
I
Summary [ scom-T100.xLsb local

Management Server

|ScoMMP-SP1 Lab jocal

Management Mode:

fagent =

cpevioss |[_ Net> | bon | cocel

Figure 44. Select Objects to Manage

11. From the Select the devices you want to manage list, select the devices to be
managed by selecting an individual device or by clicking Select All. You also

have the option of clicking Deselect All to change the devices you want to
manage.

12. From the Management Mode list, select Agent and click Next.
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- Computer and Device Management Wizard

*‘L Summary

Introduction @ Hep
Auto of Advanced? Summary

Discovery Method

Administrator Account

Select Objects to Manage

Specify credentials for the agent to use when performing actions.
+ Local System

" Other

User name: |

Password: |

Diomain: I XLAB d

Chick, 'Finish' to install the agents,

ctois | ot | [T ] _coe |

Figure 45. Computer and Device Management Wizard Summary

13. On the Summary page, click Finish. The Agent Management Task Status page
is displayed.
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Fj. Agent Management Task Status

Running tasks ... o.}
Task T. | status |

'E A-Cluster1 .LabS4.local Startea

Task Output L3 Copy Text i3 Copy HTML

-

You can dose this dialog at any time. m:owlmtmmmwls You can

check the status of tasks in a task status view
_ o |
VA

Figure 46. Agent Management Task Status

14. To view the agent installation task status, review the Agent Management Task
Status page.

Note: While this task is running, an indicator is displayed on the upper right
side of the page. You can close this page at any time without interrupting the
task.

15. Optional: To check the Agent Management Task Status and verify that the
status of selected computers is changed from Queued to Success, click
Monitoring > Task Status .

16. Click Close on the Agent Management Task Status page.

What to do next

For more information about using the Discovery Wizard, see [TechNet Library;
[Systems Center Operations Manager]

Viewing inventory

The following procedure describes how you can use Microsoft System Center
Operations Manager to view a complete inventory of configured management
modules.
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Procedure

1. To view BladeCenters and their modules, in the Operations Manager Console
window, within the Computer and Groups pane, click Computers and Groups
View > Lenovo Hardware > Lenovo BladeCenters and Modules.

2. To view the System x servers, BladeCenter blade servers, and other individual
systems that have been discovered, click Computers and Groups View >
Lenovo Hardware > Lenovo System x and x86/x64 Blade Servers.

Monitoring the health of systems, hardware components, and other

targets

Hardware Management Pack discovers and monitors the health of the following
hardware components: fans, memory, management controllers, network adapters,
power supplies, processors, storage, temperature sensors, and voltage sensors.
Hardware Management Pack can also discover and monitor the health of
systems-management software, such as IBM Systems Director Agent, Intelligent
Platform Management Interface (IPMI) driver, Lenovo IPMI Mapping Layer, and
ServeRAID " Manager Level 1 Agent.

About this task

Component discovery and health monitoring is dependent on firmware support,
hardware compatibility, and management-software support. Because of these
factors, not all components are discoverable. If a component is not discovered, it
cannot be monitored or managed.

This task is performed from the Operations Manager Console.

Procedure

1. In the navigation pane, click Monitoring > Lenovo Hardware to display the
folders and views that Hardware Management Pack adds to the Operations
Manager Console.

2. Select either Lenovo BladeCenter(s) and Modules or Lenovo System x and
x86/x64 Blade Servers.

3. Click Active Alerts to see if there any critical or warning alerts associated with
your hardware. The following figure shows an example of how Active Alerts
might be displayed:
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Figure 47. Active Alerts example
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4. You can check the health of your systems by using one or more of the

following options:

Windows Computer on Lenovo System x or x86/x64 Blade Servers:

Provides the status of the Windows platform on each system in the

Lenovo Hardware folder.

Lenovo BladeCenter(s) and Modules:
Provides a view of the health information for all modules. Select this

view to check the status of all BladeCenter Chassis, and then select the
Lenovo BladeCenter Modules view.

Lenovo System x and x86/x64 Blade Servers:
Provides the hardware status of all Lenovo systems.

All Lenovo System x and x86/x64 Blade Servers:
Lists the health indicators in the first column of the system dashboard,
and the first column of the hardware components dashboard.

To check the status of a system in this view, select a group view.

What to do next

For more information on how to use the Health Explorer for analyzing a critical

problem, see [“Using Health Explorer to identify and resolve problems” on page 75,

Viewing alerts

The following procedure provides an example and instructions for using Microsoft

System Center Operations Manager to view alerts sent from properly configured
management modules and Lenovo System x systems and BladeCenter Blade

servers.

About this task

This task is performed from the Operations Manager Console.

Procedure

* To view BladeCenter Chassis alerts, click Monitoring > Lenovo Hardware >

Lenovo BladeCenters and Modules > Active Alerts.
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In Lenovo BladeCenters and Modules view, you can see the following
components listed under each chassis.

— Lenovo BladeCenter Blades

— Lenovo BladeCenter Chassis

— Lenovo BladeCenter Cooling Modules

— Lenovo BladeCenter 1/O Modules

— Lenovo BladeCenter Management Modules

— Lenovo BladeCenter Media Modules

— Lenovo BladeCenter Power Modules

— Lenovo BladeCenter Storage Modules

An alert from the BladeCenter creates an additional alert for Lenovo x86/x64
Blade servers that may be affected by this alert condition, when the Windows
operating system is installed on a Lenovo x86/x64 Blade server and when the
premium feature is enabled.

The Lenovo Blade OOB-IB Reflection group view shows the health of Lenovo
x86/x64 Blade servers based on this additional alert from Lenovo BladeCenters
and Modules.

* To view individual System x, xSeries, BladeCenter blade servers, and other
systems, click Monitoring > Lenovo Hardware > Lenovo System x and x86/x64
Blade Servers > Active Alerts.

The Lenovo x86/x64 Blade alert reflecting BladeCenter Chassis alerts is
displayed in the Active Alerts view, when the Windows operating system is
installed on Lenovo x86/x64 Blade servers and when the premium feature is
enabled.

The Lenovo x86/x64 Blade alert displaying BladeCenter Chassis alerts has
information about the malfunctioning component location in Lenovo
BladeCenter.

* To review the details of the malfunctioning component, click Monitoring >
Lenovo Hardware > Lenovo BladeCenters and Modules > Active Alerts to see
the Active Alerts view for BladeCenter Chassis alerts.

Notes:

Lenovo Hardware Management Pack has limited support for tools like
WinEvent.exe that generate IBM Systems Director events and do not fully
prescribe specific target instances.

— In some circumstances, the WinEvent.exe tool does not correctly support the
event ID and the event description parameters. This can cause the
WinEvent.exe tool to be unreliable for displaying all events.

— All WinEvents are reported under one monitor.

— Successfully simulated events are displayed in the Operations Manager
Console under the Alerts and Events views.

— Monitored systems that have IBM Systems Director Agent 5.1.x installed and
that use the WinEvent.exe tool can cause errors to reoccur even after manually
clearing the alerts from the Health Explorer view.

— To eliminate such an event recurrence, delete the IBM\director\cimom\data\
health.dat file and all IBM\director\cimom\data\health.dat\*.evt files from
the client system and restart the system.

* To open a monitoring view, right-click a BladeCenter Chassis, a System x server,

a BladeCenter Blade server, or any other system. You can monitor these systems

by using any of the following views: Alerts, Diagram, Event, and State.
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Locating and viewing hardware errors

You can locate and view hardware errors by navigating to All Lenovo System x
and x86/x64 Blade Servers.

Using Health Explorer to identify and resolve problems

The following procedure describes how you can use Health Explorer to identify
and resolve error states that occur when monitoring systems and hardware
components.

About this task

To perform a quick check of existing alerts on your Lenovo hardware, select one of
the following views:

* Active Alerts

* Windows Computers on Lenovo System x or x86/x64 Blade Servers

* All Lenovo System x and x86/x64 Blade Servers

Health Explorer can assist you in troubleshooting alerts. You can use Health
Explorer to view, learn about, and take action on alerts, state changes, and other
issues raised by a monitored object.

For example, if you see a critical error when you are monitoring your system and
hardware components, as shown in the figure below, you can use the following
procedure to identify and resolve the error.

Fle Edit View Go Tasks Tools Help

Monitoring % Windows Computers on Lenavo System x or x86/x64 Blade Servers

* Tasks
4 (L5 lenovoHardware I | g @

[iEF] Lenave Licensed System Group Windows Computers on Lenovo Systerm x or x86,/x64

[#E| Lenava Unlicensed System Group 4 Look for: | Find Mow Clear x
3 Task Status ) 15 Personalize view...
| Windows ComputersfarManaging lenavo License State 1| Name: Lenova Flex Sy... | Lenovo Platfor...
i, = J e N
dows Camput L Syst 2564
I R /i Waming KKBOD3-3gent.S... 255.0 Blade o
4 (5 lenovo Blade Center(s) and Modules =7 Entity Properties -
4 /b Warning iDataPlex = iy et

I MEQTIAMDENZ, SCOMRZ564. et _lLI
4 r

|| Active Alerts

] Lenovo BladeCenter(y

M Health Explorer

& Task Status Navigation -
& Task Status forlenavo BladeCenter(s) Lenovo Hardware Components of System x or x86/x6 ] Alert iew
=] Windaws Computers for Managing Lenovo BladeC ;
=) P ging - Look Far: | Find Mow Clear x 5 Dragram View
4 (g Lenova BladeCenter Madules
] Lenovo BladeCenter Blades Stats 5 | Z] Hame N I o o (e e = | (LB Evert View
i Lenovo BladeCenter Chassis ] performance View
Lenava BladeCenter Cooling Modules 4 iaming NEOTIANDENz....  iDataFlex 78121234567 - &1 state View
Healthy KKBO03-agent5.. Elade 1855-99C3922 -
Lenova BladeCenter 'O Modules % | B %] Network Vicnity Dashioard =
%] Lenova BladeCenter Management Modules
4 B o Dt et Sty 5 Windows Computer "
Detail View v Tasks
Show ot Hide Views...
+| (&l Computer Management
M iew b g, Windows Computer onlenovo System praperties af o
24 KKBO03-agent. SCOMR2X64.net & Lenowointegrated Manageme
Display Hame KKBOD3-agent. SCOMR2KE 4 net & Ping Computer

Bl Monitoring
— Full Fath Mame

Principal Name

KKB003-agent.5COMR2X64.net
EKEOD3-3gent.5COMRZKES net

A Authoring

(% Administration

@ My Workspace

D3 Mame

MetBIOS Computer Mame
MetBIOS Domain Mame
IP Address

EKEO03-3gent, SCOMRZXE4 net
EKEQO3-3gent

SCOMR2KAS

192,168.30.4, fed0:2081:75d9:172b:d 131,

Ready

Figure 48. Example of a critical error showing up in a managed system

Procedure

1.

m Ping Computer {with Route}

& Ping Computer Continuously |

T.‘ Remote Desktep
& femote Desitop (Admin)

& Remote Desktop (Console)

.LJ_‘J] Resel License

When there is a warning or critical alert, open Health Explorer by clicking All
Lenovo System x and x86/x64 Blade Servers, and then double-click state.
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Note: By default, when Health Explorer opens, all of the failed monitors are
displayed in an expanded view.

The following figure shows how such an error might be displayed in Health

Explorer:

A Lenovo BladeCenter(s) - scom12sp1 - Operations Manager - [51x]
H @ Health Explorer for SN#YK148077L10G [IBM Bladecenter] [_[T]x]
i () Reset Health =3 Recalculate Health | 1 Filter Monitars | Refresh [~ Froperties @) Help || &5 Overrides +
M Health monitors for SN#YK1480771106G [[BM Bladecenter]

Scope is only unhealthy child monitors, El knowledge | State Change Ewents [Z]l
a nitity Health- SN#YK1460 771106 [[BM Bladecenter] (Ghjed) =
4 () Lenovo BladeCenter Blade Module Health Rollup - SH#YK14807 Summary
- ntity Health - Blade Bay 10 - Lewis_TCDBO24 [Object] This monitar regularly checks for the owerall health state of a BladeCenter module.
g g@iRerom ances Bl ade Byl (St SRICDB24 | Object) This monitor reports 3 module incident that occurred before the system started being monitored. It also
#d) Regular health checkup maonitorforLenove BladeCenter m determines whether to close the pending alerts associated with the module, or reset the state of the
4 (638 Entity Health- Blade Bay1-ZZ_H521_39BGE20 [Dhject] moniters for the module.
4 (59 Performance - Blade Bay 1- ZZ_H521_99BG&20 [Dbject] Configuration
egular health checkup monitorfarlenova BladeCenter m You can disable this monitor through the Operations Manager's Operations Console, See the "Disable
i @ Atity He alth - Blade Bay - HS2L_KKBOO3 [Objec manitars” tapicin the Operations Manager's Operations User's Guide for mare information,
4 .gfga Performance - Blade Bay & - H321_KKE003 [Object] You can also change the interval between the health checkups by overriding the value of the
@. T e InteNaISecondsl parameter of the monitor, See the "Override” topic in the Operations Manager's
gl Operations User's Guide,
ntity Health - Blade Bay 13 - ZZ_HS2 1XM_G5668 [Object]
Pert Blade Bay 13- 77 HS21¥M_G5663 (Object The BladeCenter event is delivered £o this maonitor from the MM (Adwanced Management Module) of
eifermanee=bladebay i - [Objecy the BladeCenter via the SMMP (Simple Network Management Protocol) protacol. It also goes through
@- Regular health checkup monitor forLenovo BladeCenter m the BladeCenter runtime support of the Hardware Management Pack installed on the management
4 /i) Lenowo BladeCenter Power Module Health Rollup - SNVEL507 server that was designated to manage the BladeCenter during the Metwark Device Discavery process,
4 /v EntityHealth- Power Module Bay 3 - K1334T6BWUN (Objedt) For the proper BladeCenter AMM SNMP settings that are required for the Hardware Management Pack
A 4 /i, Performance- Power Module Bay 3 - KL334765WUN (Object] tGD d;scmfer BladeCenter modules and repart ewents, consult the Hardware Management Pack's User's
uide,
£ /1. Regularhealth checkup monitar forLenovo BladeCenter m
! @ Causes .
Enttity Health - Power Module Bay 2- K103467RWHNH [Ohject]
y Far, details about the module incident, review other monitors. YWhen no other alertjwarning for the
@ Entity Health- Power Madule Bay 4- K1334774ZHI (Object] module is found, review the events in the Ewvents wiews, Then open the [BM BladeCenter Web Console
@ Entity Health - Power Module Bay 1- K133476BWILM [Object] console task in the Actions wiew and review existing events, The latest state of this monitor reflects the
4 ) Perfarmance SHEYK14E0TTLI0G [BM Bladerenter] (bject) severity level of the most recent overall health state of the madule.
(& Regular health checkup monitar forTBM Bladecenter- SN#vkl Resolutions
Review the health checkup report’s details about the given madule, Contact IBM suppart [see links
‘ below if the reports or relewant articles do not provide enough information to help wou resolve the
problem,
il—l _DI After the problem is resolved. the gwerall health state of this monitor is automatically restored to the ﬂ
Ready

Figure 49. Example of hardware components causing a system to be in error

Use Health Explorer to identify the basal-level health monitor indicating an
error. This indication should refer to a particular component instance. As
shown in the figure above, the cause of the error is a faulty fan.

2. To see the latest state change event, click State Change Events. The results

pane provides details.

You can also read details about the nature of the error. When the premium
feature is enabled, the Lenovo BladeCenter Blade Out of Band Health
Reflection Rollup reflects the component health in the BladeCenter.

3. Check the Lenovo BladeCenters and Modules folder view for further analysis

when you see a warning or critical alert in the Lenovo BladeCenter Blade Out
of Band Health Reflection Rollup.

If there are no warnings or critical alerts visible, you can use Health Explorer to

view other information, such as the system_name:

a. From the All Lenovo System x and x86/x64 Blade Servers view, select a

Lenovo system to view.

b. Right-click on the system name and click Health Explorer > Open.

What to do next

Refer to the [“Using knowledge pages to resolve problems” on page 77| topic to

understand how you can use the IBM Knowledge pages to assist you with

resolving errors.
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Using knowledge pages to resolve problems

Knowledge pages provide information about errors, events, and components. To
learn more about a system, hardware components, and how to resolve errors when
they occur, refer to the knowledge pages. Knowledge pages are written by IBM
developers to help you better understand System x and x86/x64 Blade servers
events, alerts, components, and other information.

Procedure
1. Select one of these methods to access a knowledge page:

¢ Use the Health Explorer/Monitors view to access Hardware Management
Pack monitor information.

e Use the Events view to access information about an event.

2. Click the Knowledge tab in the right pane of Health Explorer to get additional
information about an error event, including explanations and necessary steps
that might help you to fix the problem. Some knowledge pages have links to
another knowledge page for possible causes and suggested actions. These pages
might describe specific errors and their remedies or describe hardware
components.

3. Click the Director Core Services failed or is not started link. This link opens
another knowledge page, as shown in the figure below.

—

Lenoy

Health monitars for WINDOWS- TE2GEN.SCOMRZXE4 NET Knowledge | State Change Events (8] fih [ 435 xBGéx
- Hardy
[#-(_) Operating System Availabilty B ollup -WINDDWS;I = Syste

() Ping Status - WINDOWS - TE2GEN. SCOMR 2464
1\ Regular health checkup monitor for Lenovo Wind
() Regular health checkup monitor for Lenovo Wind
() windows Computer Flole Health Rollup - wINDO* Configuration
() ‘windows Local Application Health Rollup - 4w/IND
#-(_) Configuration - WINDOWS- TE2GEN.SCOMRZ{E4.N
= \‘3 Health rallup of Lenavo Software far hardware manag
() Entity Health - ServeRAID-MRA/BRAR CIMAwMI

Summary 0M4 1 Warni

This monitor checks for systern managerent software failure.

You can disable this monitar through the Operations Manager's Operations
Cansole. See the "Disable monitors" topic in the Operations Manager's
Operations Uset's Guide for mare infarmation.

=43 Entity Health - IBM Director Platfarm Agent (Care ! You can also change the interval between the health checkups by overriding
143 Awallabilty - IBM Director Platfoim Agent (Core the value of the "IntervalSeconds” parameter of the monitor, See the ooy
'«3 Regular health checkup maritor for Leno: "Owerride” topic in the Operations Manager's Operations User's Guide. ) Mermna
\') Regular health checkup monitar for Lenot !
() Configuration - IBM Director F\atfnrmAgent[ CEILISES (¥) Health

() Petformance - IBM D
\) Securly - IBM Direct (Knnwledqe Article: ID W0010002 - Wmdnws Internet Euplnrer
- _J\ Healthrolup of Lenovo Syste |
= ), Eriity Health - wNDOW/ -~
Awallabilty - INDOY 57 Favorites | 93 @ Suggested Sites v @ | Weh Slice Gallery +

Configuration - WINC § _ .
Healthrollup of Leno @& knawledge Article: 1D W0010002 | | f-_‘h [ - [ o= - Page~ Safety~ Took~ @~

- 1\ Enlity Health - W =
[#-(¥) Availability - 4 g g o F 3

- Configuatior Enowledge Article: ID Wi0010002 — (Windows) IBM Director Platform Agent Services failed or are not

(- 1\ Healthrolup | Started

|g, C:\Program FilesiLencovall enovo Hardware ManagamJ 43| X Ib Bing Peiis

1 EntityHe| Description
7 Perfe| Cne of the Windows services of the IBM Director Platform Agentﬂ Services either failed or was not started.

"4 Pl TBM Director Platform AgentL Services provide basic platform management functionality, such as hardware
) Entily He |- SOmpoRENt discovervinventory, health state reporting. and more. by communicating with system firmware (BIOS =]
| e T 5l [ ramnaker | Brakerked Made: (FF Fo - [®Eonnes - 2

Figure 50. Example of one knowledge page linking to another

4. Perform the procedure identified in the knowledge pages to resolve the error
and reset the health sensor, if necessary.

What to do next
The knowledge pages are also accessible through the Active Alerts view.

To view the Alert Properties, double click an alert. The Alert description is
displayed in the General tab. The Product Knowledge tab includes a link to the
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knowledge page. The figure below provides an example of the Alert Properties
window.

Alert Properties E3

"Gereral  Product Knowledge |Cnm|:|an';-' Knowledge | Hiskary I Alert Context I Custam Fields I

Summary

This monitor checks for systern rmanagement software failure,

Configuration

Tou can disable this monitor through the Qperations Manager's Operations Console,
See the "Disable monitors" topic in the Operations Manager's Operations User's Guide
for more information.

rou can also change the interval between the health checkups by overriding the value
of the "IntervalZeconds" parameter of the monitor, See the "Override” topic in the
Operations Manager's Operations User's Guide.

Causes

when the systern rmanagement software fails on a target system, an alert is generated
to QOperations Manager, The health state of this monitor 1s then set to the Critical or
Warning state.

For a particular incident, review the history in the State Changes tab. Consult the
relevant knowledae articles listed below, keeping in mind the relevant event data,

The relevant IBM knowledge articles are available on a system with the IBM Hardware
Managernent Pack package installed.,

Director Core Services failed or is not started
The osa/avocent IPMI driver failed or is not started
The Microsoft IPMI stack failed or is not started

The REA-1I Daermon failed or is not started

The ServeRAID Manager extension failed or is not started

The ServeRAID-MR Provider failed or is not started

Resolutions

P S e R SR Y T B P B S et j

& Previous I & Mext I (04 I Cancel I Apply I

Figure 51. Example of Alert Properties

Using premium features

This section describes how to use the premium features. The premium features are
available when the Hardware Management Pack installation is registered with the
Lenovo Upward Integration for Microsoft System Center Installer.

For more information about the premium features, see |“Premium features” on|

Remote control of BladeCenter x86/x64 Blade servers

This feature allows you to remotely control the BladeCenter Blade module to select
power on, off, or shutdown of the operating system. When the premium feature is
enabled, this task is available in the Actions pane of the Operations Manager
Console.
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Remote Shutdown of an operating system
The following procedure provides instructions for an orderly shutdown of an
operating system on the BladeCenter x86/x64 Blade module using the physical

location of the Blade.

About this task

This task is performed from the Operations Manager Console.

Procedure

1. Click Monitoring > Lenovo Hardware > Lenovo BladeCenter(s) and Modules

> Lenovo BladeCenter Blades.

Operations Manager Console, select a Blade server.

on this Blade.

ns Manager 2007 R2 -

A 5ystem Center Oper:

Lenovo BladeCenter Blades™ &

novo Licensed System Group

% Task Status Lok for Findhow  Clesr %
Y UnisdLinus Servers = 5
] Windors Compuers State | 2] pisplay name. LenovoB.C. M... | LenovoB.C.Bl... | LenovoB.C. Blade 2]
3 Agentless Exceplion Meoritaring A\ warning Black Bay 7 - HH#TCT_B023 Type 7872 7erz990048  on
B [ Lenovo Harduare (D cteal Blade Bay 8 - TCD_RO41 Type 7872 7872990050 On

From the Lenovo BladeCenter Blades view located in the results pane of the

In the Actions pane, click Lenovo BladeCenter: Shutdown Operating System

Actions

State Actions -

G Health Explorer For Blade Bay 7 - HH#TCT B023
8 Start Maintenance Mode, .,
) Edit Mainkenance Made Settngs

12, Task Status
< Task Status for Lenovo BladeCenter(s)
“Windows Computes for Mansging Lep#vo BladsCerters]

Tenovo BladeCenter Chassis

Lenovo BladeCenter Cooling Modles
Lenovo BladeCenter /0 Modes:
Lenovo BladeCentet Management Modules
Lenovo BladeCenter Media Mocies
Lenovo BladeCenter Pones Modues
Lenovo BladeCenter Storage Modles

1 1 s Pl Gt et ol b

F e Gt cicie) e b
al | _>l_I

Show or Hide Views.

Name
Path name

Lenava B.C. Blade M/T and S/t
Lenava B.C. Bladle Mods Number

Lenavo B.C. Blads Expansion Card(s)
Lenava B.C. Madule Fimuare

Lenova B.C. Bladle Power-On State
Lenavo B.C. Mochule Bay(s)
Lenava B.C. Chassis LUID

Lenova B.C. Module LUID

New Viem »

Lenava B.C. Primary MM 1P Address
Lenava B.C. C;

U Lenovo BladeCenter Blade Module properties of Blade Bay 7 - HH#TCT_B023

Blade Bay 7 - HH#TCT_B023
SHH#Y0S0UNSAR 120-10.240. 194 291Blade Bay 7 - HH#TCT_B023
78729930048

4z

BIOS:Rev, 1.77, HIE177AUS; Diagnostics:Rev, 9,32, DSVIASE; Blade sys.
mamt prociRev, 1,40, TU0OF44;

on

Blade By 7

£CS5 DFF4 F614 110 86C0 0014 SEED ADTC

F706 0576 94AC 110F 8184 0021 SE99 3068

(Lenova Internal) Lenovo B.C. Module By Hame Blade_07

10.240.194.28

T

Lenavo System « Power Diata Chart D critical Blade Bay 3 - SH#Y030UNIOF03A Type 7875 7875111111 On Stop Maintenarce Mode
Lenovo Unlicensed System Group. () Healthy Blade Bay § - HS22#TCT_BO3 Type 7870 7870-99T7135 on 1 personaize view
Task Status
Windows Computers for Managing Lenova License O Heskly Bl By 7 SGTKEER0] Trpeer LIS o Lenovo BladeCenter Blade Module Tasks N
Windows Computers on Lenovo System x o 36464 Bladgfer @) Critical Blade Bay 2 - TCT_BOS6#4S Type 3038 8038-06PGHOT  On = " o
3 Lenova BladeCenter Management Wb Console:
& g Lenova BladeCenterfs) and Modules 2 crical Black By 6 - SN#YK125099T15T Type 7809 7B09-9ESHS On = N
Astive leits Lenovo BladeCenter: Pawer OFF this Blade
ity fad i )
i BASCEE) () Healthy Black Bay 5§ - HS22_PHR) Type 7870 BA-ENTLEL On

[ Lenovo BladeCenter: Power On this Blade

[ Lenovo BladeCenter: Refresh this Blade's Properties and
States

5 Lenovo BladeCenter; Shutdann Operating System on
this Blade

Resources L
@ System Certer Operations Manager Help

Y System Certer Operations Manager Orline.

Help -
(@ About the Health Explorer

(@ About Maintenance Mods:

() Add New Views of Monitaring

(@ How to Personalize a Yiew

(@ About Tasks

@ Target vontoring

Figure 52. Operations Manager Console premium feature is enabled example

4. Verify the task targets by checking the (top-middle) results pane of the

Operations Manager Console.
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ﬁ_ Run Task - Lenovo BladeCenter: Shutdown Operating System on this Blade [ x|

@ Help
Run the task on these targets
Target | Fiun Location |
Blade Bay 5 - HS224TCT_BO38 10.240.154.28

Task Parameters

Hame | W alue |

[Dwemide |

Task credentials Task description

' Use the predefined Fiun &g Account Lenovo BladeCenter: Shutdown Operating
Syztern on this Blade
" Other:

|dzer name : I

Password : |

Domain : |SEDMF|2><E4 =]

Task confirmation

[ Don't prompt when rumning this task in the future

Run Cancel

A

Figure 53. Task Status for Shutdown Operating System on this Blade
5. Click Run.

80

Lenovo Hardware Management Pack for Operations Manager, Version 5.6 User’s Guide




ﬁ_ Task Status - Lenovo BladeCenter: Shutdown Operating System on this Blade [H=] E3

The task completed successtully, @) Help

Task.
Lenovo BladeCenter: shukdao, .,

Skatus Task Target
SUCCESS blade bay

Task Qutput EE) Copy Texk EE) Copy HTML

@ Lenovo BladeCenter: Shutdown

d g Task Description
Operating System on this Blade

Skatus: SuCcess Lenovo BladeCenter: Shutdown Operating
Scheduled Swstern on this Blade

Time: 1110/2014 5333 AM

Skark Time: 11/10/2014 5:48:37 aM

Submitted By:  SCOMRZXEH administrakor

Run As:

Fun Locakion:

Targetk: T

Lenovo BladeCenter Blade
Module

Cakegory: Operations
Task Output:

[] 1 St |

Target Type:

You can close this dialog at any time, Doing so will not interrupt executing tasks, You can

check the status of kasks in a bask skaktus view,
Close |

A

Figure 54. Task status indicating the shutdown task has been sent to this Blade

The task status window indicates that the task has been sent to the Lenovo
BladeCenter for the target blade server.

6. Click Close.

Note: When the premium feature is not enabled, this task fails. A message is
displayed in the Task Output section indicating that the free version of Lenovo
Hardware Management Pack is being used.

Chapter 5. Working with Lenovo Hardware Management Pack 81



82

B, Task Status - Lenovo BladeCenter: Power On this Blade [ [O] x|

The kask Failed ta run, &) Help
Task, | Status | Task Target |
@ Lenova BladeCenter: Power .., Failed blade bay 2 - at_buildserver
Task Qutput EE) Copy Text EE) Copy HTML
——————————————— Task failed ---------—-- E

The necessary Lenowvo License feature level is not installed on Windows
Computer for Managing Lenovo BladeCenter,

The feature you ran requires feature level 3.0 ar higher.

To take advantage of premium features, please contact your IBM
representative,

Command executed: "C\Windowshsystem32\cscript.exe” /naologo v|

You can close this dialog at any time. Doing so will nok inkerrupt executing tasks, You can

check the status of tasks in a bask status view,
Close |

4

Figure 55. Example of a Task Output message

7. Click Close.

8. In the Actions pane, click Lenovo BladeCenter: Refresh this Blade’s Properties
and Status for an immediate Blade power status check.

Setting the power threshold

Lenovo Hardware Management Pack for Microsoft System Center Operations
Manager, v5.6 offers the ability to customize power consumption thresholds for
Power Monitoring alerts. The following procedure provides instructions and an
example of how to set and unset the power threshold feature.

Before you begin

The target system must be capable of power monitoring to execute this task. This
task is used to set or unset a warning or critical power threshold on a system. To
see the current threshold values and the MonitoringCapable property, refer to the
Detail View of a system under the Lenovo Licensed Systems Group. If you specify
a blank or zero value for a particular threshold, that threshold is reset to its default
value.
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About this task

This task is performed from the Operations Manager Console.

Procedure

1. Click Monitoring > Lenovo Hardware > Lenovo Licensed System Group.

2. In the Lenovo Licensed System Group view located in the center pane, click

Server.

3. Click Set/Unset Power Threshold in the right pane.

File Edit View Go Tasks Tools Help

L T - iscre B0 ® .

Monitoring
» |4 Agentless Exception Moritering
» 4 Application Monoing
» |4, Data Warehouse
4 (3 Lenova Harduiare
7] Lenova Integrated Management Madule i)

Lenovo licensed System Group
= Lenovo System x Power Data Chart
5] Lenovo Unticensed System Group
5 Task status

5 Windows Computers for Mansging Lenows Lisrse
)] windows Computers on Lenovo System::or X36/x64 Blad e Serers
4 (/3 Lenovo Bladke Centerfs)and Mores
=] ctive aerts
] Lenovo BlsdeCentar)
2 Task status
& Task Status for Lenovo BladeCenters]
#22] windows Comp uters for Managing Lenowvo BladeCenterf]
4 Lenovo BisdeCenter Moces
4 15 Lenovo Flex System Chassis(s) and Modules
< w >

Showar Hide Views.

(#) Name « Lenovo HWM.. Lenovo Platfor.. Lenovo M/Ta.  Lenovo Produc..

< Lenovo Licensed System Group (1) > Tasks

Lenovo Len 1% Network Vicinity Dashboard
4 xB6/64 @ >t
" Hardware for Windows Computer Tasks
System .
Winnyi.SCOM... 255.0 Unclassified 5462-KX0244  IBM Serverx365.. A\ Waming @ Hegf ol Complis Manapement
[ Discover ik

[a] Lenovo Integrated Management Module Remote Presenc

[l Lenovo integrated Management Module Web Console

[ ping Computer

['&l ping Computer (with Route)

[l Ping Computer Continuously (ping -
['& Remote Desitop

[&l Remote Desktop (Admin)

[l Remote Deskiop (Console)

[T Reset License

I3 Reset Tra License

I |y

[ set/unset Power Threshold
>

< w

Figure 56. Example of Set/Unset Power Threshold task

4. Verify the task targets display in the Run the task on these targets pane.
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il Kun lask - Set/unset FOwer |1 hreshold ==

@ Help

Run the task on these targets

Target Run Location
winingi. SCOMAZ<E4. NET

Task Parameters

Marme Walue
Lenovo Windows SetPowerThreshold Writedction Warning ... $Target/Property[Type="1BM. WinComputer/Pow...
Lenovo Windows SetPowerThreshold Writedction Critical P...  $Target/Property[Type="1BM. WinComputer/Pow...

Task credentials Task description
(® Usze the predefined Flun Az Account Set/Unzet Waming or Critical Povwer Threzhold.
i [f pou zpecify a blank or zero value for a
() Other : particular threshold, that threshold will be rezet
ta itz default walue. Refer ta the Detail View of
Uzer name : thiz gyztem under the Lenovo Licensed
Syztems Group to zee the curment threshald
Paszword : walues and the MonitoringCapable property.
The target syztem must be capable of
Drarnain : SCOMRZ=E4 monitoring in order to execute this task.

Task confirmation

[] Dan't prampt when running this task in the future

Figure 57. Target and task parameters of Set/Unset Power Threshold task

5. Click Override to override the power threshold values.
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Override the task parameters with the new values

Mame Type Default W alue Mew Walue

Lenovo windows SetPowerThreshald .. | i $Target/Property[Type="1B... 1]

Lenovo Windows SetPowerThreshold . | $Target/Property[Type="18 ...

| Overide || Caticel

Figure 58. Override the task parameters of Set/Unset Power Threshold task

6. Enter new values for the threshold parameters and click Override.

7. Verify the values that you just set in the Task Parameters pane.
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& Help

Run the task on these targets

Target Run Location
winiingi SCOMAZ<E4. MET

Task Parameters

Marne Walue
Lenovo Windowsz SetPowerThreshold WriteActio... 2
Lenovo Windows SetPowerThreshold WiiteActio... 2

i Run Task - Set/Unset Power Threshold %]

Task credentials

(®) se the predefined Fun &s Account

Task description

Set/Unzet Warning or Critical Power Threshold.
If pou zpecify a blank or zero value for a

() Other : particular threshald, that threshold will be reset
to itz default value. Refer to the Detail iew of
Hszer name : thiz syster under the Lenova Licensed
Syztems Group to zee the cument threshold
Pazsward : values and the MonitoringCapable property.
The target syzten muzt be capable of
Dromain ; SCOMP 2464 manitaning in order to execute this task.

Task confirmation

[] Don't prompt when running this task in the future

Figure 59. New values of the task parameters of Set/Unset Power Threshold task

8. Optional: Click Override if you want to change the values again.

9. After verifying the new values, click Run. The task status window indicates
the task has been sent to the target server.
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=, Task Status - Set/Unset Power Threshold = Y

&) Help
The kask Failed ko run,
Task Skatus Task Target
'.3 SetfUnset Power Threshald Failed wincinyi, scomr2xad, net
Task Oubput 53 Copy Text 53 Copy HTML
The Event Policy for the process started at 10:59:30 PM has detected errors in the ~

output. The 'StdOut’ policy expression:
Task failed

matched the following output:

ERROR:

This premium feature is only supported on UEFI based servers. It is not supported on =~ %
Linknown hased servers.

ou can close this dialog at any time, Doing so will nok interrupk executing tasks, You can check the
status of tasks in a kask status wiew,

Close

Figure 60. Task Status indicating the Set/Unset Power Threshold task has been sent to the
larget server

A message is displayed in the Task Output pane indicating whether the task
succeeded or failed.

10. Click Close.

Enabling and setting power capping

Lenovo Hardware Management Pack for Microsoft System Center Operations
Manager, v5.6 provides the ability to enable and set maximum power consumption
wattage. The following procedure provides instructions and an example for
enabling and setting power capping.

Before you begin
Ensure that the target system is capable of power capping before starting this

procedure. This task also requires that the User Access Control (UAC) be turned
off on the target system. To see the current CappingCapable, CappingEnabled,
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PowerMax, PowerMin, and PowerCap values of a system under the Lenovo Licensed
Systems Group, refer to the Detail View.

About this task
This task is performed from the Operations Manager Console.

You must specify values for power capping for PowerMin and PowerMax.

Procedure

1. Click Monitoring > Lenovo Hardware > Lenovo Licensed System Group.

2. In the Lenovo Licensed System Group view located in the center pane, click
Server.

3. Click Set Power Capping.

Lenovo Licensed System Group = SCOM125K1 - Operations Manager

= o
File Edit View Go Tasks Tools Help
C Jsearcn~ _ i 8 scope [Pnd [EiTesid @ -
Moritoring < Lenovo Licensed System Group (1) > Tasks
(4 Agentiess Excaption Moniksrng A Qoskfer [ FindNew  Cler 5
. (4 Application Moniorng Lenove Len ] Network Vicinity Dashoard
(4 Dataarehouse " e Soft
@ Name Lenouo M. Lenovo Platfor. Lenova MITa..  Lenawo roduc.. 500t @ 20 2
4 (3 Lenovo Hardware o o
e Iideatstedandementiadie (M 2| windnyiSCOM... 255.0 Undlassified SILKVKOMA BV Servers35.. [ Waming (@) Her L Comauier Venagement
enova Licensed System Group e
enova SystamxPawer Data Chart =
i & Lenovo Integrated Management Module Remote Presence
7] Lenswo UnLicansed System Group

2 sk stotus

3] Windows Computers for Managing Lenows Licerse

[ Lenovo Inteprated Management Module Web Console
[l ping Computer
@] Windows Computers on Lenovo Systemx or xBe/x64 Bilae Seners

[ Ping Computer twith Route)
4 (3 Lenova BladeCenter(s) and Mockies

[ ping Computer Continueusly (sing -5
(] active lerts
= [ Remote Desktop
%] Lenove Bladecentert] =
2 Task stats &l Remote Desktop (Admin)

S Task StatusforLenovo BladeCenters) [&] Remote Desitop (Console)
1] Windows Computers for Managing Lenovo BladeCertrf)

e
) (5 Lenowo BladeCenterMotes

O i
4 (g Lenovo FlexSystem Chassis(s) and Modules -
a v T3 et Power Capiin
< [ ¥ Ll REIL:
T3 Settunses Power Tasnoa
ShoworHide views. 5 =

Figure 61. Example of Set Power Capping task

4. Verify the task targets are displayed in the Run the task on these targets pane.
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<, Run Task - Set Power Capping

Run the task on these targets

@ Help

Target Fun Location
wiringi. SCOMR Z<E4.MET
Task Parameters

Marne W alue

Lenowo Windows S etPowerCapping Wiiteduction Power Cap
Lenowo Windows S etPowerCapping Wwiiteduction Capping E...

$Target/Property[Type="1BM WinComputer'']/Fow...
$T arget/Property[Type="1BM WinComputer']/Cap...

Task credentials
(®) Use the predefined Fun Az Account
() Other :
User name :

Password :

Damain SCOMRZ<ES

Task confirmation

[] Don't prompt when wnning this task in the future

Task description

Set or Enable Power Capping. ou must
zpecify a value for the PowerCap that iz
between the Powerbdin and Powertdax range.
Refer to the Detail View of thiz spstem under
the Lenovo Licenzed System Group to see the
current CappingCapable, CappingEnabled,
Powertax, PowerMin, and PowerCap values.
The target zvstem must be capable of capping
in order to enable power capping or et a new

Fesiar ~an wshie

Figure 62. Target and task parameters of the Set Power Capping task

5. Click Override to override the power threshold values.
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Owerride the task parameters with the new values

Hame Type Default Value Mew WValue

Lenovo Windows SetPoweCapping ... | int $Target/Property(Type="IB... io

Lenove Windows SetPowerCapping ... | boal $Target/Property(Type="IB...

| Overide || Cancel

Figure 63. Override the Task Parameters of Set Power Capping task

6. Enter new values for the power capping parameters and click Override.
7. Verify the values that you just set in the Task Parameters pane.
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et Run Task - Set Power Capping L& |

@ Help
Run the task on these targets
Target Run Location
wiriingi SCOMA Z<E64. NET
Task Parameters
Mame Walue
Lenovo Windows SetPowerCapping WriteAction ... 2
Lenovo Windows SetPowerCapping WriteAction ... true
Task credentials Task description
®) Use the predefined Fun As Account Set or Enable Power Capping. You must
~ zpecify a value for the PowerCap that is
() Other : between the Powertdin and Powertd as range.
Fiefer to the Detail YWiew of thiz spetem under
Uszer name : the Lenovo Licensed Svstem Group to see the
cunent CappingCapable, CappingE nabled,
Paszuord : Powertdax, Pawertdin, and PowerCap walues.
; The target system must be capable of capping
Dromain : SCOMP 2464 it order to enable pawer capping or zet a new

meimar can o wshe

Task confirmation

[ Don't prampt when running this task in the future

Figure 64. New values of the Task Parameters of Set Power Capping task

8. After entering the new values, click Run. The task status window indicates the
task has been sent to the target server.
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< Task Status - Set Power Capping =19 | x|
&) Help
The task Failed to run,
Task Skakus Task Taraget
@ Set Power Capping Failed wininei, scomr 2x064, net
< m >
Task Output 53 Copy Text 53 Copy HTML
The Event Policy for the process started at 11:04:41 PM has ~
detected errors in the output. The 'StdOut' policy expression:
Task failed
matched the following output:
-------------- Task failed -~—-----------
& W
‘fou can cose this dialog ak any time, Doing so will nok inkerrupk execuking tasks,
‘ou can check the status of tasks in a bask status view,

Figure 65. Task Status indicating the Set Power Capping task has been sent to the target
server

A message is displayed in the Task Output section indicating whether the task
succeeded or failed.

9. Click Close.

Setting the Predictive Failure Alert (PFA) Policy

Lenovo Hardware Management Pack for Microsoft System Center Operations
Manager, v5.6 provides an automatic virtual machine (VM) evacuation method if a
hardware failure occurs on a host server. The following procedure provides
instructions and an example of how to set the Predictive Failure Alert (PFA) Policy.

Before you begin
To execute this task, the target system must be capable of predictive failure alerts.

Currently, only Brickland-based systems support this task. To determine whether a
machine supports predictive failure alert settings, check the IMM RAS Supported
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property found in the Lenovo Integrated Management Module (IMM) section of
the Operations Manager Console. If a machine supports the PFA Policy, the
automatic virtual machine evacuation is based on the hardware failure alerts

selected in the following procedure.

About this task

This task is performed from the Operations Manager Console.

Procedure

1. Click Monitoring > Lenovo Hardware > Lenovo Integrated Management

Module (IMM).

2. In the Lenovo Integrated Management Module (IMM) view located in the top
center pane, select a server that indicates it is IMM RAS Supported as shown in
the following figure.

File Edit View Go Tasks Tools Help

DTl @ -

Lenovo Integrated Management Module (IMM) - SCOM125P1 - Operations Manager

_EI-

Monitoring

» L Application Monitoring
» [ Data Warehouse

4 (L3 Lenovo Hardware
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~
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=
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Murmber
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10141111 12:43.. | Supported
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E Lenovo Systemx Power Data Chart
] Lenova UnLicensed System Group
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52| Lenovo BladeCenterfy
j‘ Task Status
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Figure 66. Set Predictive Failure Alerts Policy task example

3. In the Tasks pane, select Set Predictive Failure Alert (PFA) Policy . The PFA
Policy Configuration window opens.
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Select a template to apply to selected hosts

Events: [ |processor subsystem
DMEmcry subsystem
Lo subsystemn
L lPower
DConling
DStorage

] Migrate VM(s) on predicted failures
Actions: [ | Migrate VM(s) on partial capacity loss
] Migrate VM(s) on redundancy loss

Figure 67. PFA Policy Configuration window

4. In the PFA Policy Configuration window, complete the following applicable

steps:

* To create a new template:

a. From the Select a template to apply to selected hosts list, select a
template.

b. From the Events list, select the applicable hardware failure alert events.

Note: The Events list is dependent on what types of alert events are
supported by the target server. For example, LenovoSystem x3650 M5
supports the following alert events:

Processor subsystem
Memory subsystem
I/0 subsystem
Power

Cooling

Storage

c. Set actions for alert events:

— Migrate VM(s) on predicted failures

— Migrate VM(s) on partial capacity loss
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— Migrate VM(s) on redundancy loss
d. Click Save As.
¢ To modify an existing template:

a. From the Select a template to apply to selected hosts list, select an
existing template.

b. In the Events list, make any necessary changes, by selecting and
deselecting events.

c. If applicable, modify the severity level for the alert.

d. If applicable, select or deselect the Virtual machine migration option.
e. Click Save.

* Click Delete to remove an existing template.

Viewing the power data for client System x servers

The Lenovo System x Power Data Chart feature offers you the ability to view the
power data of client System x servers in an intuitive chart. The Power Data Chart

feature is only available on System x servers and is not available on Chassis and
Flex Systems.

Before you begin

Before you view the Power Data Chart, you should have at least one managed
System x server with the Windows operating system installed on it.

About this task

This task is performed from the Operations Manager Console.

Procedure

1. Click Monitoring > Lenovo Hardware > Lenovo System x Power Data Chart.

2. Select the server check box. The Lenovo System x Power Data Chart is
displayed.

Lenovo System x Power Data Chart - SCOM125P1 - Operations Manager
File Edit View Go Tasks Tools Help

L Jsewch . ifiscope @ .

Monitoring < Lenovo System x Power Data Chart
5 Task Status ~
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A Authoring

Figure 68. Lenovo System x Power Data Chart
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Unless there are power fluctuations, the power usage is displayed as a straight

line.

Remotely controlling Flex Systems

The Lenovo Flex System remote power on and off premium feature allows you to
remotely control the Flex System to power on, power off, or shutdown the
operating system. When this feature is enabled, the options are listed in the
Actions pane of the Operations Manager Console.

About this task

This task is performed from the Operations Manager Console.

Procedure

1. Click Monitoring > Lenovo Hardware > Lenovo Flex System Chassis(s) and
Modules > Lenovo Flex System Chassis Modules > Lenovo Flex System

Chassis Compute Nodes.

2. In the Actions pane, select one of the following options for the selected Flex

System:

* Lenovo Flex Chassis: Power On this Computer Node

* Lenovo Flex Chassis: Power Off this Computer Node

* Lenovo Flex Chassis: Shutdown Operating System on this Computer Node

The following figure provides an example of remote power options using
Lenovo Flex System Chassis Compute Nodes.
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Figure 69. Example of remote power options for Lenovo Flex System Chassis Compute

Nodes

3. Optional: To use the power on option, from the Lenovo Flex System Chassis
Compute Node Task list located in the lower right corner of the window, select
Lenovo Flex Chassis: Power on this Computer Node. The Run Task - Lenovo
Flex Chassis: Power On this Computer Node window is displayed. By default,
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the target server and account are selected.

@'_ Run Task - Lenovo Flex Chassis: Power On this Computer Node

& Help
Run the task on these targets

Tarqget | Fiun Location |

10.240.194.22_Mode Bay 10 - <Part of Node Bay 3., 10.240.134.22

Task Parameters

I ame | alus |

Hweride |

Task credentials Task description

% Usze the predefined Fun Az Account Lenovo Flew Spstern Chassiz Power O this
Computer Node
" Other:

Iser rarne ; |

Pazzwmord : |

Diomain : |SEDMF|2><E4 =]

Task confirmation

[ Don't prompt when running this task in the future

Run Cancel |

A

Figure 70. Run Task - Lenovo Flex System Chassis: Power On this Computer Node

4. Click Run to launch the task.
After the power on task is finished, the task status is displayed.

Chapter 5. Working with Lenovo Hardware Management Pack 97



El, Task Status - Lenovo Flex Chassis: Power On this Computer Node

The task completed successfully.
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Close |

d
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Figure 71. Task status for remote power on

Note: When the premium feature is not enabled, the task fails. A message is
displayed in the Task Output pane indicating that the free version of Hardware
Management Pack is being used, as shown in the following figure.
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Bl Task Status - Lenovo Flex Chassis: Power Dn this Computer Node

The task Failed ta run, &) Help
Task. | Skatus | Task Target |
@ Lenowvo Flex Chassis: Power ... Failed 10.240,194,22_node bay 12 - <part..,
Task Qukpuk EE) Copy Texk EE) Copy HTML
Y
——————————————— Task failed ---—------—--—-

The necessary Lenovo License feature level is not installed on Windows
Computer for Managing Lenovo Flex Chassis,

The feature you ran requires feature level 4.0 or higher.

To take advantage of premium features, please contact your Lenovo
representative,

rommand evar ted s M indnweseweta m I v rerrint eva" fnnlnnn 7 |
You can close this dialog at any bime. Doing so will nok interrupk executing tasks, You can

check the status of tasks in a bask skatus view,
Close |

A

Figure 72. Task Status indicating power on failed because no license is installed

5. Click Close to exit the task status window.

Launching the Lenovo Flex System Chassis Web Console

When the premium feature for launching the Lenovo Flex System Chassis Web
Console is enabled, this task is available in the Actions pane of the Operations
Manager Console. This feature allows you to launch the Lenovo Flex System
Chassis Web Console by using links inside of the Operations Manager Console.

About this task

This task is performed from the Operations Manager Console.

Procedure

1. Click Monitoring > Lenovo Flex System Chassis(s) and Modules > Lenovo
Flex System Chassis(s).

2. Click Target Flex System Chassis.

3. From the Node Tasks pane located in the lower right corner of the window,
click Lenovo Flex System Chassis Management Web Console.
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Figure 73. Example of launching the Lenovo Flex System Chassis Web Console

4. Click Continue to this website and trust the website.

!j hittpsi//9125.90.129/ P~ GI & Certificate Emor: Navigation.,. % _

@ There is a problem with this website's security certificate.

The security certificate presented by this website was not issued by a trusted certificate authority.

Security certificate problems may indicate an attempt to fool you or intercept any data you send to the
server.

We recommend that you close this webpage and do not continue to this website.

@ Ciick here to close this webpage.

[°( niti to this ite (not rec ded) l

® More information

Figure 74. Certificate error when opening the Lenovo Flex System Chassis Web Console
If the Flex System Chassis web page is not trusted by your browser, and if the

CMM configuration is correct, this page will disappear and the CMM Web
Console will open in your default browser.
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Figure 75. Loading CMM Web Console

When the CMM Web Console has successfully loaded, the following window is
displayed.

Bk bt Corhlsabe Fovne: Pavigaiion Blocked (A% | ol

Figure 76. CMM Web Console

5. To log in to the CMM Console, complete the following steps

Enter the User name and Password.

From the Iteractive session timeout interval list select a value or use the
default value of no timeout.

From the Select an automatic refresh list, select a refresh value or use the
default value of no refresh.

Click Log In.

Chapter 5. Working with Lenovo Hardware Management Pack 101



Q

Chassis Grange chasss narma | | System Informaton =

Ousss | Adwe Events

Figure 77. CMM Console

Discovering a Lenovo Flex System Chassis Flex System
Manager

When the premium feature for discovering a Flex System Manager (FSM) system is
enabled, the Discovering a Lenovo Flex System Chassis FSM task is available in
the navigation pane of the Operations Manager Console. This feature allows you to
discover and manage an FSM system in the Operations Manager Console.

About this task

This task is performed from the Operations Manager Console.

Procedure

1. Click Monitoring > Lenovo Flex System Chassis Modules > Lenovo Flex
System Chassis FSM. In the results pane, a list of all the Lenovo Flex System
Chassis FSMs is displayed.
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Figure 78. Example of a Lenovo Flex System Chassis FSM

2. Verity the target FSM is included in the list. If the target FSM is not included in
the list, verify that the Flex System Chassis containing the FSM has been
discovered by completing the following steps.

a. Click Monitoring > Lenovo Flex System Chassis(s) and Modules > Lenovo
Flex System Chassis(s) > Lenovo Flex System Chassis. The results pane
displays the Lenovo Flex System Chassis and their status.

b. In the Actions pane, select an Lenovo Flex System Chassis and run the
Node task: Lenovo Flex Chassis: Refresh this Chassis’ Modules. The target
FSM system is discovered and displayed in Lenovo Flex System Chassis
FSM list.
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Figure 79. Refreshing the Chassis Module

Launching the Flex System Manager Web Console

When the premium feature for launching the Flex System Manager Web Console is
enabled, this task is available in the Operations Manager Console. This feature
allows you to launch the Flex System ChassisFlex System Manager (FSM) Web
Console by using links inside the Operations Manager Console.

About this task

This task is performed from the Operations Manager Console.
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Procedure
1.
System Chassis FSM.

Click Monitoring > Lenovo Flex System Chassis Modules > Lenovo Flex

In the results pane, select the target Lenovo Flex System Chassis FSM, and

then in the Tasks list in the Actions pane, select the Set FSM IP Address.

Fles
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Figure 80. Example of setting the FSM IP address from the SCOM console

3. In the Run Task - Set FSM IP Address window, click Override.
The Override Task Parameters page is displayed.

L Run lask - et F5M IF Address

Run the task on these targets

&) Help

Target Fiun Lacation
10.240.194.20_Node Bay 3 - Node 09 [TCT_BOS0)  10.240.194.20

Task Parameters

Mame
FEMIPaddress

Walue
4T arget/Property[Type="|BM FlexSystem FSM'

..

Task credentials

Task description
(®) |se the predefined Fun &s Account Set FEM IF Address
() Dther

User name

Password :

Dornain: SCOMRAZ:E4

Task confirmation

[ Dion't prampt: when running this task in the future

Figure 81. Run Task - Set FSM IP Address window
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Override the task parameters with the new values

Marne Type Default ' alue Mew Walug
FSMIPaddiess string $T arget/PropertyType="1E__.| [10.1010.10|

Owernide || Cancel

Figure 82. Example of overriding FSM IP address

4. In the New Value field, enter the correct IP address of the target FSM and click
Override. You can get the FSM IP address from the Flex System Chassis Web
Console.

5. In the Task - Set FSM IP Address window, click Run. The Set FSM IP Address
window is displayed indicating the task status.
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Figure 83. Task Status of Setting FSM IP Address indicating the task successfully completed

6. Click Close.
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Figure 84. Example of launching an FSM Web Console from the SCOM console

7. In the Actions pane, select Lenovo Flex System Chassis Management Web

Console.

Operations Manager opens the FSM Web Console in your default browser.
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Figure 85. LenovoFlex System Manager Web Console log in window
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Chapter 6. Working with Hardware Failure Management

The topics in this section describe how Lenovo Hardware Management Pack
enhances the Reliability, Availability, Serviceability (RAS) capability to manage
IMMv?2 or later versions of the hardware products by using Hardware Failure
Management.

Hardware Management Pack provides the following functionality for Hardware
Failure Management:

* Discovery of an Integrated Management Module (IMM) and the ability to
correlate it with the host.

* IMM authentication and the ability to obtain information through the IMM CIM.
* IMM deletion option.

* Power management implementation.

* Setting a Predictive Failure Alert Policy for an IMM.

Note: This function will only work in SCOM 2012 and later versions. It cannot
be used with SCOM 2007 R2.

Enabling Hardware Failure Management using the Operations Manager
Console

The following procedure describes how to enable the Hardware Failure
Management feature using the Operations Manager Console with Lenovo
Hardware Management Pack installed.

About this task

You can enable the Hardware Failure Management feature by completing these
tasks:

* IMM discovery and authentication and inventory - SLP
e IMM authentication and inventory - CIM

IMM discovery and authentication

Lenovo Hardware Management Pack leverages the Operations Manager task for
discovering an IMM2 node.

About this task

This task is performed from the Operations Manager Console.

Procedure
1. Click Windows Computers. In the center pane, the IMM Discovery Console is
displayed.
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Figure 86. IMM Discovery Console
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2. In the Windows Computer Tasks pane located in the bottom right corner of the
window, click Discover IMM. The IMM Discovery page opens.

IMM Discovery

Select a discovery option:

IP Address

Figure 87. IMM Discovery

Discowver

Close

3. Using the IMM Discovery dual-list, perform the following steps to create an
IMM discovery list:

a. On the left side, select one of the following two discovery options from the
list: IPv4Address or IPv4Range.

In the IP Address field, enter the IPv4Address or the IPv4Range.

Click Add.
d. Click Discove

T.
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This task may take several minutes to discover all of the Integrated

Management Modules and for Operations Manager to perform a query of
discovered data.

When the IMM discovery is finished, the IMM nodes are displayed in the
Lenovo Integrated Management Module pane.
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Figure 88. Integrated Management Module

4. Click an IMM node. A corresponding task list is displayed on the right.
5. From the Tasks list, select Authenticate IMM.
The IMM Authentication dialog box opens.

IMM Authentication(Licensed) == -
IMM Authentication ,enom

MM Authentication is locked after three unsuccessiul attempts to log in.

User name :

Password :

Connect | | Close

Figure 89. IMM Authentication

6. Enter the User name and Password, then click Connect.

Note: Due to an IMM security policy limitation, IMM Authentication will only
try to authenticate the User name and Password twice. After two incorrect
attempts, the IMM log in username is locked.
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Using the power management feature for Hardware Failure

Management

A discovered Integrated Management Module (IMM) supports the basic power
management feature. The power management feature only supports a rack-type
server. Power capping of BladeCenter and Flex Systems are integrated by using the
Advanced Management Module (AMM) and the Chassis Management Module

(CMM).

Procedure
1.

Select the IMM instance and then from the Tasks list, select Power

Management. The Power Capping Management dialog box is displayed.
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Figure 90. Power Capping Management
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2. Enter a New Power Capping Value and then click OK to save the new value.
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Appendix A. Best practices

The topics in this section provide suggested methods for completing tasks.

Best practice: Determining the cause of an error

Use the following diagnostic procedure to identify and solve problems that might
occur in a managed environment.

About this task

This task is performed from the Operations Manager Console.

Procedure
1. Click Monitoring to open the Monitoring navigation pane.

2. To quickly view the status of all of your managed systems that have Windows
operating systems, click Lenovo Hardware > Windows Computers on Lenovo
System x or x86/x64 Blade Servers .

3. Check the health of the systems displayed in the top results pane. All newly
discovered objects are in a healthy state by default. The Health check
monitoring task updates the status of an object at regular intervals, according
to the default interval setting. You can configure the monitoring frequency by
using the override-controlled parameters. Refer to Microsoft System Center
Operations Manager documentation for more information about the
override-controlled parameter.

4. Select a system that shows a Critical or Warning state.
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Figure 91. Example of selecting a system with a critical state

5. Determine whether the error is related to the hardware or software.
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10.
11.
12.

13.

* Hardware-related failures: Check the Lenovo Hardware Components of
System x or x86/x64 Blade Servers pane to select the system. Scroll to the
right to view all of the component status and data. You can personalize this
view.

This pane contains state views based on the class of the hardware
component basis. The purpose of this view is to provide access to detailed
properties of each component instance. Look for additional system
information in the Detail View pane.

* Software-related failures: Check the Windows Computer on System x or
x86/x64 Blade Servers pane. This pane contains state views and information
on a per-software-component-class basis. Select a system that has either a
Critical or Warning health state.

The purpose of these views is to provide access to detailed properties of
each component instance. The Detail View shows all instances of the system
software with a health state for each of the four health aspects.

To obtain more information and details about a failure, access the hardware
information of the desired BladeCenter module or hardware system
component by clicking Lenovo BladeCenter Modules.

Optional: If you already know that a power supply component failed, for
example, select the related view, Lenovo BladeCenter Power Modules, to
determine the problem with the power supply.

Click a Critical power module and review its related data.

Review the information and data presented in the Detail View pane. Check all
instances of the module type and each of its four health aspects.

Right-click the selected module and click open > Health Explorer.
Select the alert and look at the information on the State Change Events page.

Depending on the type of alert you have, you can click View Alert for more
information.

Click the Knowledge tab to read the Knowledge Page and one or more
Knowledge Articles that relate to your alert.

Important: In addition to the health information available for each object,
related information might be available from other objects that are
health-related from different perspectives. For example, a blade that is
monitored in-band through its platform agent shows a health state, but the
BladeCenter chassis management module also shows a health state for the
blade.

Other BladeCenter chassis modules might affect the blade health, such as a
power supply that provides power to the blade server. Similarly, the health of
a blade from the management module perspective might include the health
and other information about the operating system running on the blade.

For instance, the following BladeCenter simple network management protocol
(SNMP) alert has an event description field of 1.3.6.1.4.1.2.6.158.3.1.1.8 and an
event ID of 1.3.6.1.4.1.2.6.158.3.1.1.14. Convert the decimal event ID value to a
hexadecimal number to look up the message in the Advanced Management
Module Message Guide.
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Figure 92. System x® Windows Management Instrumentation (WMI) event

For a System x WMI event, the Details pane includes the event ID and a

description.
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Best practice: Rediscovering all BladeCenters

The BladeCenter monitor stalls when the same version of Lenovo Hardware
Management Pack is deleted and re-imported.

About this task

This task is performed from the Operations Manager Console.

Procedure
1. Click Administration > Device Management > Network Devices.

2. Note the IP addresses listed in the Network Devices view of the results pane.
You will need this information for the discovery network device information
later.

3. Select the IP Address of the BladeCenter you want to rediscover, and in the
Actions pane, select Delete.

4. Using the noted IP address to limit the scope of Network Devices, follow the
instructions in [“Discovering a BladeCenter in Microsoft System Center|
[Operations Manager 2007” on page 33| to rediscover the BladeCenter.

Best practice: Rediscovering a renamed server

When a Windows server is renamed, the Windows server instance entry monitored
by the Operations Manager becomes grayed out. This is an indication that the
Windows server is no longer being monitored by the Operations Manager.

About this task

This task is performed from the Operations Manager Console.

To rediscover and monitor a renamed server, first delete the original server name
from the Operations Manager Agent Managed server list, and then rediscover the

renamed server by using the following procedure.

Procedure
1. Click Administration > Device Management > Agent Managed.
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Figure 94. Deleting a renamed server

2.

Select the original name listed in the Agent Managed view of the results pane.
This entry has the original name before it was renamed.

Select Delete in the Actions pane located on the right side of the Operations
Manager Console. This action removes the renamed server from the view.

Add the new server name by following the instructions in[“Adding a system|
[that will be managed by Operations Manager” on page 60.
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Appendix B. Troubleshooting

The topics in this section provide information to assist you with troubleshooting
issues that you may have with Lenovo Hardware Management Pack. The
recommended actions often start with you verifying that you have performed
certain tasks. The symptoms of a problem often provide a clue to the underlying
issue.

Troubleshooting errors returned from the IBM Power CIM Provider

This topic describes how to troubleshoot errors returned from the IBM Power CIM
Provider.

There are two possible reasons why Capping Capable is reported as False:

¢ The system firmware is reporting that a platform or firmware subcomponent
does not support power capping.

¢ The system type does not support the power capping feature.

For more information about power management, see the [[BM Systems Director|
[Active Energy Manager Information Center|

Troubleshooting the installation of the IBM Power CIM Provider

The topics in this section describe how to troubleshoot the installation of the IBM
Power CIM Provider. The first step in troubleshooting the installation of the IBM
Power CIM Provider is to verify that the installation successfully finished.

For more information, see [“Verifying a IBM Power CIM Provider installation|
[finished successfully.”|

Verifying a IBM Power CIM Provider installation finished
successfully

The following procedure describes how to verify whether an installation of the
IBM Power CIM Provider finished successfully.

About this task
Perform the following steps from an Administrator Command window.

Procedure
1. Execute the following commands:
a. cimprovider -1 -m IBMPowerCIM

The result of this command should be a line with the provider name, for
example, IBMPowerCIM, and a status of OK.

b. cimcli ei -n root/ibmsd IBMPSG_AveragePowerUsageValue
c. cimcli ei -n root/ibmsd IBMPSG_AveragePowerUsageSensor
d. cimcli ei -n root/ibmsd IBMPSG_PowerCappingInformation

2. Verify the output generated when these commands are run. The output should
indicate appropriate numbers for the sensor readings and lower threshold
values, and Pmin/Pmax for the PowerCappingInformation class. If a command
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indicates that it partially failed, the command to generate the appropriate
numbers did not successfully run, therefore, the command run failed.

Optional: If any of the commands for verifying the IBM Power CIM Provider
installation failed or provided some improper values, see|"How to fix a failed]
[[BM Power CIM Provider installation.”

How to fix a failed IBM Power CIM Provider installation

The following procedure describes how to fix a failed IBM Power CIM Provider
installation.

About this task

If any of the commands for verifying the IBM Power CIM Provider installation
failed or provided some improper values, complete the following steps:

Procedure

1.

Verify that the registry key exists and contains the appropriate values.

The key is located in HKLM\SOFTWARE\IBM\Systems Management Integrations\IBM
Power CIM Provider. It should contain a REG_SZ parameter named Path, which
lists the installation directory of the provider. This directory should be
writeable.

Note: On 64-bit machines, this key can be found in: HKLM\SOFTWARE\
Wow6432Node\IBM\Systems Management Integrations\IBM Power CIM Provider.

In the installation directory, open the IBMPowerCIMRegistration.mof file and
verify that the Location line lists the proper path: \IBMPowerCIM. The default
installation path is %ProgramFiles%\IBM\IBM Power CIM Provider.

Select one of the following options:

* Stop here if there are no reports of failure or improper values after verifying
that the location line lists the proper path.

¢ Complete steps 4 through 8 if the provider is still reporting failure or
improper values.

Review the log files located in the installation directory. The file called
RegIBMPowerCIM.Tog shows the results of the registration (and deregistration)
scripts that are executed during the Windows Installer installation and
uninstallation processes. If an error occurred while running these installation
scripts, the results of that error is shown in the RegIBMPowerCIM. 1og file

There can be two possible causes:
* Response length = 256

The most common cause for this error is that SMBIOS Type 38 is not
recognized on the system. This is because the system's firmware does not
support SMBIOS Type 38 or the IPMI libraries are not properly recognizing
it. Try restarting the cimserver (as noted below) or try restarting the
computer.

* cmdComplete = false
Another common cause for this error is that the registry key path is incorrect.

Reinstall the IBM Power CIM Provider by using the provided installer and
completing the following steps.

a. Remove the IBM Power CIM Provider by selecting Uninstall in
Add/Remove Programs (Windows 2003) or Programs and Features
(Windows 2008 and later).
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b. Wait several minutes for the Director CIM server, wmicimserver, to come
back online.

C. Reinstall the IBM Power CIM Provider using the provided installation file.

6. To manually reregister the IBM Power CIM Provider with the Director CIM

server, enter the following commands from an Administrator Command
window:

a. cimprovider -r -m IBMPowerCIM

b. net stop wmicimserver

c. taskkill /F /IM wmicpa.exe

d. net start wmicimserver

e. mofcomp IBMPowerCIM.mof (from the provider installation directory)
f.

mofcomp IBMPowerCIMRegistration.mof (from the provider installation
directory)

For optimal results, wait a few minutes between the net start wmicimserver
command and the mofcomp command.

Note: wmicimserver sometimes takes a minute to become properly responsive to
new providers being loaded.

Verify the server's firmware supports SMBIOS Type 38. If it does not, update
to a firmware version that it does support. Computers with a Unified
Extensible Firmware Interface should not be a problem.

In the registry key path HKLM\SOFTWARE\ [Wow6432Node] \IBM\Systems Management
Integrations\IBM Power CIM Provider:

a. Add a REG_SZ named Debug and set the value to 1.

b. Uninstall and reinstall the IBM Power CIM Provider as described above.
The logs are now more verbose, which may provide further insight into the
issue.

9. Restart the server.

How to remove a chassis in Network Devices Pending Management on
Windows Server 2012

The following procedure describes how to resolve the issue of a BladeCenter or a
Flex System Chassis being discovered but displaying in the Network Devices
Pending Management view.

About this task

If any of the BladeCenter or Flex System chassis is displayed in the Network
Devices Pending Management view, complete the following steps.

Procedure

1.

Open the firewall settings and use the inbound and outbound rules for starting
with the Operations Manager on a Windows machine belonging to the
management server(s). Some rules may be disabled by default.

Enable the appropriate rules and then rerun the discovery rule, or wait for it to
occur as a scheduled task on the Operations Manager Console. The network
device you discovered is now listed under the Network Devices view and is
no longer under the Network Devices Pending Management view.
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How to fix the failed task of opening an IMM/AMM/CMM Web Console
on an SCOM Console using Windows Server 2012

If you try to run the Lenovo IMM/AMM/CMM Web Console task on a Systems
Center Operations Manager Console, which is on a managed system running
Windows Server 2012 with the SSL server for web console enabled and it fails,
complete the following procedure to fix this problem. This is a Windows Server
2012 Internet Explorer security configuration problem.

About this task

The following procedure describes how to change the Internet Explorer (IE)
security configuration to allow IE to open the web console.

Procedure

1. If your server is running Windows Server 2012, click Server Manager and then
click Configure this local server to open the Local Server configuration page.

2. In the Properties area, next to IE Enhanced Security Configuration, click On to
open the Internet Explorer Enhanced Security Configuration dialog box.

3. To use Internet Explorer Enhanced Configuration when members of the local
Administrators group are logged in under Administrators, click Off. This
allows you to use the Internet Explorer Enhanced Configuration when
members of the local Administrators group are also logged in.

4. Click OK to apply the changes.
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Appendix C. Accessibility features

Accessibility features help users who have a physical disability, such as restricted
mobility or limited vision, to use information technology products successfully.

Lenovo strives to provide products with usable access for everyone, regardless of
age or ability.

Lenovo Hardware Management Pack, version v5.6 supports the accessibility
features of the systems-management software in which it is integrated. Refer to
your system management software documentation for specific information about
accessibility features and keyboard navigation.

Tip: Lenovo Hardware Management Pack, version v5.6 topic collection and its
related publications are accessibility-enabled for the Lenovo Home Page Reader.
You can operate all features using the keyboard instead of the mouse.

You can view the publications for Lenovo Hardware Management Pack, version
v5.6 in Adobe Portable Document Format (PDF) using the Adobe Acrobat Reader.
You can access the PDFs from Lenovo Hardware Management Pack, version v5.6
download site.

Lenovo and accessibility

See [Lenovo Accessibility Features website| for more information about the
commitment that Lenovo has to accessibility.

© Lenovo 2014. Portions © IBM Corp. 2014. 123


http://www.lenovo.com/lenovo/us/en/accessibility.html

124 Lenovo Hardware Management Pack for Operations Manager, Version 5.6 User’s Guide



Notices

Lenovo may not offer the products, services, or features discussed in this
document in all countries. Consult your local Lenovo representative for
information on the products and services currently available in your area.

Any reference to a Lenovo product, program, or service is not intended to state or
imply that only that Lenovo product, program, or service may be used. Any
functionally equivalent product, program, or service that does not infringe any
Lenovo intellectual property right may be used instead. However, it is the user's
responsibility to evaluate and verify the operation of any other product, program,
or service.

Lenovo may have patents or pending patent applications covering subject matter
described in this document. The furnishing of this document does not give you
any license to these patents. You can send license inquiries, in writing, to:

Lenovo (United States), Inc.

1009 Think Place - Building One

Morrisville, NC 27560

U.S.A.

Attention: Lenovo Director of Licensing

LENOVO PROVIDES THIS PUBLICATION “AS IS” WITHOUT WARRANTY OF
ANY KIND, EITHER EXPRESS OR IMPLIED, INCLUDING, BUT NOT LIMITED
TO, THE IMPLIED WARRANTIES OF NON-INFRINGEMENT,
MERCHANTABILITY OR FITNESS FOR A PARTICULAR PURPOSE. Some
jurisdictions do not allow disclaimer of express or implied warranties in certain
transactions, therefore, this statement may not apply to you.

This information could include technical inaccuracies or typographical errors.
Changes are periodically made to the information herein; these changes will be
incorporated in new editions of the publication. Lenovo may make improvements
and/or changes in the product(s) and/or the program(s) described in this
publication at any time without notice.

The products described in this document are not intended for use in implantation
or other life support applications where malfunction may result in injury or death
to persons. The information contained in this document does not affect or change
Lenovo product specifications or warranties. Nothing in this document shall
operate as an express or implied license or indemnity under the intellectual
property rights of Lenovo or third parties. All information contained in this
document was obtained in specific environments and is presented as an
illustration. The result obtained in other operating environments may vary.

Lenovo may use or distribute any of the information you supply in any way it
believes appropriate without incurring any obligation to you.

Any references in this publication to non-Lenovo Web sites are provided for
convenience only and do not in any manner serve as an endorsement of those Web
sites. The materials at those Web sites are not part of the materials for this Lenovo
product, and use of those Web sites is at your own risk.
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Any performance data contained herein was determined in a controlled
environment. Therefore, the result obtained in other operating environments may
vary significantly. Some measurements may have been made on development-level
systems and there is no guarantee that these measurements will be the same on
generally available systems. Furthermore, some measurements may have been
estimated through extrapolation. Actual results may vary. Users of this document
should verify the applicable data for their specific environment.

Trademarks

Lenovo, the Lenovo logo, Flex System, System X, and NeXtScale System are
trademarks of Lenovo in the United States, other countries, or both.

Intel and Intel Xeon are trademarks of Intel Corporation in the United States, other
countries, or both.

Internet Explorer, Microsoft, and Windows are trademarks of the Microsoft group
of companies.

Linux is a registered trademark of Linus Torvalds.

Other company, product, or service names may be trademarks or service marks of
others.

Important notes

Processor speed indicates the internal clock speed of the microprocessor; other
factors also affect application performance.

When referring to processor storage, real and virtual storage, or channel volume,
KB stands for 1 024 bytes, MB stands for 1 048 576 bytes, and GB stands for 1 073
741 824 bytes.

When referring to hard disk drive capacity or communications volume, MB stands
for 1 000 000 bytes, and GB stands for 1 000 000 000 bytes. Total user-accessible
capacity can vary depending on operating environments.

Lenovo makes no representations or warranties with respect to non-Lenovo
products. Support (if any) for the non-Lenovo products is provided by the third
party, not Lenovo.

Some software might differ from its retail version (if available) and might not
include user manuals or all program functionality.
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