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Introduction 

This document aids the deployment of Lenovo XClarity Administrator by 

providing tips and techniques that will help IT administrators optimize its 

performance. 

Virtual Machine Size  

The Lenovo XClarity Administrator virtual appliance supports deployment to the 

following host operating systems: 

 VMware ESXi, version 5.1 update 1 or version 5.5 or later 

 Microsoft Windows Server 2012 or higher with Hyper-V installed 

The minimum virtual machine requirements for the appliance are two virtual 

CPUS and 6 GB of RAM.  Depending on the size of your managed environment 

and the pattern of use in your installation, you may find that you need to add 

more resources to maintain acceptable performance.   

For Hyper-V environments using large amounts of memory for the virtual 

appliance, global Hyper-V settings will need to be adjusted to disable use of non-

uniform memory access (NUMA).  If you fail to make this adjustment, you will 

observe that the XClarity virtual appliance experiences a kernel panic at initial 

system startup.  This is due to a limitation in Hyper-V when running Linux guests 

with a 2.6 kernel base.  In your Hyper-V environment, disable NUMA spanning in 

the Hyper-V Settings Panel, accessed from Hyper-V Manager for your host.  

Changing this setting will require a restart of your Hyper-V service, which will also 

require restarting all of your running virtual machines. 

   

Performance Tips and Techniques 

Lenovo XClarity Administrator is easy to deploy into production.  There is little 

that you need to do to tune it for performance.  This section describes features 

implemented in the product to optimize the user experience in larger-scale 

managed environments.  There are also some useful tips that will help with 

optimizing for large scale. 

Use Bulk Import to Manage Hardware 

Lenovo XClarity Administrator has a bulk import function located in the Discover 

and Manage New Devices panel available under the Hardware pulldown menu 

(see Figure 1).  Bulk import allows you to batch-manage a list of a large number 

of endpoints to manage.  Simply provide the list to the program when you are 
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Figure 1 – Lenovo XClarity Administrator dashboard, showing Hardware pull down menu with the 
Discover and Manage New Devices option highlighted. 

ready to manage and the endpoints are managed in parallel.  You can download 

template import files from the bulk import user interface in either .xls or CSV 

format; the .xls version includes instructions.  Note that to perform the bulk import 

you will need to upload your list of hardware in CSV format.  You can monitor the 

progress of the bulk import job using the Jobs panel, located under the 

Monitoring menu.   

 

Not all fields in the bulk import template are required to manage a system.  

These optional fields can be exploited to further automate the bulk management 

process.  See the help text in the .xls and product documentation on bulk import 

for further detail. 

Delay Deployment or Firmware Update Tasks After a Restart 

After restarting Lenovo XClarity Administrator, it will re-inventory your systems, 

ensuring that the program has the current details of your hardware.  The program  

also performs additional startup processing to optimize later use.  After a restart, 

it is best to wait for approximately 30-45 minutes, depending upon the number of 

managed endpoints, before attempting firmware updates, configuration pattern 
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deployments, or OS deployments, especially against multiple systems. This will 

allow more processing resources to be available for your task. 

Turn Off the Probe for Manageable Systems Function 

On the Discover and Manage New Devices panel, the Probe for Manageable 

Systems function is selected by default.  This option automatically provides a 

convenient list of hardware available to manage in the same subnet as the 

Lenovo XClarity Administrator virtual appliance.  The hardware is discovered with 

a Service Location Protocol (SLP) broadcast, and the broadcast is repeated 

periodically to ensure the hardware list is current.  After you have finished 

discovering and managing systems, uncheck this option to reduce the processing 

and network traffic that it requires.  If you need to discover and manage more 

hardware later, simply check the option again if you would like to generate the list 

of manageable systems in the virtual appliance’s subnet. 

Use Filters and System Selection to Create Subsets of Lists  

The Lenovo XClarity Administrator offers two ways in the user interface to select 

a subset from a large list.  The Filter input field is available for most lists, and it 

dynamically creates a subset based on character input found in any of the 

available columns.  The system selector pull down control is available on 

selected lists in the user interface; it allows you to limit a list to the components 

within a single Flex chassis or rack.  When available, these controls are just 

above the top right corner of the list as shown in Figure 2.  When a list of items is 

large, it is extremely helpful to use these powerful methods to create a smaller 

list that is easier to work with. 

Copy Update Compliance Policies to Create New Policies with Few Changes 

Lenovo XClarity Administrator Updates function utilizes a compliance policy to 

dictate the update recipe for a given set of managed endpoints.  The product 

comes with a default compliance policy for all supported Flex endpoints.  Users 

are free to create their own custom policies from the available updates in the 

update repository for the virtual appliance.  This can be done efficiently from 

scratch if the policy will only apply to a single machine type or small set of 

machine types.  In instances where the policy is intended to be a new global 

policy for all supported elements, you may find it easier to start with a copy of the 

Lenovo-supplied policy which you can then tailor to your specification, while 

retaining the recommendations from Lenovo for elements that you are not 

changing from the default policy setting.  
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Figure 2 – Lenovo XClarity Administrator server list, showing the system selector pull down selecting 
a single chassis, and the filter text field creating a subset of rows containing the text “node0.” 

 

Use Global Update Compliance Policy Application 

Lenovo XClarity Administrator updates function automatically assigns a default 

compliance policy to newly-managed endpoints if there is only one applicable 

policy to apply.  To change assignments after management, or in the event that 

multiple compatible policies exist for an endpoint, you can use the bulk policy 

apply option, located on the table menu bar within the Apply/Activate updates 

user interface to the left of the “All Actions” button.  There are three variants of 

bulk application:  Apply the policy to all applicable endpoints, apply the policy to 

all applicable endpoints without a current assignment, and apply the policy only 

to selected endpoints.  This final option can be combined with the filter function 

and the select-all check-box in the Apply/Activate table user interface.  For 

example, to assign a policy to all elements in a Flex Chassis named “Chassis1”, 

type “Chassis1” in the filter box, then use the select-all checkbox in the upper left 

of the table, then the bulk apply with the “Only Selected Endpoints” option. 
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