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About this publication

This book provides instructions for installing Lenovo Hardware Management Pack
for Microsoft System Center Operations Manager, v6.1 into Microsoft System
Center Operations Manager and using it’s integrated features to manage systems
in your environment.

Conventions and terminology

Paragraphs that start with a bold Note, Important, or Attention are notices with
specific meanings that highlight key information.

Note: These notices provide important tips, guidance, or advice.

Important: These notices provide information or advice that might help you avoid
inconvenient or difficult situations.

Attention: These notices indicate possible damage to programs, devices, or data.

An attention notice appears before an instruction or situation in which damage can
occur.

© Lenovo 2014, 2015. Portions © IBM Corp. 1999. ix
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Information resources

You can find additional information about Lenovo Hardware Management Pack for
Microsoft System Center Operations Manager, v6.1 in the product documentation
and on the World Wide Web.

PDF files

You have the option to view or print documentation that is available in Portable
Document Format (PDEF).

Downloading Adobe Acrobat Reader

You need Adobe Acrobat Reader to view or print PDF files. You can download a
copy from the [Adobe Reader website]

Viewing and printing PDF files

You can view or print any of the PDF files located on the web. The most current
version of each document is available on the product download page. Click this
link to locate the individual product pages for each publication: [Lenovo XClarity|
Integrator Offerings for Microsoft System Center Management Solutions - Lenovo]

X86 serversl

World Wide Web resources

The following websites provide resources for understaonding, using, and
troubleshooting BladeCenters, Flex Systems, System x and systems-management
tools.

Lenovo XClarity Integrator for Microsoft System Center website

This website provides an overview of Lenovo XClarity Integrator for Microsoft
System Center and current product offerings available for download:

Lenovo XClarity Integrator Offerings for Microsoft System Center Management]
Solutions - Lenovo x86 servers|

Technical support portal

This website can assist you in locating support for hardware and software:

[Lenovo Systems Technical Support|

IBM Systems Director downloads website

This website provides an overview and the current product releases available for
downloading IBM Systems Director systems-management software:

[[BM Systems Director Downloads|

© Lenovo 2014, 2015. Portions © IBM Corp. 1999. xi
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System Management with Lenovo XClarity Solution website

This website provides an overview of the Lenovo XClarity Solution which
integrates into System x M5 and M6, as well as Flex System to provide system
management capability:

[System Management with Lenovo XClarity Solution|

ServerProven websites

The following websites provide an overview of hardware compatibility for
BladeCenter, Flex System , System x and xSeries servers, and IBM IntelliStation
hardware:

* |Lenovo ServerProven: Compatibility for BladeCenter products|

* [Lenovo ServerProven: Compatability for Flex System Chassis|

+ [Lenovo ServerProven: Compatability for System x hardware, applications, and)|

middleware|

Microsoft System Center Operations Manager website

This website provides an overview of Microsoft System Center Operations
Manager:

[TechNet Library: Systems Center Operations Manager|
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Chapter 1. Lenovo Hardware Management Pack for Microsoft
System Center Operations Manager, v6.1

Lenovo Hardware Management Pack for Microsoft System Center Operations
Manager, v6.1 enables you to use the enhanced features of Microsoft System Center
Operations Manager for managing the health state of System x servers, Blades,
BladeCenter Chassis, Compute Nodes, and Flex System Chassis.

Lenovo Hardware Management Pack for Microsoft System Center Operations
Manager, v6.1 has a new feature, Health Monitoring IMM-based servers using
agentless mode. Health Monitoring IMM-based servers using agentless mode
grants user abilities for monitoring the hardware components’ status in agentless
mode, including power modules, cooling devices, memory, processor, PCI devices

Key features

The key features of Lenovo Hardware Management Pack are listed below.

* Rich monitoring of system health using Simple Network Management Protocol
(SNMP) for: BladeCenter Chassis, Flex System Chassis and modules

* Extensive monitoring of IMM-based servers using agentless mode.

* Extensive monitoring of hardware component health for System x servers,
BladeCenter x86/x64 blades, and Flex System x86/x64 compute nodes on
Windows systems

* Comprehensive monitoring of the software stack health for managing hardware

* Easy determination of overall system health by the aggregation of hardware
health monitors

* Automatic migration of virtual machines from a server host, where hardware
failures are detected, to other server hosts

Premium features

Lenovo XClarity Integrator for Microsoft System Center has several premium
features which require an activation license.

The following additional, premium features are fee-based and require the purchase
of an activation license on a per managed endpoint basis. Activation licenses can
be purchased by contacting either your Lenovo representative or a Lenovo
Business Partner. These features offer the ability to:

* Establish out-of-band - in-band (OOB-IB) communication using reflection to
synchronize the information obtained out-of-band (using SNMP) and in-band
(using OS).

* Launch a Flex System Chassis Management Module (CMM) Web Console from
the Operations Manager Console.

* Discover a Flex System Manager (FSM) device and launch an FSM Console in
the Operations Manager Console.

* Monitor Flex System Chassis and modules using both SNMPv1 and SNMPv3.
This feature requires the installation of the 4.0 license tool; the activation version
is 255.0.

© Lenovo 2014, 2015. Portions © IBM Corp. 1999. 1



* Launch a Windows Integrated Management Module (IMM) Web Console server
from the Operations Manager Console. This feature requires the installation of
the 4.0 license tool; the activation version is 255.0.

» Utilize Active Power Management and Monitoring on uEFI and IMM System x
servers and blades running Windows 2008 and Windows 2008 R2 with IBM
Systems Director Agent Platform Agent v6.2.1 or later. You can monitor and
manage the overall system power usage and generate alerts when power
consumption rises above predefined consumption thresholds.

* Customize and set power consumption thresholds for power monitoring alerts.

* Set and enable power capping thresholds to manage maximum power
consumption wattage.

* Monitor the power data of client System x systems by viewing the System x
Power Data Chart.

* Reflect the health of the BladeCenter x86/x64 modules to the BladeCenter
x86/x64 blade servers affected by those modules. BladeCenter and Blade
hardware health correlation and event propagation provides BladeCenter specific
hardware health condition monitoring under the Windows Health Explorer view.

* Enable the Hardware Management Software Configuration Advisor for Lenovo
Systems (SW Configuration Advisor) program, which analyzes software
dependencies of the Lenovo Hardware Management Pack on a managed
Microsoft Windows system. The program is run from the Operations Manager
management server. SW Configuration Advisor detects the presence of the
Lenovo Hardware Management Pack software dependencies and makes
appropriate configuration recommendations.

* Provides the ability to remotely power on and off blade servers using the
Operations Manager Console.

* Discover the Integrated Management Module (IMM) and correlate it with the
host.

* Monitor hardware components for IMM-based servers using agentless mode.

Note: All of the features listed above are available when the licensed feature level
is at least 3.0, unless version 5.0 is noted for a particular licensed feature level.

Trial license support

A trial license is automatically activated, when you are installing this product for
the first time, if a product license is not activated. After the trial license has been
activated, the trial period is 90 days. During the trial period, the premium features
are enabled.

Important: Before allowing the trial license to become activated, you need to
verify that your system time is correct.

After the trial license expires, the premium features are disabled unless a product
license is activated. You can obtain a product license from: [Passport Advantage and|
[Passport Advantage Express}|

To view the license information for each managed server, click Monitoring >
Lenovo Hardware > Lenovo Licensed System Group. The license information for
each server is displayed in the Lenovo HW Management Licensed System
column.
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Chapter 2. Technical overview

The topics in this section describe how Microsoft System Center Operations
Manager monitors the health of a management target, performs hardware failure
management, authors management packs, and performs administrative operations.

A management target in Microsoft System Center Operations Manager can be a
computer system, an operating system instance, an application, a network adapter,
or a subcomponent within a management target. Lenovo Hardware Management
Pack provides management innovation for its management targets. This scope of
management classifies Operations Manager as a systems management software
tool.

Upon discovering a Windows system, Microsoft System Center Operations
Manager management server pushes the Microsoft System Center Operations
Manager agent onto the system, along with scripts inside Lenovo Hardware
Management Pack that provide policies for monitoring health and collecting
events.

Lenovo Hardware Management Pack discovers and monitors the health of the
BladeCenter Chassis and chassis components and discovers the Integrated
Management Modules (IMMs) and correlates them with the host.

Lenovo Hardware Management Pack enhances the management of systems in
Operations Manager along with the Reliability, Availability, Serviceability (RAS) of
hardware server products.

With Microsoft System Center Operations Manager, you can create custom groups
of objects to manage a holistic health aggregation based on your business needs.
You can define different types of monitoring and aggregation rules for various
groups.

For example, A provides hosting an application might have a per-client holistic
health view of all the hardware, operating systems, applications, and other objects
for that client. The hosting provider might also have a per-application view or
multiple views available at the same time.

Microsoft System Center Operations Manager maintains operations databases for
tracking all of the events being reported. Expert analysis of the operations
databases can show deep cause and effect relationships in the historical data that
can reveal the root cause of a sophisticated problem.

Operations Manager reports cooling fan availability based on the fan presence
sensor reading and fan performance according to the fan tachometer reading.
Lenovo Hardware Management Pack establishes relationships for hosting and
aggregating, and also establishes health dependency among the management
targets. Operations Manager provides health roll-ups and drill-downs to give you a
holistic view of objects, and to allow you to quickly identify a specific problem.

© Lenovo 2014, 2015. Portions © IBM Corp. 1999. 3



How Lenovo Hardware Management Pack supports enhanced system
features

With Lenovo Hardware Management Pack for Microsoft System Center Operations
Manager, v6.1, you can use the enhanced features of Microsoft System Center
Operations Manager to communicate with Flex System and BladeCenter
management modules, System x systems, and x86/x64 Blade servers that are
installed with IBM Director Core Services or Platform Agent.

You can use Microsoft System Center Operations Manager to discover and
holistically monitor all Flex chassis, BladeCenter chassis, IMM-based servers, and
Windows-based servers because Lenovo Hardware Management Pack
communicates with the following systems and components:

* BladeCenter Chassis and components

* Flex System Chassis and components

* Flex System Chassis x86/x64 Compute Nodes

* Integrated Management Module

* System x systems and BladeCenter x86/x64 blade servers

Lenovo Hardware Management Pack communicates with Flex System and
BladeCenter Chassis and chassis components through the management module
using Simple Network Management Protocol (SNMP) over a LAN.

Lenovo Hardware Management Pack communicates with individual servers,
including BladeCenter Blade servers that are running Windows operating system
and have a supported version of IBM Director Core Services or Platform Agent
installed.

Lenovo Hardware Management Pack communicates with IMM-based servers using
Service Location Protocol (SLP) and Common Information Model (CIM) over a
LAN.

Notes: Lenovo Hardware Management Pack communicates with IMM-based
servers using the network port 9500. Ensure that this port is not blocked by the
firewall. You can follow these steps to create a rule to pass the firewall:

1. Expand Control Panel > System and Security > Windows Firewall >
Advanced setting.

2. To create an inbound rule:
a. Right click Inbound Rules to invoke New Rule.

b. Click Port and click Next.

c. Click TCP.

d. Set the value of Specific local ports to 9500 and click Next.
e. Enter the rule name.

f. Click Finish.

Management concepts

This topic describes management concepts as they apply to a BladeCenter being
managed by Microsoft System Center Operations Manager.

After Microsoft System Center Operations Manager selects a server to manage, it
pushes its Operations Manager Agent onto the managed system with Lenovo
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Hardware Management Pack, if the target is a System x or BladeCenter x86/x64
Blade server. The Operations Manager Agent and Lenovo Hardware Management
Pack communicate with the Director Agent and other software for hardware
management on the system and across the network to the Operations Manager
server.

Note: These management functions are supported on BladeCenter Chassis, Flex
System Chassis, Flex System, and on System x x86/x64 Blade servers and compute
nodes running Windows operating system. These functions are not supported on
System i, System p, and System z.

Chapter 2. Technical overview 5
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Chapter 3. Supported configurations

Lenovo Hardware Management Pack has specific requirements for hardware and
software. The topics in this section provide detailed information about
configurations, hardware, and software that is supported by this release of Lenovo
Hardware Management Pack.

Supported servers

Lenovo Hardware Management Pack for Microsoft System Center Operations
Manager, v6.1 supports a wide range of BladeCenter, Flex System, and System x
servers.

For more information about supported Lenovo x 86 servers, refer to |Lenov5|
Hardware Management Pack for Microsoft System Center Operations Manager
Lenovo x86 servers|

Note: Fee-based Power Monitoring support is available for the systems denoted
with an “*” on the Supported systems list, if the system has the latest firmware.
Power Monitoring requires that the system is running Windows 2008 or Windows
2008 R2 and the Director Agent v6.2.1 or later. For more information, see
“Supported configurations of managed systems with Power Monitoring” on page]

i3]

For a description of the compatibility of a specific system with the Windows
operating system and other hardware components, see [“World Wide Web)|
[resources” on page xi| and the respective ServerProven page for that system.

Supported BladeCenter Chassis

Lenovo Hardware Management Pack for Microsoft System Center Operations
Manager, v6.1 supports a wide range of BladeCenter Chassis.

Table 1. Supported BladeCenter Chassis

Machine Name Machine Type
Lenovo BladeCenter 7967

Lenovo BladeCenter E 8677

Lenovo BladeCenter H 8852, 7989
Lenovo BladeCenter S 8886, 7779
Lenovo BladeCenter T 8720, 8730
Lenovo BladeCenter HT 8740, 8750
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Supported Flex System Chassis

Lenovo Hardware Management Pack for Microsoft System Center Operations
Manager, v6.1 supports Flex System Chassis.

Table 2. Supported Flex System Chassis

Machine Name Machine Type

IBM Flex System Chassis 7893, 8721, 8724

Supported configurations of management servers

Use the topics in this section to determine whether a system can be supported by
Lenovo Hardware Management Pack as a management server. A management
server is supported if it meets the requirements for Systems Center Operations
Manager and is a supported hardware configuration.

Supported versions of Microsoft System Center Operations
Manager for management servers

The following versions of Microsoft System Center Operations Manager for
management servers are supported:

* Microsoft System Center Operations Manager 2012

* Microsoft System Center Operations Manager 2012 R2
* Microsoft System Center Operations Manager 2012 SP1
* Microsoft System Center Operations Manager 2007

* Microsoft System Center Operations Manager 2007 R2

Prerequisites for Hardware Failure Management

Verify each of the requirements:.

* Microsoft System Center Operations Manager (SCOM) and Microsoft System
Center Virtual Machine Manager (SCVMM) are installed.

* The managed nodes (Lenovo hardware servers) are in clusters and managed by
SCVMM and SCOM.

* The Integrated Management Module (IMM) for the Lenovo hardware servers is
correctly set, including the IP address, CIM, SLP, and user accounts.

Supported operating systems for management servers
This topic provides a list of supported operating systems for management servers
and links to additional information.

Microsoft System Center Operations Manager 2012
TechNet Library: System Requirements: System Center 2012 - Operations|

Managegl

Microsoft System Center Operations Manager 2012 R2
TechNet Library: Preparing your environment for System Center 2012 R2|
Operations Manager|

Microsoft System Center Operations Manager 2012 SP1
TechNet Library: System Requirements: System Center 2012 SP1 -
Operations Manager|
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Microsoft System Center Operations Manager 2007 SP1

Operations Manager 2007 SP1 Supported Configurations for the supported|
operating systemsf Refer to the "Management server or root management
server" row.

Microsoft System Center Operations Manager 2007 R2

Operations Manager 2007 R2 Supported Configurations for the supported|
operating systemsl Refer to the "Management server or root management
server" row.

Note: Microsoft System Center Operations Manager 2007 SP1 is supported on
Windows Server 2008 and Windows Server 2008 SP1/R2 but requires that you
apply a set of hot fixes.

For more information, see:

* Support for running Microsoft System Center Operations Manager Service Packl
1 and System Center Essentials 2007 Service Pack 1 on a Windows Server|
2008-based computer]

+ [Microsoft System Center Operations Manager 2007 SP1 Update Rollup|

Additional configuration requirements for management servers
All Operations Manager management servers within the same management group,
require the same version of Lenovo Hardware Management Pack is installed.
Therefore, a mixed version of management packs is not supported.

* Management servers managing a BladeCenter require one of the following
versions of Lenovo Hardware Management Pack is installed and imported to
Operations Manager:

— Lenovo.HardwareMgmtPack.BladeCenter.mp
— Lenovo.HardwareMgmtPack.BladeCenter.v2.mp

* Management servers managing Flex System Chassis require one of the following
versions of Lenovo Hardware Management Pack is installed and imported to
Operations Manager:

— Lenovo.HardwareMgmtPack.FlexSystem.mp
— Lenovo.HardwareMgmtPack.FlexSystem.v2.mp

Supported configurations and requirements for a managed system

The topics in section describe supported configurations and requirements for a
managed system.

A properly configured managed system has the following requirements:
* It is managed in an Operations Manager management group by a management
server with a supported configuration.

* It is installed on a supported server. For more information, see |“Supported

lservers” on page 7

* It is running a supported version of Windows operating system.
* It is running the required software for hardware management.

Supported operating systems for managed systems

This topic provides a list of supported operating systems for managed systems and
links to additional information.
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Microsoft System Center Operations Manager 2012
TechNet Library: System Requirements: System Center 2012 - Operations|

Managegl

Microsoft System Center Operations Manager 2012 R2
TechNet Library: Preparing your environment for System Center 2012 R2|
Operations Manager|

Microsoft System Center Operations Manager 2012 SP1
TechNet Library: System Requirements: System Center 2012 SP1 -
Operations Manager|

Microsoft System Center Operations Manager 2007 R2
[TechNet Library: Operations Manager 2007 R2 Supported Configurations|

Refer to the "Agent" row.

Microsoft System Center Operations Manager 2007 SP1
[TechNet Library: Operations Manager 2007 SP1 Supported Configurations|

Refer to the "Agent" row.

Supported versions of IBM Systems Director Agent

A managed Windows system requires that a supported version of IBM Systems
Director Agent is installed and running.

The following table provides a list of IBM Systems Director Agent versions and
indicates whether the version is supported for a managed Windows system.

Table 3. IBM Systems Director Agent

Supported by Lenovo
Hardware Management
Pack for Microsoft System

IBM Systems Director Center Operations Manager,

Agent version v6.1 Notes

6.3, 6.3.1, 6.3.2, 6.3.3 Supported Platform Agent and
Common Agent are
supported.

6.2.0, 6.2.1 Supported Platform Agent and
Common Agent are
supported.

6.1.1, 6.1.2 Supported Platform Agent and
Common Agent are
supported.

5.20, 5.20.1, 5.20.2, 5.20.3x Supported IBM Director Core Services
(also called Level-1 Agent) or
Level-2 Agent

Supported configurations of IBM Systems Director Agent
The following table provides a list of information resources for the hardware and
software supported by each version of IBM Systems Director Agent.
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Table 4. Supported configurations of IBM Systems Director Agent

IBM Systems
Director
Agent version | Supported hardware and software resources

6.3,6.3.1, 6.3.2, | To view the most current Lenovo systems, products, and operating
6.3.3 systems for v6.3.x, refer to: [BM Systems Director V6.3.3|and select the
applicable 6.3.x version.

6.2.0,6.2.1 * To view a list of supported Lenovo systems and products for v6.2.x,
refer to: [[BM Knowledge Center: Supported IBM systems and products|
[for IBM Systems Director 6.2.1]

* To view a list of supported Windows operating systems for v6.2.x, refer
to: [[BM Knowledge Center: Supported operating systems for IBM]
|Systems Director 6.2.1}

6.1.2 * To view a list of supported Lenovo systems and products for v6.1.x,
refer to: [Supported IBM systems and products]

* To view a list of supported Windows operating systems for v6.1.x, refer
to: [Operating systems supported by IBM Systems Director 6.1.2}

5.20.x * To view a list of supported systems and products for v5.20, refer to:
[Supported Hardware]

* To view a list of supported Windows operating systems for v5.20, refer
to: [Operating systems supported by IBM Director 5.20}

Supported configurations of managed systems with BMC or IPMI
A managed Windows system, with a Baseboard Management Controller (BMC) or
an Intelligent Platform Management Interface (IPMI), requires that a supported
version of the IPMI driver stack is installed and running.

Windows Server 2000 and Windows Server 2003
For Windows Server 2000 or Windows Server 2003, both the OSA IPMI
device driver and the IBM Mapping Layer for the OSA IPMI driver are
required. The OSA IPMI device driver for a Windows system is available
at: [OSA IPMI device driver v2.2.1.2 for Microsoft Windows Server 2000 and]
[2003 - IBM BladeCenter and System x|

Windows Server 2003 R2
For Windows Server 2003 R2, the IPMI driver must be installed and
running. By default, the Microsoft IPMI driver is not installed.

Windows Server 2008
For all versions of Windows Server 2008, the Microsoft IPMI driver is
required. The Microsoft IPMI driver is automatically installed on servers
that come with BMC or an IPMI. There is no need to install the IBM
Mapping Layer for OSA IPMI driver with the Microsoft IPMI driver stack.

The IBM Mapping Layer for OSA IPMI for Windows is available at:
+ [IBM Mapping Layer for OSA IPMI for x86 version|
+ [IBM Mapping Layer for OSA IPMI for x64 version|

To acquire and apply the latest firmware for the Baseboard Management Controller
or an Intelligent Platform Management Interface on a managed system, see the
[Lenovo Systems Technical Support|
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Supported configurations of managed systems with Remote
Supervisor Adapter Il

A managed Windows system, with Remote Supervisor Adapter (RSA) II, requires
the RSA-II daemon is installed and running.

The RSA-II daemon for a Windows system is available at:

+ [IBM Remote Supervisor Adapter II for x86 version|

+ [IBM Remote Supervisor Adapter II for x64 version|

For systems that come with a Baseboard Management Controller (BMC), which
also have the RSA II installed, the RSA II daemon is optional, if a supported
Intelligent Platform Management Interface (IPMI) driver stack is installed and
running. However, the RSA II daemon adds additional in-band system
management functions to the functionality that is offered through the IPMI driver
stack with a BMC.

IBM Systems Director Agent 6.x supports systems that have both BMC RSA 1II. Use
IBM Systems Director Agent 5.20.3x with the RSA II daemon for these systems.

To acquire and apply the latest firmware for RSA II for a managed system, see the
[Lenovo Systems Technical Support

Supported configurations of managed systems with
ServeRAID-MR or MegaRAID

This topic describes the supported configurations of managed systems with
ServeRAID-MR or MegaRAID.

The following table lists the requirements of systems with ServeRAID-MR or
MegaRAID.

Table 5. Requirements for ServeRAID-MR and MegaRAID

IBM Systems

Director

Agent Additional software needed

6.3, 6.3.1, 6.3.2, | No additional software is needed. The IBM Power CIM Provider is part of

6.3.3 the Platform Agent.

6.2.0, 6.2.1 No additional software is needed. The IBM Power CIM Provider is part of
the Platform Agent.

6.1.2 No additional software is needed. The IBM Power CIM Provider is part of
the Platform Agent.

5.20.x Download and install the LSI MegaRAID Provider for a Windows system
from [IBM Director 5.2 Downloads]

To download and install the latest firmware and device driver for the
ServeRAID-MR or MegaRAID controller for a managed system, see the
[Systems Technical Support

Supported configurations of managed systems with
ServeRAID-BR/IR or Integrated RAID

This topic describes the supported configurations of managed systems with
ServeRAID-BR/IR or Integrated RAID.

The following table lists the requirements of systems with ServeRAID-BR/IR or
Integrated RAID.
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Table 6. Requirements for ServeRAID-BR/IR and Integrated RAID

IBM Systems

Director

Agent version | Additional software needed

6.3,6.3.1, 6.3.2, | No additional software is needed. The IBM Power CIM Provider is part of

6.3.3 the Platform Agent.

6.2.0, 6.2.1 No additional software is needed. The IBM Power CIM Provider is part of
the Platform Agent.

6.1.2 No additional software is needed. The IBM Power CIM Provider is part of
the Platform Agent.

5.20.x Download and install the LSI MegaRAID for a Windows system frorn
[Director 5.2 Downloads}

To download and install the latest firmware and device driver for the
ServeRAID-BR/IR or Integrated RAID Controller for a managed system, see the

[Lenovo Systems Technical Support}

Supported configurations of managed systems with ServeRAID
versions 8x/7x/6x

This topic describes the supported configurations of managed systems with
ServeRAID versions 8x/7x/6x.

The following table lists the requirements of systems with ServeRAID controller
versions 8x, 7x, and 6x:

Table 7. Requirements of ServeRAID versions 8x/7x/6x

IBM Systems

Director

Agent version | Additional software needed

6.3, 6.3.1, 6.3.2, | No additional software is needed. The IBM Power CIM Provider is part of

6.3.3 the Platform Agent.

6.2.0,6.2.1 No additional software is needed. The IBM Power CIM Provider is part of
the Platform Agent.

6.1.2 Not supported.

5.20.x Download and install the ServeRAID Manager 9.0 — Windows L1 Agent or
ServeRAID Manager 9.0 - Windows L2 Agent from [[BM Director 5.

To download and install the latest firmware and device driver for the
ServeRAID-8x/7x/6x controller for a managed system, see the [Lenovo Systems]

[Technical Supportl

Supported configurations of managed systems with Power

Monitoring

This topic describes supported configurations of managed systems with Power

Monitoring.

The IBM Power CIM Provider has the following hardware and software

requirements:

* The physical hardware requires the latest versions of IMM and uEFI. IMM
supports power monitoring and/or power capping.
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For additional setup information see [“Supported configurations of managed|
[systems with BMC or IPMI” on page 11]

* IBM Systems Director Agent 6.2.1 or later

* The following Windows operating system versions:
— Windows Server 2008

Windows Server 2008 SP1/R2

Windows Server 2008 SP1/R2 with Service Pack 1

Windows Server 2012
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Chapter 4. Installing Lenovo Hardware Management Pack and
other components

The topics in this section describe how to install, upgrade, uninstall, and reinstall
Lenovo Hardware Management Pack and other components.

Overview of the installation process

The installation process starts by first installing a supported version of Microsoft
System Center Operations Manager 2007 or 2012 on the management server. After
Microsoft System Center Operations Manager and Microsoft System Center Virtual
Machine Manager have been installed, Lenovo Hardware Management Pack can be
installed on the management server.

Use the Operations Manager Discovery Wizard to add a Windows system on a
System x server or a BladeCenter Blade server that Operations Manager will
manage.

When the Lenovo Hardware Management Pack installation is finished, the
following Microsoft System Center Operations Manager views are enhanced for
System x and BladeCenter x86 systems:

Health explorer view
Examines the health state of the Lenovo BladeCenter Chassis and
components and individual servers at a component level in a hierarchical
view of availability, configuration, performance, and security.

Diagram view
Shows organizational views of the BladeCenter Chassis, System x,
BladeCenter, and Compute Node x86/x64.

Events view
Captures events that occur on specific or aggregate targets of the
BladeCenter Chassis, System x, and System x x86/x64 systems.

Active alerts view
Lists all alert notifications for specific or aggregate targets of the
BladeCenter Chassis, System x, and BladeCenter x86/x64 systems.

For more information and instructions for the installation process, select one of the
following options:

* [TechNet Library: Deploying System Center 2012 - Operations Manager|
* [TechNet Library: Deploying System Center 2012 - Virtual Machine Manager|

Installation requirements for Lenovo Hardware Management
Pack

This topic describes the installation requirements for Lenovo Hardware
Management Pack.

The following list outlines the installation requirements.

* You need to have administrative privileges for the system where you are
installing Lenovo Hardware Management Pack and also for the Operations
Manager management group where you are importing the management packs.
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* You need to install Lenovo Hardware Management Pack on a Lenovo system
that is running as a Microsoft System Center Operations Manager management
server. The server can be in the root management server of the Operations
Manager management group or a non-root management server in the
management group. See [“Supported configurations of management servers” on|
for detailed requirements.

* If Lenovo Hardware Management Pack is being installed on a server with
Microsoft System Center Operations Manager 2007, you should install Microsoft
.NET Framework Version 4.0 first.

The versions of Lenovo Hardware Management Pack required for Microsoft
System Center Operations Manager 2007 and Microsoft System Center Operations
Manager 2012 are listed in the tables below. Lenovo Hardware Management Pack

requires a minimum version as noted or a later, supported version.

Table 8. Lenovo Hardware Management Pack versions required for Microsoft System
Center Operations Manager 2007

Management Pack Management
name Management Pack ID Pack version
Health Library System.Health.Library 6.0.5000.0
System Library System.Library 6.0.5000.0
Performance Library System.Performance.Library 6.0.5000.0
SNMP Library System.Snmp.Library 6.0.6278.0
Data Warehouse Microsoft.SystemCenter.Datawarehouse.Library 6.0.6278.0
Library

System Center Core Microsoft.SystemCenter.Library 6.0.5000.0
Library

Network Device Microsoft.SystemCenter.NetworkDevice.Libary 6.0.6278.0
Library

Windows Core Library |Microsoft.Windows.Library 6.0.5000.0

Table 9. Lenovo Hardware Management Pack versions required for Microsoft System
Center Operations Manager 2012

Library

Management Pack Management
name Management Pack ID Pack version
Health Library System.Health.Library 6.0.5000.0
System Library System.Library 6.0.5000.0
Performance Library |System.Performance.Library 6.0.5000.0
SNMP Library System.Snmp.Library 6.0.6278.0
Data Warehouse Microsoft.SystemCenter.Datawarehouse.Library 6.0.6278.0
Library

System Center Core Microsoft.SystemCenter.Library 6.0.5000.0
Library

Network Device System.NetworkManagement.Library 7.0.8107.0
Library

Windows Core Microsoft.Windows.Library 6.0.5000.0
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Before you install Lenovo Hardware Management Pack

This topic provides additional information that will assist you with the installation
of Lenovo Hardware Management Pack.

* For Microsoft System Center Operations Manager 2007, you can install the
Lenovo Hardware Management Pack for Microsoft System Center Operations
Manager, v6.1 on either a root management server or a non-root management
server. A root management server is the first management server in a
management group, where you install Operations Manager.

* For Microsoft System Center Operations Manager 2012, you can install Lenovo
Hardware Management Pack for Microsoft System Center Operations Manager,
v6.1 on a non-root management server.

* You must have a sufficient level of privilege and knowledge about the root
management server and non-root management server before you can start the
installation process.

* There is only one installation package for Lenovo Hardware Management Pack
for both the Windows 32-bit and 64-bit operating systems. To start the
installation, follow the instructions for locating and launching the correct
installation package in [“Installing Lenovo Hardware Management Pack.”|

* If you have an earlier version of Lenovo Hardware Management Pack installed
on a management server or the management packs have already been imported
to Operations Manager, see ["Upgrading to Lenovo Hardware Management Pack|
[for Microsoft System Center Operations Manager, v6.1” on page 24|

Note: You can install or uninstall Lenovo Hardware Management Pack by using
the Lenovo XClarity Integrator for Microsoft System Center Installer. Refer to the
Lenovo XClarity Integrator for Microsoft System Center Installer User’s Guide at:
Lenovo XClarity Integrator Offerings for Microsoft System Center Management]
Solutions - Lenovo x86 servers| for more information on how to perform this
action.

Installing Lenovo Hardware Management Pack

The following procedure describes how to install Lenovo Hardware Management
Pack.

Before you begin

If you are running Microsoft System Center Operations Manager 2007 Service Pack
1 (SP1) on Windows Server 2008, install the service packs for both Windows Server
2008 and Microsoft System Center Operations Manager 2007 SP1 before proceeding
with the Hardware Management Pack installation.

For more information about how to install service packs, refer to: |Micr0sofﬂ
Support: Support for running System Center Operations Manager 2007 Service]
Pack 1 and System Center Essentials 2007 Service Pack 1 on a Windows Server|
2008-based computer|

Procedure

1. In the File Details section of the [Lenovo Hardware Management Pack for]
[Microsoft System Center Operations Manager - Lenovo x86 servers| web page,
locate the file named Invgy _sw_hwmp_x.x.x_windows_32-64.exe and download
Lenovo Hardware Management Pack for Microsoft System Center Operations
Manager, v6.1.
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2. To start the installation process, double-click the downloaded installation
executable file: Tnvgy sw_hwmp_x.x.x_windows_32-64.exe.
For more information about installing Microsoft System Center Operations
Manager 2007, see: [TechNet Library: Operations Manager 2007 R2 Quick Start]
For more information about installing Microsoft System Center Operations
Manager 2012, see: [TechNet Library: Deploying System Center 2012 -|
[Operations Manager|

The Welcome to the InstallShield Wizard for Lenovo Hardware Management
Pack for Microsoft Operations Manager v6.1 page opens.

Note: If the installer cannot find Microsoft System Center Operations
Manager on your system, the installation closes.

3. Click Next. The Software License Agreement page opens.

13! Lenovo Hardware Management Pack for Microsoft Syst... [ = [ & -

Software License Agreement ‘

Flease read the Following license agreement carefully, o

IMPORTANMT: READ CAREFLILLY -

Twi license agreements are presented below.

1. IBM International License Agreement for Evaluation of Programs
2. IBM International Program License Agreement

If Licensee is obtaining the Program for purposes of productive use (ather than

evaluation, testing, trial "try or buy," or demanstration): By clicking on the
"Arrant" hottan halhw | irenses arrants tha IBK Intarnatinnal Profram

Fead Mon-Lenovo Terms

(® [ accept both the Lenova and the non-Lenava kerms,

() I do not accept the terms in the license agresment,
Installshield

Prink | | < Back, ” Mexk = | | Cancel

Figure 1. Software License Agreement

4. Read the Software License Agreement for Lenovo terms and then click Read
Non-Lenovo Terms to read the Non-Lenovo Terms. If you agree and accept
both the Lenovo and Non-Lenovo terms, select I accept the Lenovo and the
non-Lenovo terms and click Next.

Notes:

* If this is the first installation of Lenovo Hardware Management Pack and no
product license is activated, the Trial Version page opens. Complete step 5
on the Trial Version page.

* If a product license is activated, complete step 6.
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Trial Yersion

License not detected

License is not Found on this server, Trial License will expire in 90 days,

Conkack Lenovo

Installshield

| | Zancel

Figure 2. Trial Version

5. On the Trial Version page, select one of the following options:
* Contact Lenovo to obtain a product license.
* Next to proceed to the Destination Folder page.

6. On the Destination Folder page, verify whether the default target location is
correct and click Next, or click Change to select a target folder for the
installation software and then click Next.
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15! Lenovo Hardware Management Pack for Microsoft System Center -

Destination Folder ‘

Click Mext ko inskall bo this Folder, o click Change boinstall ko a different Folder, b

Install Lenowo Hardware Management Pack For Microsoft Syskem Center
Operations Manager v5.6 ko

.’_/ Ci'\Program Files\LenovoiLenovo Hardware Management Pack)

Installshield

< Back ” Mexk = | | Zancel

Figure 3. Destination folder

7. If your system had a previous installation of Lenovo Hardware Management
Pack, the Program Maintenance page opens. Select one of the following
options.

Repair function:
Reinstalls the code and registry entries on the local server.

If the system already has version v6.1 installed, you can select to
repair or remove the Lenovo Hardware Management Pack code.

Verify the default target location. If necessary, select a target folder for
the installation code. Refer to the knowledge articles that describe
systems and components.

Remove function:
Uninstalls the Lenovo Hardware Management Pack package from the
local system but does not delete the management packs from
Operations Manager.

Use the Operations Manager Console to delete the management packs
from Operations Manager.
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15 Lenovo Hardware Management Pack for Microsoft System Center ... -

Ready to R ir the P
eady to Repair the Program % i
The wizard is ready to begin installation, ‘ .

lick Install to begin the installation.

If wou want ko review or change any of your installation settings, click Back. Click Cancel to
exit the wizard,

Inskallshield

| < Back || Install | | Cancel

Figure 4. Ready to Repair Program

8. If you selected Repair Function, click Install to proceed with the repair. The
Install/Repair/Remove Confirmation page opens.

9. Click Next to confirm the installation.

If you are installing on a non-root management server, you need to manually
configure the root management server name.

10. When the installation is finished, select Read me and Import Management
packs to the Operations Manager, and then click Finish.

Note: Import management packs to Operations Manager is displayed when
the software dependency is satisfied. When this option is not displayed, you
must import the management packs manually. The imported management
packs may not be visible from Operations Manager Console until Operations
Manager refreshes the management pack inventory data. If the Import
management packs to Operations Manager is not displayed, perform the
following steps to manually import the management packs.

11. Read the PostSetupCheckList.rtf file and take the suggested actions. The
PostSetupCheckList.rtf file is installed in: %Program Files%\Lenovo\Lenovo
Hardware Management Pack\.

12. Open the Operations Manager Console to import the Lenovo Hardware
Management Pack management packs to Operations Manager.

13. Click the Administration button, right-click Management Packs, and then
click Import Management Packs.

14. Follow the wizard directions to manually import the five Lenovo Hardware
Management Pack management packs. By default, the management packs are
installed in %Program Files%\Lenovo\Lenovo Hardware Management
Pack\Management Packs.

Lenovo Hardware Management Packs

After the Lenovo Hardware Management Packs are successfully imported, the
Lenovo Hardware Management Packs listed below are displayed in the
Administration pane of the Operations Manager Console.
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For Microsoft System Center Operations Manager 2012, the Lenovo Hardware
Management Packs are:

Lenovo Hardware Management Pack - Common Library:
Lenovo.HardwareMgmtPack.Common.mp

Lenovo Hardware Management Pack for Lenovo System x and x86/x64 Blade
Systems:
Lenovo.HardwareMgmtPack.xSystems.mp

Lenovo Hardware Management Pack for Lenovo BladeCenter Chassis and
Modules:
Lenovo.HardwareMgmtPack.BladeCenter.v2.mp

Lenovo Hardware Management Pack — Hardware IDs Library:
Lenovo.HardwareMgmtPack.HardwareIDs.mp

Lenovo Hardware Management Pack - Relation Library:
Lenovo.HardwareMgmtPack.Relation.v2.mp

Lenovo Hardware Management Pack for Lenovo Flex System Chassis and
Modules:
Lenovo.HardwareMgmtPack.FlexSystem.v2.mp

Lenovo Hardware Management Pack - Flex Relation Library:
Lenovo.HardwareMgmtPack.RelationCMM.v2.mp

Lenovo Hardware Management Pack for Lenovo Integrated Management
Module:
Lenovo.HardwareMgmtPack.IMM2.v2.mp

For Microsoft System Center Operations Manager 2007, the Lenovo Hardware
Management Packs are:

Lenovo Hardware Management Pack - Common Library:
Lenovo.HardwareMgmtPack.Common.mp

Lenovo Hardware Management Pack for Lenovo System x and x86/x64 Blade
Systems:
Lenovo.HardwareMgmtPack.xSystems.mp

Lenovo Hardware Management Pack for Lenovo BladeCenter Chassis and
Modules:
Lenovo.HardwareMgmtPack.BladeCenter.mp

Lenovo Hardware Management Pack — Hardware IDs Library:
Lenovo.HardwareMgmtPack.HardwareIDs.mp

Lenovo Hardware Management Pack - Relation Library:
Lenovo.HardwareMgmtPack.Relation.mp

Lenovo Hardware Management Pack for Lenovo Flex System Chassis and
Modules:
Lenovo.HardwareMgmtPack.FlexSystem.mp

Lenovo Hardware Management Pack - Flex Relation Library:
Lenovo.HardwareMgmtPack.RelationCMM.mp

Lenovo Hardware Management Pack for Lenovo Integrated Management
Module:
Lenovo.HardwareMgmtPack.IMM2.mp
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Note: Sometimes management pack entries do not display immediately after the
installation. Refresh the window by pressing F5, or wait a few minutes for the
management pack entries to display.

Installing Lenovo Hardware Management Pack on more than one
management server

The following procedure describes how to install Lenovo Hardware Management
Pack on more than one management server.

Procedure

1. Install Lenovo Hardware Management Pack on all the required management
servers for your system.

2. Import the management packs on one of the management servers to Operations
Manager.

Note: To manage more than one BladeCenter in disparate networks, install
Lenovo Hardware Management Pack on more than one management server.
This enables communication with the respective BladeCenters by using SNMP.
A management server can manage more than one BladeCenter Chassis as long
as the management server can use SNMP to communicate with the target
chassis.

For more detailed information about importing management packs, refer to the
documentation for Microsoft System Center Operations Manager 2007 or
Microsoft System Center Operations Manager 2012.

Installing IBM Power CIM Provider

Installation of the IBM Power CIM Provider premium feature is optional. This
feature enables power management on power-capable target systems.

Before you begin

Power management is a premium feature that requires the purchase of an
activation license. For details about obtaining an activation license, contact your
Lenovo sales representative.

For a list of servers that provide power management capabilities, see
lservers” on page 7.

About this task

Unlike the Lenovo Hardware Management Pack installation, the IBM Power CIM
Provider installation must be performed on every endpoint where power
management functionality is desired.

Procedure
* Locate the IBM Power CIM Provider installation file, IBMPowerCIMInstaller.msi.

By default, the installer file is in the toolbox directory: %ProgramFiles%\Lenovo\
Lenovo Hardware Management Pack\toolbox.

¢ To run an automated silent installation of the IBM Power CIM Provider without
user interface prompting, execute the following command: msiexec /qn /i
IBMPowerCIMInstaller.msi.
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When the installation is run in silent mode, the default folder location
C:\Program Files\IBM\IBM Power CIM Provider\ is used as the target for all
installation files.

The user interface level of the installation program can be controlled with
standard msiexec command-line parameters.

* Similarly, to run a silent uninstallation of the IBM Power CIM Provider, execute
the following command: msiexec /qn /x IBMPowerCIMInstaller.msi.

* The IBM Power CIM Provider installer executes a customizable action-batch
script during the installation process to register the provider with the Director
Agent CIM server.

If any errors occur while running this script, the details of the errors are logged
to a file called RegIBMPowerCIM.Tog in the IBM Power CIM Provider installation
directory. Consult this file for more detailed information about installation and
uninstallation results.

* Do not run more than one instance of the Power CIM installer at a time. IBM

Power CIM installer cannot detect multiple, simultaneous installation instances
of itself.

The Lenovo License Tool and activating the premium features

To activate the premium features, the Microsoft System Center Operations Manager
(SCOM) and Lenovo XClarity Integrator for Microsoft System Center requires that
you activate the license on the SCOM server only. It is not necessary to activate the
license on each management target (client).

The license token is automatically delivered to the client when it is managed by a
licensed SCOM server. For more information about activating the premium
features, refer to the Lenovo XClarity Integrator for Microsoft System Center Installer
Guide.

Upgrading to Lenovo Hardware Management Pack for Microsoft
System Center Operations Manager, v6.1

If you start the installation process and discover that a prior version of Lenovo
Hardware Management Pack is already installed, the installation program
automatically performs an upgrade of Lenovo Hardware Management Pack.

To upgrade to version v6.1, on the Operations Manager Console, place the
management server where you are installing Lenovo Hardware Management Pack,
in maintenance mode. Keep the management server in maintenance mode until
you finish importing the new management pack.

Note: When upgrading from v4.5, the automatic import MP function might not
import the new management pack. The program cannot identify whether there was
an upgrade or a failure in the previous installation. Since a new management pack
is introduced in v5.0 and later versions, you need to manually import the
management pack when upgrading from v4.5.

Upgrading Lenovo Hardware Management Pack on more than
one management server

If you are upgrading Lenovo Hardware Management Pack on more than one
management server, complete the following procedure.
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Procedure

1. Finish installing Lenovo Hardware Management Pack on all of the management
servers completely before importing the management packs.

2. When the installation is finished, take the management servers out of
maintenance mode.

Uninstalling Lenovo Hardware Management Pack v6.1

The following procedure describes how to uninstall Lenovo Hardware
Management Pack.

Procedure

1. Place the server from which you are uninstalling Lenovo Hardware
Management Pack, into maintenance mode.

2. Remove the management pack entries from the Operations Manager Console.
For more information, see [“Deleting Lenovo Hardware Management Packs.”]

3. Use Add or Remove Programs to remove Lenovo Hardware Management
Pack.

Deleting Lenovo Hardware Management Packs

To prevent errors caused by missing runtime support libraries, delete the
management packs from Operations Manager first before removing the Lenovo
Hardware Management Pack package. Errors can also occur if you uninstall
Lenovo Hardware Management Pack from more than one management server.

Before you begin

If you plan to continue using Lenovo Hardware Management Pack, but only need
to move the responsibility of one management server to another server, make sure
that a new designated management server has taken over the responsibility
successfully before you remove the installed Lenovo Hardware Management Pack
package.

Procedure

1. In the Administration pane of the Operations Manager Console, select and
delete the following management pack entries of Lenovo Hardware
Management Pack from Operations Manager:

* Lenovo Hardware Management Pack — Common Library

* Lenovo Hardware Management Pack for System x and x86/x64 Blade
Systems

* Lenovo Hardware Management Pack for BladeCenter Chassis and Modules
* Lenovo Hardware Management Pack — Hardware IDs Library

* Lenovo Hardware Management Pack — Relation Library

* Lenovo Hardware Management Pack for Flex System Chassis and Modules
* Lenovo Hardware Management Pack — Flex Relation Library

* Lenovo Hardware Management Pack for Lenovo Integrated Management
Module

2. Remove the software package and files as described in [“Uninstalling the
lsoftware package” on page 26, by using the Add/Remove Programs option.
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Removing the IBM Power CIM Provider

The following procedure describes how to remove the IBM Power CIM Provider.

About this task

To remove the IBM Power CIM Provider, perform step 1. Step 2 provides explains
how to view uninstallation results and debug information.

Procedure

1. By using Add/Remove Programs on the managed server, select the IBM Power
CIM Provider you want to remove, and click uninstall. The CIM Server,
wmicimserver may take a few minutes to completely unload the IBM Power
CIM Provider.

2. Check the IBM Power CIM Provider installation directory for a file called
RegIBMPowerCim.Tog, which lists the output from the uninstallation process.
This log file will indicate whether an error may have occurred during
uninstallation.

Notes:

* To avoid unpredictable results, uninstall the IBM Power CIM Provider before
uninstalling the Director Agent.

* If you accidentally uninstall Director Agent first, and then try uninstalling
IBM Power CIM Provider, the IBM Power CIM Provider may not get
uninstalled.

Complete the following steps.

a. To uninstall IBM Power CIM Provider, reinstall Director Agent, and repair
the IBM Power CIM Provider.

b. Uninstall IBM Power CIM Provider, and then uninstall the Director
Agent.

Uninstalling the software package

The following procedure describes how to uninstall Lenovo Hardware
Management Pack.

Procedure

1. Remove the management pack entries as described in [“Deleting Lenovo|
[Hardware Management Packs” on page 25,

2. Uninstall the software package and files entirely by using Add/Remove
Programs in the Windows Control panel, select Remove the Lenovo Hardware
Management Pack for Microsoft System Center Operations Manager 2007,
v5.5.

Downgrading to a previous version of Lenovo Hardware
Management Pack

To downgrade Lenovo Hardware Management Pack to a previous version of
Lenovo Hardware Management Pack, complete the following procedure.

Procedure
1. Uninstall the current version of Lenovo Hardware Management Pack.
2. Reinstall the prior version of Lenovo Hardware Management Pack.
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Information about reinstalling Lenovo Hardware Management Pack

v6.1

If you recently removed management packs from the Operations Manager Console,
you need to wait for the settings to be propagated to the Operations Manager
Console database before you can reinstall.

Important: If you do not wait for the removal of the management packs to
register, reinstalling can result in managed clients not being listed in Operations
Manager.

See [Microsoft Support: Discovery information is missing after you delete and then|
[reimport a management pack in Microsoft System Center Operations Manager 2007|
for information about this known limitation for Microsoft System Center
Operations Manager.

If you remove the management packs from the console, you detach Lenovo
Hardware Management Pack from the Microsoft System Center Operations
Manager server. You must then reinstall Lenovo Hardware Management Pack into
Microsoft System Center Operations Manager and add the management packs back
to the console view.

Configuring BladeCenter SNMP settings

BladeCenter Chassis that are correctly enabled for SNMP can be discovered
automatically by Microsoft network device discovery. After installing Lenovo
Hardware Management Pack, you can determine if the BladeCenter Chassis are
discoverable by completing the following procedure.

Procedure

1. To view the Microsoft System Center Operations Manager consoles that
discover BladeCenter Chassis, click Lenovo Hardware > Lenovo BladeCenters
and Modules > Windows Computers for managing Lenovo BladeCenters.

Use this view to identify the health of computers that have Lenovo Hardware
Management Pack installed and are able to discover and manage BladeCenter
Chassis and components.

2. To monitor BladeCenter Chassis and modules, click Monitoring > Lenovo
Hardware > Lenovo BladeCenter(s) and Modules.

Chassis units are displayed in the results pane followed by a view of their
components and organized the same way management modules present
components:

* Lenovo BladeCenter Blades

* Lenovo BladeCenter Chassis

* Lenovo BladeCenter Cooling Modules

¢ Lenovo BladeCenter I/0O Modules

* Lenovo BladeCenter Management Modules

* Lenovo BladeCenter Media Modules

* Lenovo BladeCenter Power Modules

* Lenovo BladeCenter Storage Modules

Each module type has a health state and the following properties:
* A product name and a logical name for blades

* A product name and a logical name for the module
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* Physical location information
3. Log in to the Lenovo BladeCenter AMM web console.

4. To set ports for SNMP communication for a Lenovo BladeCenter Chassis that
has not been discovered automatically, click MM Control > Port Assignment
on the management module web console.

Serial Port SNMP Agent 161

Port Assignments

Network Interfaces SNMP Traps 162

Figure 5. Default SNMP ports

Use the default SNMP ports of 161 for agent (queries/polling) and 162 for
trapping. It is important for the SNMP port settings to be consistent. Otherwise,
Operations Manager cannot discover the BladeCenter Chassis.

5. To change the SNMP settings, click MM Control > Network Protocols >
Simple Network Management Protocol SNMP and complete the following
steps.

a.

Select Enabled for SNMP Traps, SNMP v1 agent.

Table 10. SNMP settings

Community
name Access type |Fully qualified host name or IP address
Public Set yourOpsMgrServer.yoursite.yourcompany.com

b. Enter the following information for each Operations Manager management
server that manages the BladeCenter:

* Community name is assigned to the BladeCenter through which SNMP
communicates.

* The Fully qualified host name or the IP address.

c. From the Access type list, select Set. Set is the access type required for
enabling the management tasks. A task example is remotely powering on or
off a blade server through the Operations Manager Console.

If you do not intend to allow this type of task through the Operations
Manager Console, you can lower the access type to Trap. At a minimum,
the Trap access type must be set for the Operations Manager server to
perform SNMP queries and receive SNMP traps from the BladeCenter.

To receive events from management modules, a network connection must exist
between the management module and Operations Manager. You must also
configure the management module to send events.

To enable alerts using SNMP over the LAN in firmware revision 46, click MM
Control > Alerts. In the right pane, under Remote Alert Recipients, click the
not used link to configure the alert recipient as illustrated in the next figure.
This step might vary slightly depending on the firmware level.
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Remote Alert Recipient 3 @

1. If you enable a SNMP over LAN recipient, you also need to complete the SNMP section on the Network Protocols

page.
2. Ifyou enable an E-mail over L&N recipient, you also need to complete the SMTP section on the Network Protocols
page.

By entering an email or SNMP address not assigned to your company, you are consenting to share hardware serviceable
events and data with the owner of that email or SNMP address not assigned to your company. In sharing this
infor mation, you warrant that you are in compliance with all import/fexport laws.

Status v

Name

Notification method | SNMP over LAN v:
Receives critical alerts only O

[ Reset to Defaults ][Cancel H Save ]

Figure 6. Enabling alerts using SNMP

a. In the new Remote Alert Recipient window, change the status from
Disabled to Enabled.

b. In the Name field, enter a descriptive name for the management server for

Operations Manager that you will use for managing the BladeCenter. See

“Discovering a BladeCenter in Microsoft System Center Operations Manager|

2007” on page 30| for more about the Management Server setting.

c. From the Notification method list, select SNMP over LAN .

d. Click Save. The following figure is an example of a completed Remote Alert
Recipient.

Remote Alert Recipient 3 @

1. If you enable a SNMP over L&N recipient, you also need to complete the SNIMP section on the Network Protocols

page.
2. If you enable an E-mail over LAN recipient, you also need to complete the SMTP section on the Network Protocols
page.

By entering an email or SNMP address not assigned to your company, you are consenting to share hardware serviceable
events and data with the owner of that email or SNMP address not assigned to your company. In sharing this
information, you warrant that you are in compliance with all import/fexport laws.

Status :Enabl.ed' v

Name |SCOM_RSM_01

Notification method SNMP over LAN v/
Receives critical alerts anly O

[ Reset to Defaults ][Cancel ” Save ]

Figure 7. Remote Alert Recipient

7. Complete the following instructions for firmware revision 46:
a. In the navigation pane, under MM Control, click Alerts.
b. From the context menu, select Monitor Alerts.
c. Select the alerts to send, and click Save.
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The following figure provides an example of what is displayed after completing
this task.

Monitored Alerts @

Use enhanced alert categories

Critical Alerts Warning Alerts Informational Alerts

Chassis/System Management &
Cooling Devices 2]
Power Modules 2]
Blades ™ =
1/O Modules ™
Storage Modules 3] 3]
Event Log 2]
Power On/Off
Inventory change
Network change ™
User activity &

Figure 8. Monitored alerts

Discovering a BladeCenter in Microsoft System Center
Operations Manager 2007

The following procedure describes how to discover a BladeCenter in Microsoft
System Center Operations Manager 2007.

About this task

This task is performed from the Operations Manager Console.

Procedure

1. In navigation pane, click Administration > Device Management > Agent
Managed > Discovery Wizard to start the Computers and Device Management
Wizard.
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Discovery Type
Discoveny Method

Select Dbgects to Manage

Summean

- Computer and Device Management Wizard

b What would you like to manage?

Thiz enables you to discover Windows computers in your

_]'u wym.mmmm to agents on
)y
Unix/Linux computers

your envionment and install agents on the ones you want to

Thiz enables you to discover Unix and Linux computess in
manage.

Network devices

. “**%1 This enables you to specify an IP r1ange to discover network
v devices and monitar them using SHMP.

Select a discovery type and click Mesxt to continue.

¢ Erevinus | Newt > Discoves

Figure 9. Discovery Wizard

2. On the What would you like to manage page, click Network devices and click

Next, as shown in the figure above for Microsoft System Center Operations

Manager 2007 R2.

Note: For Microsoft System Center Operations Manager 2007 SP1, make the

following selections:

a. Click Advanced discovery for the Auto or Advanced?.
b. Click Network Devices for Computer & Device Types.

c. From the Management Server list, select the management server that will

discover and manage the BladeCenter.
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M- Computer and Device Management Wizard

Discovery Type

Discovery Method Specify Network Addresses

Select (bjects to Manage Sty a stacting e erid :
Suemmany Start: End:

— !

Simple Network Management Protocol (SNMP) Community Strings

The password used to discover netwark devices is called a "community string”, Please
specify your network device community string.

‘Community string:

Eu‘blic

Simple Network Management Protocol (SNMP) Community Yersion
Wersion:

TR |

Discovery Interval

Ry v [ 2= [nues =

Management Server
|kkROD4.5COMR2.com =

Figure 10. Discovery Method

3. On the Discovery Method page, enter the following information:

a. Specify Network Addresses: Provide an IP address range for discovery.
Enter the start and end IP addresses.

Community String: Enter the name used on the chassis SNMP settings.
Version: From the Version list, select SNMPv1 .

d. Discovery Interval: Select the Discovery Timeout, selecting the timeout
number of minutes.

e. Management Server: Select the Microsoft System Center Operations
Manager management server that will discover and manage the target
BladeCenter.

Note: Ensure the management server that has Lenovo Hardware
Management Pack installed is also setup to discover and manage the target
chassis through its SNMP settings. For more information, see |“Configurin§|
BladeCenter SNMP settings” on page 27| and [“Discovering a Flex System|
Chassis enabled for SNMP” on page 41

f. Click Discovery to open the Select Objects to Manage page.
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_{ Select Objects to Manage

Introduchon @ Help
Auto or Advanced? Discovery Results

Discovery Method
The discovery process found the following ur-managed devices.

Admnistrator Account

Select the devices you want to manage:

[A scom.-T100 xLab Jocsl

Select Al | ng_«,ebctau[
Manasgement Server
|ScoMMe-SP1 dLab jocal

Management Mode:

fgent =]

cBwios (B> ] vt | _coua |

Figure 11. Select Objects to Manage

4. Complete the following steps, and then click Next.

a. Select the devices you want to manage: Select the IP address of the chassis
unit to manage.

b. Management Server: Accept the default values.
c. Management Mode: Accept the default values.

Note: For Microsoft System Center Operations Manager 2007 SP1, enter the
name of the Microsoft System Center Operations Manager Management Server
that you entered in the Proxy Agent field on the Auto or Advanced page.

Discovering a BladeCenter in Microsoft System Center
Operations Manager 2012

The following procedure describes how to discover a BladeCenter in Microsoft
System Center Operations Manager 2012.

About this task

This task is performed from the Operations Manager Console.

Procedure

1. In the navigation pane, click Administration > Device Management > Agent
Managed > Discovery Wizard to start the Computers and Device
Management Wizard.

2. In the navigation pane, click Discovery Types.
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Figure 12. Discovery types

3. On the What would you like to manage page, click Network devices and click
Next, as shown in the figure above.
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Figure 13. General Properties page

4. On the General Properties page, complete the following steps, and then click
Next.

a. In the Name field, enter the name of the discovery rule.
b. Select Available management server.
c. Select Resource pool.
5. On the Discovery Method page, select Explicit Discovery and click Next.

6. On the Default Accounts page, select Create Account and click Finish to
create the community string. The Create Run As Account Wizard starts, and
the Introduction page opens.
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Figure 14. Introduction

7. On the Introduction page, click Next. The Devices page opens.
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Figure 15. Devices

8. On the Devices page, click Add. The Add a Device dialog box opens.
9. In the Add a Device dialog box, complete the following steps:

a. In the BladeCenter IP address field, enter the IP address of the
BladeCenter.

b. From the Access Mode list, select SNMP.

c. In the SNMP V1 or V2 Run as account field, change the value for
SNMPV1 or SNMPV2.

d. Click OK to return to the Discovery Wizard.
If you have additional devices to add, repeat steps 8 and 9.
10. Click Next to complete the Discovery Wizard.
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Figure 16. Creating the discovery warning

Note: If a Warning window opens asking if you would like to distribute the
accounts, select Yes to complete the Discovery Wizard.

The Completion page opens.

38 Lenovo Hardware Management Pack for Operations Manager, Version 6.1 User’s Guide



Figure 17. Discovery Wizard Completion

11. On the Completion page, select one of the following options:

* Click Run the network discovery rule after the wizard is closed and click
Close. The progress of a network discovery rule running after the Discovery
Wizard has closed is displayed.

* Click Close, and go to the Discovery Rules page to select a Discovery Rule
to run.

The Discovery Rules page opens.
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Figure 18. Discovery Rules

12. Select a Discovery Rule and click Run.

Removing a discovered BladeCenter Chassis

The following procedure describes how to remove a discovered BladeCenter

Chassis from a group of discovered systems.

About this task

This task is performed from the Operations Manager Console.

Procedure

1. Click Administration > Device Management > Netw
BladeCenter Chassis is displayed in the results pane.

ork Devices. A list of

2. Right-click a BladeCenter Chassis and select Delete to start the delete task.

When the chassis and its discovered components are removed from the group,
the following components are no longer displayed for the BladeCenter that was

deleted:

* Lenovo BladeCenter Blades

* Lenovo BladeCenter Chassis

* Lenovo BladeCenter Cooling Modules

* Lenovo BladeCenter I/O Modules

* Lenovo BladeCenter Management Modules
* Lenovo BladeCenter Media Modules

* Lenovo BladeCenter Power Modules

* Lenovo BladeCenter Storage Modules
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Discovering a Flex System Chassis enabled for SNMP

A Flex System Chassis that is correctly enabled for SNMP can be discovered
automatically by the Microsoft network device discovery. After installing Hardware
Management Pack, you can verify if the Flex System Chassis is discoverable.

Procedure

1. To discover a Flex System Chassis, click Lenovo Hardware > Lenovo Flex
Systems and Modules > Windows Computers for managing Lenovo Flex
Systems Chassis(s). You can also use this view to identify the health of
computers that have Hardware Management Pack installed and discover and
manage Flex System Chassis and components.

Note: Only the management server that has the activation license installed can
manage Flex System Chassis and modules.

2. To monitor Flex System Chassis and modules, click Monitoring > Lenovo
Hardware > Lenovo Flex System Chassis(s) and Modules. Chassis units are
displayed in the results pane and include a view of their components organized
in the same way that the management modules present components:

* Lenovo Flex System Compute Nodes/Storage

* Lenovo Flex System Cooling Modules

* Lenovo Flex System FanMux Modules

* Lenovo Flex System I/0O Modules

* Lenovo Flex System Management Modules

* Lenovo Flex System Power Modules

* Lenovo Flex System RearLED Modules

Each module type has a health state and the following properties:
* A product name and a logical name for the module

* Physical location info

3. Log in to the IBM Flex System Chassis CMM web console. To set SNMP
communication ports for a Flex System Chassis, that has not been discovered
automatically, click Mgt Module Management > Network > Port Assignments
on the Chassis management module web console.

Mgt Module Management * | Sasrch

User Accounts Create and modify user accounts that will have access to this we
Firmware View CMM firmware information and update firmware

Security Configure security protocols such as S5L and SSH

Network Metwork settings such as SNMP and LDAP used by the CMHM

Figure 19. Default SNMP ports

It is important for the SNMP port settings to be consistent. Otherwise,
Operations Manager cannot discover the Flex System Chassis. Use the
following default SNMP ports:

* 161 for agent (queries/polling)
* 162 for trapping
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Serial Port SNMP Agent ;161

Port Assignments

Network Interfaces SMMP Traps 162

Figure 20. Setting default SNMP ports

4. To change the SNMP settings, click Mgt Module Management > Network >
SNMP. There are two SNMP agent versions that can be selected for System
Center Operations Manager (SCOM) to manage the Flex chassis. Select one of
the following methods:

* Method 1: Enabled for SNMPv1 Agent

* Method 2: Enabled for SNMPv3 Agent

To receive events from the management modules, a network connection must
exist between the management module and the Microsoft System Center
Operations Manager. You must also configure the management module to send
events.

5. Using SNMP over LAN, click Events > Event Recipients.

Events * | Service and Support *  Chassis Management * Mgt Module Management »

Event Log Full log history of all events ‘

Event Recipients Add and modify E-Mail, SNMP, and Syslog recipients ‘

Figure 21. Selecting Event Recipients

6. Click Create > Create SNMP Recipient.

Event Recipients

| Create = || Delete || Global Settings || Syslog Settings | | Generate Test Event

Create E-mail fication Method Ewvents to Receive Status
Recipient [ . y . y

[ nail over LAN As defined in Global Seftings Disabled
Create SNMP Recipient  pp over LAN As defined in Global Settings Enabled
9.125.90.84 SNMP over LAN As defined in Global Settings Enabled
9.115.252.91 SHNMP gver LAMN As defined in Global Settings Enabled

Figure 22. Create Event Recipients

7. In the Create SNMP Recipient dialog box, complete the following steps.
* In the Descriptive name field, enter a name.
* From the Status list, select Enable this recipient.

* For Events to Receive, select Use the global settings or Only receive critical
alerts.

* Click OK to return to the Event Recipients page.
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Event Recipients

| Create « || Delete || Global Settings || Syslog Settings || Generate Test Event |

| Create E-mail Eil’rcation Methad Events to Receive Status
Recipient = ’ : ;
_r|a|i over LAMN As defined in Global Settings Disabled
Lreate SNME Recipient. e ciar LAN As defined in Global Settings Enabled
9.125.90.84 SMNMP aver LAN As defined in Global Settings Enabled
9.115.252 91 SHNMP over LAN As defined in Global Settings Enabled

Figure 23. Creating an SNMP Recipient

8. If you selected, Use the global settings, the Event Recipient Global Settings
dialog box is displayed.

| Event Reciplent Global Sattings x
These settings will apply to 3l event recpents.

Retry limit:
=]

Celay betwoen attampts (minutes):
0 :

Send event 100 with e-mail notifications

Critical Events Warning Events Informational Events
Chassis/System Management o | o
Cooling Devices e E 7
Power Maodules e o o
Compute Nodes Z Ed 7
10 Modules o | ol
Event Log d o
Power OnyfOfF ol
Inwvernitory change o
Network change |
User activity v
oK || Cancel

Figure 24. Event Recipient Global Settings

9. Click OK to return to the Event Recipients page.

Enabling SNMPv1 Agent

The following procedure describes how to enable SNMPv1 Agent protocol.

Procedure
1. Click Enabled for SNMPv1 Agent.
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Simple Network Management Protocol (SNMP)

.4 Enable SHMPv1 Agent
.<|Enable SNMPv3 Agent

Contact Traps Communities

Select communities to configure. At least one community must be configured.

Community 1 4 Enable Community 2
Community name: Community name:
public test
Access type: Access type:

Set Set

Fully Qualified Hostnames or IP Addresses: Fully Qualified Hostnames or IP A

0.0.0.0 0.0.0.0
0::0 0.115.253.41
9.125.90.84 0.115.252.91

Figure 25. Simple Network Management Protocol (SNMP)

2. Click the Traps tab and click Enable SNMP Traps.

3. Click the Communities tab and complete the following steps for each Microsoft
System Center Operations Manager server that will manage the Flex System.

a. In the Community name field, enter the name that is assigned to the Flex
System through which SNMP communicates.

b. From the Access type list, select Set. This is required for enabling the
management tasks. If you do not intend to allow this type of task through
the Operations Manager Console, you can lower the access type to Trap. At
a minimum, the Trap access type must be set so that the Operations
Manager server can perform SNMP queries and receive SNMP traps from
the Flex System.

c. From the Fully Qualified Hostnames or IP Addresses lists, select the
appropriate entries.

Note: By default, the Chassis module Security Policies level is Secure. At this
level, SNMPv1 cannot be enabled. To use SNMPv1, change the security level to
Legacy, by clicking Mgt Module Management > Security > Security Policies >
Legacy.
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IBM Chassis Management Module USERI

(1Y  System Stotus  Multi-Chesss Monitor  Events »  Sendce and Support = Chassis Mansgement » Mgt Module Managemant «
Security
Apply
Security Policies |~ Cortificate Authority | HTTPS Server | LDAP Client | 55H Server
Use the verscal ghder contral balow to adjust the securty pobcy lavel
— Secure PC}HC‘," Setting: Legacy

The Legacy level of security policy provides the wser with the greatest kevel of fleasbility and responshility for menaging
platfiorm security, but this policy is least secure overall, Some of the attributes of Legacy security policy level are listed
Iitlione:
+ Legacy
= Weak password policies are permitbed
» ‘Well-known passwonds for network login are not required to be changed
» Unencrypted cormerunication protocols may be enabled

Figure 26. Security Policy setting

Enabling SNMPv3 Agent

The following procedure describes how to enable the Enabled for SNMPv3 Agent
protocol. Using SNMPv3 Agent requires that you either create a new user with the
Create User option or use the default user.

Before you begin

If you want to use SNMPv3 Agent to manage a Flex System Chassis from the
Microsoft System Center Operations Manager server, you first need to create an
SNMPv3 user account or select a default user from the list to open the User
Properties page.

Procedure

1. Click Mgt Module Management > User Accounts.

2. Click the General tab and set the user password.

3. Click the SNMPv3 tab and configure the Authentication Protocol.
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User Properties

General Permission Group SNMPV3 SSH Client Public Kay

Context name:

Authentication Protocol:
Hash-based Message Authentication Code (HMAC) - Secure Hash Algorithm (SHA)

ryption Standard (AES)

Privacy password:
Confirm privacy password:

Access type:
Set

IP address or host name for traps:
9.125.90.102
oK | Cancel |
Figure 27. Account credentials for creating a new user for SNMPv3 devices

a. From the Authentication Protocol list, select Use a Privacy Protocol.

b. In the Privacy password field, enter the authentication key, and in the
Confirm privacy password field, re-enter the authentication key.

c. Change the Access type to Set.

d. In the IP address or host name for traps field, enter the SCOM server IP
address.

4. Click OK.

Discovering a Flex System Chassis in Microsoft System
Center Operations Manager 2007

Microsoft System Center Operations Manager 2007 only supports SNMPv1 for
managing an Flex System Chassis.

About this task

To discover a chassis and its components in Microsoft System Center Operations
Manager 2007, refer to |“Discovering a BladeCenter in Microsoft System Center]
[Operations Manager 2007” on page 30,

Discovering a Flex System Chassis in Microsoft System
Center Operations Manager 2012

The following procedure describes how to discover an Flex System Chassis in
Microsoft System Center Operations Manager 2012.

Before you begin

On a management server, log in to the Microsoft System Center Operations
Manager operations console as Administrator.

46 Lenovo Hardware Management Pack for Operations Manager, Version 6.1 User’s Guide



Note: This feature only supports a CMM IP address. Do not use an IMM IP
address.

About this task

To discover a chassis and its components in Operations Manager 2012 using
SNMPv1, refer to [“Discovering a BladeCenter in Microsoft System Center|

[Operations Manager 2007” on page 30,

To discover a chassis and its components in Operations Manager 2012 using
SNMPv3, complete the following steps on a management server.

Procedure

1.

© N oo

11.

Click Administration > Device Management > Agent Management >
Discovery Wizard to start the Computers and Device Management Wizard.

In the navigation pane, click Discovery Types.

On the What would you like to manage page, click Network devices and click
Next.

On the General Properties page, complete the following steps:

a. In the Name field, enter the discovery rule.

b. Select an Available management server.

c. Select a Resource Pool.

On the Discovery Method page, select Explicit Discovery and click Next.
On the Default Accounts page, select Next.

On the Devices page, click Add. The Add a Device dialog box opens.
In the Add a Device dialog box, complete the following steps.

a. Enter the Flex System IP address.

Select SNMP for the Access mode.

Select v3 for the SNMP version.

Select Add SNMP V3 Run As Account.

Perform the steps in the Create Run As Account Wizard to fill in the
SNMPv3 account you just created in Flex Management web console.

f. Click OK to return to the Discovery Wizard.
If you have additional devices to add, repeat steps 7 and 8.

® oo o

Click Next to complete the Discovery Wizard.
On the Completion page, select one of the following options:

* Click Run the network discovery rule after the wizard is closed and then
click Close. When the Discovery Wizard has closed, the progress of the
network discovery rule running is displayed.

* Click Close.

Select a Discovery Rule and click Run.

Note: You can also modify the discovery rule by selecting the rule’s
Properties.

Discovering a Flex System Chassis that is or will be managed
by Lenovo XClarity Administrator

With Lenovo centralized management being introduced, Systems Center
Operations Manager might have an issue accessing CMM through SNMP.
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About this task

To manage a Flex System Chassis that is or will be managed by Lenovo XClarity
Administrator, you need to select a workaround option. Listed below are two
options that can be used.

Workaround Option A (Recommended):
This option allows CMM and IMM2 to continue running in secure mode.
However, it does have some usability issues, requiring unmanage and
managing password expirations.

This option is for a new chassis managed by Lenovo XClarity
Administrator and a CMM that is already managed by Lenovo XClarity
Administrator.

Workaround Option B (Not Recommended):
This option requires both CMM and IMM2 to stay in legacy mode and
weakens the overall security status of the chassis.

This option can be used if you intend to run in legacy mode for other
reasons.

This option is for a new chassis managed by Lenovo XClarity
Administrator or a CMM that is already managed by Lenovo XClarity
Administrator.

Workaround Option A

Use this procedure if you will continue running CMM and IMM2 in secure mode
and have a new chassis managed by Lenovo XClarity Administrator and a CMM
that is already managed by Lenovo XClarity Administrator.

Before you begin

If CMM is already managed, unmanage CMM first before proceeding with these
steps.

Procedure
1. Create a user account on CMM.
a. Configure the SNMP properties on CMM for the new user account.
b. Set the user account to provision the SNMP account to IMM2.
c. Enable node account management by CMM.
d

. Repeat steps a, b and ¢ for each additional SNMP account that will be
supported by CMM. CMM can support a total of 12 SNMP accounts.

e. For each new user login, change the first-time password. New passwords
are valid for 90 days.

2. Manage (or remanage) the chassis.
What to do next

When an SNMP account password expires:

1. Unmanage the chassis and change the password for SNMP users that have an
expired password. It is recommended that you change all of the SNMP user
account passwords before they expire in 90 days to avoid account disruption.

2. Remanage the chassis after changing SNMP user passwords.
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Workaround Option B:
Use this procedure if you will be running both CMM and IMM2 in legacy mode.
About this task

Select the applicable procedure step:
* Complete step 1 for a new chassis that is not already managed by CMM.

* Complete step 2 for a CMM that is already managed by Lenovo XClarity
Administrator.

Procedure
1. Complete these steps for a new chassis that is not already managed by CMM:
a. Change the CMM security policy to legacy.

b. Change the CMM global login settings to legacy There are no requirements
for changing the password on first login, and there is no password
expiration.

Create a user account on CMM.

Configure the SNMP properties on CMM for the new user account.
Set the user account to provision the SNMP account to IMM2.
Enable node account management by CMM.

@ mo oo

Repeat steps a, b and c for each additional SNMP account that will be
supported by CMM. CMM can support a total of 12 SNMP accounts.

h. Manage the chassis.

Notes:

* This workaround does not require chassis unmanage to change
passwords because passwords do not expire.

* This approach also allows new SNMP users to be created while being
managed on CMM and IMM2.

* SNMP accounts created on CMM while being managed are not
provisioned.

2. Complete these steps for a CMM that is already managed by Lenovo XClarity
Administrator:

a. Change the CMM security policy to legacy.
b. Change the CMM global login settings to legacy

There are no requirement to change the password on first login, and there is
no password expiration.

Notes:

* CMM SNMP account provisioning is already disabled when it is
managed by Lenovo XClarity Administrator. No explicit action is
required to disable provisioning.

* This workaround does not require chassis unmanage to change
passwords because passwords do not expire.

* This approach also allows new SNMP users to be created while being
managed on CMM and IMM2.

¢ SNMP accounts created on CMM while being managed are not
provisioned.
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Removing a discovered Flex System Chassis

The following procedure describes how to remove a discovered Flex System
Chassis from the group of discovered systems.

About this task

This task is performed from the Operations Manager Console.

Procedure
1. Click Administration > Network Devices.

2. In the results pane, select the Flex System or BladeCenter Chassis you want to
delete.

3. Right-click and select Delete to start the delete task.

When the chassis and its discovered components are removed from the group,
the following components of a Flex System Chassis are no longer displayed:

Lenovo Flex System Chassis Compute Nodes/Storage
Lenovo Flex System Chassis Cooling Modules
Lenovo Flex System Chassis FanMux Modules
Lenovo Flex System Chassis I/O Modules

Lenovo Flex System Chassis Management Modules
Lenovo Flex System Chassis Power Modules

Lenovo Flex System Chassis RearLED Modules
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Chapter 5. Working with Lenovo Hardware Management Pack

The topics in this section describe how Hardware Management Pack enhances the
functionality of Operations Manager by providing more detailed information about
the managed Lenovo systems.

To learn more about using Operations Manager when Hardware Management Pack
is installed, perform the tasks in the [‘Monitoring through the Operations Manager]

onsole”| topic.

Lenovo Hardware Management Pack provides the ability to:

* Monitor a system from the Monitoring pane of the Operations Manager Console,
as described in [“Monitoring through the Operations Manager Console.”|

* Add a Lenovo system to the managed systems, as described in |”Adding 5'
[system that will be managed by Operations Manager” on page 59|

* Monitor the health of systems, components, and systems-management software,
as described in [“Monitoring the health of systems, hardware components, and|
[other targets” on page 70

+ Identify and resolves errors, as described in [“Using Health Explorer to identifyl|
fand resolve problems” on page 73,

* Access the Lenovo knowledge pages, as described in [“Using knowledge pages to|
[resolve problems” on page 75

Monitoring through the Operations Manager Console

The following procedure describes how to use the Operations Manager Console
with Hardware Management Pack installed. After installing Hardware
Management Pack, you can use the Monitoring pane of the Operations Manager
Console to select folders and views that provide complete health information of
your BladeCenter Chassis, Flex System Chassis and chassis components, Integrated
Management Module, and System x and x86/x64 Blade servers. From the
Operations Manager Console you can also discover an Integrated Management
Module (IMM) to enable and monitor Hardware Failure Management.

About this task

Perform these steps to become familiar with the Monitoring pane of the Operations
Manager Console and the features that Hardware Management Pack adds:

Procedure

1. In the navigation pane, click the Monitoring tab. The Monitoring pane lists the
systems and hardware components that you can monitor with Hardware
Management Pack. The following figure shows a portion of the Monitoring
pane after you install Hardware Management Pack.
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| Llenovo Integrated Management Module kb
=25 Leriovo Licensed System Group

2= Lenowo System x Power Data Chart

Lenovo Unlicensed System Group
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Figure 28. Monitoring pane

The Lenovo Hardware folder consists of several different views and folders
that monitor data collected from Lenovo systems. The Windows Computers on
Lenovo System x or x86/x64 Blade Servers view provides a global view. The
other folders provide additional views for different types of monitoring data
collected from Lenovo systems.

Lenovo Hardware:
This folder includes active alerts, task status, and aggregate targets for
all discovered Lenovo systems and hardware components.

Lenovo Integrated Management Module (IMM):
This view provides the status of IMM-based servers.

Lenovo Licensed System Group:
This view provides the status of Windows computers on a server with
the premium features enabled.

Lenovo Unlicensed System Group:
This view provides the status of Windows computers on a server when
the premium features are not enabled.

Windows Computers for Managing Lenovo License:
This view provides the status of Operations Manager management
servers that are capable of managing the premium features.

Windows Computers on Lenovo System x or x86/x64 Blade Servers:
This view provides the status of System x or x86/x64 Blade servers.
Use this view as you would the Monitoring > Computers view. The
difference is that this view contains only System x or BladeCenter
x86/x64 Blade servers.

Lenovo BladeCenter(s) and Modules:
This folder contains a summarized view for all of the BladeCenters and
Modules and personalized summary views of specific alerts, task
status, BladeCenters, and Windows computers for managing
BladeCenters.

Lenovo Flex System Chassis and Modules:
This folder contains a summarized view for all of the Flex System
Chassis and Modules and personalized summary views of specific
alerts, task status, Flex System Chassis, and Windows computers for
managing Flex System Chassis.
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Lenovo Integrated Management Module (IMM):
This folder contains a summarized view for hardware components of
IMM-based servers and personalized summary views of active alerts,
cooling devices, fibre channel, infiniband, network adapter, numeric
sensor, physical memory, processor, raid controller, and pci device.

Lenovo System x and x86/x64 Blade Servers:
This folder contains a summarized view for all of the systems
including: System x and BladeCenter x86/x64 Blade systems and
personalized summary views of specific types of System x and
BladeCenter x86/x64 Blade servers. These systems are grouped by
platform type and include tower, rack, blade, enterprise server, and
unclassified.

2. Click Windows Computer on Lenovo System X or x86/x64 Blade Servers to
view detailed information for System x or x86/x64 Blade servers running
Windows.

Only manageable hardware components are discovered and monitored, and
therefore not all components are included. For example, a system with one or
more non-manageable fans does not have all of its fans discovered or
monitored. In the following figure, the detail view for the pane labeled Lenovo
Hardware Components of LenovoSystem x or x86/x64 Blade servers shows
various components.
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Figure 29. Windows Computers on Lenovo System x or x86/x64 Blade Server view

3. Click the Lenovo BladeCenter(s) and Modules folder to view detailed
information about BladeCenter(s) and modules.
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Figure 30. Lenovo BladeCenter(s) and Modules folder view

The Lenovo Bladecenter(s) Modules folder contains five views and one folder:

Active Alerts:
This view provides the status of the BladeCenter alerts.

Lenovo BladeCenter(s):
This view provides a summarized list of all BladeCenter Chassis and
chassis components, such as Blades, Cooling, 1/0O, Storage, Power,
Management Modules, and other components.

Task Status:
This view provides the status of the Lenovo BladeCenters Modules and
Chassis.

Task Status for BladeCenter(s):
This view provides the status of the Lenovo BladeCenters.

Windows Computers for Managing Lenovo BladeCenter(s):
This view shows the management modules that communicate with
Lenovo BladeCenter Chassis.

Lenovo BladeCenter Modules:
This folder contains all of the component information and status
information for the BladeCenter Chassis, chassis components, and blade
servers. Categories include Blades, Chassis, Cooling, /O, Management
Modules, Media Modules, Power, and Storage.

4. Click the Lenovo BladeCenter Modules folder to display the views in this
folder.

After discovering a BladeCenter Chassis and its chassis modules, Hardware
Management Pack classifies the modules according to their module type and
then adds each module to the applicable module view:

¢ Lenovo BladeCenter Blades

* Lenovo BladeCenter Chassis
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* Lenovo BladeCenter Cooling Modules

* Lenovo BladeCenter I/O Modules

* Lenovo BladeCenter Management Modules
* Lenovo BladeCenter Media Modules

* Lenovo BladeCenter Power Modules

* Lenovo BladeCenter Storage Modules
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Figure 31. Lenovo BladeCenter Modules

5. Click the Lenovo Flex System Chassis and Modules folder to display detailed
information about Flex System Chassis and modules.
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Figure 32. Lenovo Flex System Chassis folder view

The Lenovo Flex System Chassis and Modules folder has five views and one
folder:

Active Alerts:
This view provides the status of the Flex System Chassis alerts.

Lenovo Flex System Chassis:
This view provides a summarized list of all Flex System Chassis and
chassis components, such as: Compute Nodes, Cooling, I/0O, Storage,
Power, Management Modules, and other components.

Task Status:
This view provides the status of the Flex System Chassis Modules and
Chassis.

Task Status for Lenovo Flex System Chassis:
This view provides the status of the Flex System Chassis.

Windows Computers for Managing Lenovo Flex System Chassis:
This view shows management modules that can communicate with Flex
System Chassis.

Lenovo Flex System Chassis Modules:
This folder contains all of the component information and status
information for the Flex System Chassis, chassis components, and
compute nodes. Categories include Compute Node, Cooling, FanMux
Modules, FSM, 1I/O Modules, Management Modules, Power Modules,
Rear LED Modules, and Storage.

6. Click the Lenovo Flex System Chassis Modules folder to display the views in
this folder. After discovering an Flex System Chassis and the chassis modules,
Hardware Management Pack classifies the chassis modules according to their
module type and then adds each module to the applicable module view:

* Lenovo Flex System Chassis Compute Nodes
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* Lenovo Flex System Chassis Cooling Modules

* Lenovo Flex System Chassis FanMux Modules

* Lenovo Flex System Chassis FSM

* Lenovo Flex System Chassis 1/0O Modules

* Lenovo Flex System Chassis Management Modules

* Lenovo Flex System Chassis Power Modules
* Lenovo Flex System Chassis RearLED Modules
* Lenovo Flex System Chassis Storage
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Figure 33. Lenovo Flex System Chassis Modules

7. Click the Lenovo Integrated Management Module view to display the views
in the folder. After discovering an IMM-based system using agentless mode,
Hardware Management Pack adds the system to the view of Lenovo Integrated
Management Module, and adds sub-hardware components into the Lenovo
System x and x86/x64 Blade Servers group views (if applicable):

* Cooling Devices
* Fibre Channel

e Firmware/VPD
* InfiniBand

* Network Adapter
* NumericSensor

» PCI Device

* Physical Memory
* Processor

* RAID Controller
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Figure 34. Lenovo Integrated Management Module Active Alerts view

8. Click the Lenovo System x and x86/x64 Blade Servers view to display the
views in the folder.

After discovering a Lenovo system with Windows, Hardware Management
Pack classifies the system according to its system type and then adds the
system to the view of All Lenovo System x and x86/x64 Blade Servers and to
one of the following system group views, according to the system platform

type:

Active Alerts for Lenovo Software for HW Mgmt
All Lenovo System x and x86/x64 Blade Servers
Lenovo Flex System x86/x64 Compute Nodes
Lenovo System x Enterprise/Scalable Systems
Lenovo System x iDataPlex Systems

Lenovo System x Rack-mount Systems

Lenovo System x Tower Systems

Lenovo x86/x64 Blade Systems

Lenovo Blade OOB-IB Reflection Group: This view provides the status of
Windows computers on Lenovo x86/x64 Blade servers and the relationship
between a Lenovo BladeCenter x86/x64 Blade server in the LenovoSystem x
and BladeCenter x86/x64 Blade Servers (monitored through Inband) and
BladeCenter(s) and Modules (monitored through Out of Band) folders.

Note: This view is available only when the premium features are enabled.
Task Status

Unclassified Lenovo System x and BladeCenter x86/x64 Blade Systems
(systems that are either too old or too new to be classified correctly)

Hardware Components of Lenovo System x or x86/x64 Blade Servers
(folder)

Click the All Lenovo System x and x86/x64 Blade Servers view to display the
dashboard views of its systems and hardware components.
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Each view within the All Lenovo Systems x and x86/x64 Blade Servers view
provides a dashboard of health states and manageable hardware components
for each system, as shown in the following figure.
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Figure 35. Dashboard view

Adding a system that will be managed by Operations Manager

Use the Microsoft System Center Operations Manager 2007 Discovery Wizard to
discover and add systems that will be managed by Operations Manager. The
Discovery Wizard deploys Hardware Management Pack to the discovered system.

Note: The Discovery Wizard does not show systems that are already being
monitored.

Optional steps before starting this task

When the Lenovo License Entitlement Pack is installed and the root management
server of Microsoft System Center Operations Manager is registered with the
Lenovo License Entitlement Pack, the Hardware Management Software
Configuration Advisor for Lenovo Systems (SW Configuration Advisor) program
analyzes the software dependencies of Lenovo Hardware Management Pack for
Windows computers managed by Microsoft System Center Operations Manager.

For details about the Lenovo License Entitlement Pack, contact your Lenovo sales
representative.

How to check software dependencies on a remote computer
The following procedure describes how to check for software dependencies by
using the Software Configuration Advisor program.
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Procedure

1.

Log in to the Operations Manager server and open a command shell window, a
DOS commands window, or a PowerShell command window.

Change the directory to the toolbox directory. By default, the toolbox directory
path is: %ProgramFiles%\Lenovo\Lenovo Hardware Management Pack\toolbox.
(This directory is located after the installation directory of Lenovo Hardware
Management Pack for Microsoft System Center Operations Manager).

Start ibmSwConfigurationAdvisor.vbs. This is the program name for the
Hardware Management Software Configuration Advisor for Lenovo Systems.
You can use the following options when running this program:

/help:
Provides the syntax of the ibmSwConfigurationAdvisor.vbs program.

/opt detail:
Provides additional, detailed information about the target computer.

Enter the following required account information for the account that is a
member of the Administrators role for the Windows computer.

This program is in the format of a Microsoft Visual Basic Script.

* Computer Name: IBMUIMOO4

* Domain name: d205

¢ Username: admind205

* Password: aWd25$tg

The target computer information is listed in the program’s Analysis Summary:

= csoript SSnologo cscript SSnologo ibmS3wConfigurationbdvisor.wvhbs
Sremote TEMUTHMOO4 dE05S adwmindZ0L5 aldzEitog

===========:5+ Computer: IBMITIMO04 <<<===========

———————— Analysis Summary —---———--

Computer Name - IBMIJTMOO4

Marmfacturer : IEM NT-Model-2/N: 7870-AC1-
03393

Machine Summary : BladeCenter HEEE - [7270ACL] -

—-— Operating System —-
Detected : Microsoft Windows Serwer zZ008 B2 Enterprise (64-bit) - No
Service Pack Information
-- EMEIOS IPMI Shwpport —-—
Detected : Default System BIOS
SMEIOS IPMI Swpport is installed
-- M5 IFMI --
Detected : Microsoft Generic IPMI Compliant Dewvice
Microsoft IPMI Driwer is ramning
—-- Bystems Director —-—
Detected @ &.Z.1 (Director Platform Agent)
Systems Director is running
—-— ServePRlID-MP, MegaPATD , ServePRAID-BR/IR, Integrated BAID —-
Detected : ServeRAID-ER10il

Figure 36. Hardware Management Software Configuration Advisor program

5. Check the Hardware Management Software Configuration Advisor for the

Lenovo Systems report. This report provides a summary of the analysis results.
If there are any software dependency problems reported, examine the report
body for possible resolutions for the software dependencies.
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Example

In many cases, multiple computers are the target of the software dependency
analysis. Using a command shell pipeline increases the productivity of this
analysis.

The following example uses PowerShell to pipe a net view computer name list to
ibmSwConfigurationAdvisor.vbs and saves the program output in the file called
“OneShotServey4IbmHwMp.txt”.

e Administrator: Windows PowerShell |_l£-

Figure 37. PowerShell example of net view

The sample shown in the figure above is dependent on the Windows network
setup and PowerShell environment. Adjustments for the network configuration and
the PowerShell installation might be required.

Using the Discovery Wizard to add a system

The following procedure describes how to add a system that will be managed by
Operations Manager.

About this task
This task is performed from the Operations Manager Console.

Procedure

1. Click Administration > Device Management > Agent Managed > Discovery
Wizard to start the Computers and Device Management wizard.
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Figure 38. Using the context menu to select the Discovery wizard

From the Actions menu, you can also select Configure computers and
devices to manage.

Note: For Microsoft System Center Operations Manager 2007 SP1, the
interface is somewhat different, as shown in the following figure.

%l System Center Operations
Manager Help

34

DNl = I Eoati e WM ELED

[m &

Q") System Center Operations
Manager Oriine

Create Run As Account. ..

Crote Run s rfie... b — __a]

S N et 1) About Configuring Computers and

L

New Notification Subscription k) Hows to Discover Computers and
Devices
Add Management Group

PR B &S

bl ]

Refresh Fs

4 | >

| Dscovery Wizard... |
YT —

[ thorie |
e

CI I *

|
il < Agent Managed Deso o
st | o

-S My Workspace

Figure 39. Using the context menu to select the Discovery Wizard (SP1)
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2. Click Next if the Introduction page opens.

Note: The Introduction page does not display if the Computer and Device
Management Wizard has been run before and you selected Do not show this
page again. If you would prefer that the introduction page not be displayed
again, select the Do not show this page again check box, before clicking Next.

Introduction
[invoducton | @ Heb
Auto or Advanced? Introduction
Discovery Method
This wizard will quide you through the process of discovering your network, and installing
2 agents on computers,
There are three steps to completing this wizard:
S T - Discover computers or network devices

= Selact which discovered objects you want to manage
- Configure agent installation for computers

To begin the Discovery process, chick "Next™

[ New> ]| picove Cancel

Figure 40. Computer and Device Manager Introduction

3. Select Advanced discovery on the Auto or Advanced page.
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" Computer and Device Management Wizard | %]

"k Auto or Advanced?

Introduiction @ Help

Choose automatic or advanced discovery

Discovery Method

” Automatic computer discovery
Scans the » xlab + domain For all Windows-based computers,

Administrator Account

(bjects to Manage
Summarn
+ Advanced discovery
Allows you to specify advanced discovery options and settings.

Computer & Device Types:
I‘Sen-'ers & Clients ﬂ
Mote: YYou can configure how these objects will be discovered, onthe next screen(s).

Management Server
| SCOM-MP-SP1 xLab local =l
W Yerify discovered ¢ can be contacted :

[[<Peviouws |  New> | piove | Concel

Figure 41. Selecting the Auto or Advanced discovery method

4. From the Computer & Device Types list, select Servers & Clients.

5. From the Management Server list, select the management server to be used
for discovery.

6. Select the Verify discovered computers can be contacted check box.
7. Click Next to open the Discovery Method page.
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" Computer and Device Management Wizard E

3‘{ Discovery Method

Introduction & Help
Auto o Advanced? How do you want to discover computers?

(" Scan Active Directory
Select objects from Active Directory to scan, or create an advanced query.

Domain: | KLAB Y, i

Admanistrator Account

Select Objects to Manage

Summarny

Browse Active Directory or bype computer names into the list below. Separate each

computer name by a semi-colon, comma or a new line:
Browse... |

E.g. serverl.contoso.com or serverl

| < Previous I

Cancel

Figure 42. Discovery Method

8. Click Browse for, or type-in computer names, or click Browse to locate the
computer name or enter the computer name of the Lenovo system and click
Next.
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" Computer and Device Management Wizard [ %]

_& Discovery Method

Introduction &) Help
Auto o Advanced? How do you want to discover computers?

(" Scan Active Directory
Sefect objects from Active Directory ko scan, or create an advanced query,

Select Objects to Manage l
Summary
Domain: I KLAB ¥ I

Admanistrator Account

Browse Active Directory or bype computer names into the list below. Separate each
computer name by a semi-colon, comma or a new line:

SCOM-T100 xLab local Browse. .. |

E.g. serverl.contoso.com or serverl

< Previous ‘ Next > | Cancel

Figure 43. Discovery Method with sample information

9. On the Administrator Account page, choose one of the following options:

* Click Use selected Management Server Action Account and then click
Next.

* Click Other user account and enter the following information for an
account that is a member of the Administrator role:

— User Name
— Password
— Domain Name
10. Click Discover to open the Discovery Progress page.

Attention: The time it takes for the discovery process to finish depends on
the number of computers in the network and other factors. The Discovery
Wizard might return up to 4,000 computers if you selected the Verify
discovered computers can be contacted check box, or up to 10,000 computers
if the check box is not selected.

When the discovery is finished, the Discovery Results are displayed and you
can select the objects to manage.
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g 1 Select Objects to Manage
-3
@ Help
Discovery Results
The discovery process found the following un-managed devices.

Select the devices you want to manage:

[ scom-T100 xLab Jocal

Select Al | Dﬁnﬁct.ﬂll

|ScoMMe-SP1 dLab jocal

Management Mode:

fgent |

<Breviows [[ Net> | b | concel

Figure 44. Select Objects to Manage

11. From the Select the devices you want to manage list, select the devices to be
managed by selecting an individual device or by clicking Select All. You also
have the option of clicking Deselect All to change the devices you want to
manage.

12. From the Management Mode list, select Agent and click Next.
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Figure 45. Computer and Device Management Wizard Summary

13. On the Summary page, click Finish. The Agent Management Task Status page
is displayed.
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EE. Agent Management Task Status
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check the status of tasks in a task status view.
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Figure 46. Agent Management Task Status

14. To view the agent installation task status, review the Agent Management Task
Status page.

Note: While this task is running, an indicator is displayed on the upper right
side of the page. You can close this page at any time without interrupting the
task.

15. Optional: To check the Agent Management Task Status and verify that the
status of selected computers is changed from Queued to Success, click
Monitoring > Task Status.

16. Click Close on the Agent Management Task Status page.

What to do next

For more information about using the Discovery Wizard, see [TechNet Library
[Systems Center Operations Manager]

Refresh Lenovo Windows Computer information

Use this function to display the latest Lenovo Windows System information in
Operations Manager Console.

About this task

This task is performed from the Operations Manager Console.
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Procedure
1. Click Monitoring > Windows Computers.

2. In the Windows Computer Task pane located in the right corner of the window,
click Refresh Lenovo Windows Computer.

Viewing inventory

The following procedure describes how you can use Microsoft System Center
Operations Manager to view a complete inventory of configured management
modules.

Procedure

1. To view BladeCenters and their modules, in the Operations Manager Console
window, within the Computer and Groups pane, click Computers and Groups
View > Lenovo Hardware > Lenovo BladeCenters and Modules.

2. To view the System x servers, BladeCenter blade servers, and other individual
systems that have been discovered, click Computers and Groups View >
Lenovo Hardware > Lenovo System x and x86/x64 Blade Servers.

Monitoring the health of systems, hardware components, and other
targets

Hardware Management Pack discovers and monitors the health of the following
hardware components: fans, memory, management controllers, network adapters,
power supplies, processors, storage, temperature sensors, and voltage sensors.
Hardware Management Pack can also discover and monitor the health of
systems-management software, such as IBM Systems Director Agent, Intelligent
Platform Management Interface (IPMI) driver, Lenovo IPMI Mapping Layer, and
ServeRAID " Manager Level 1 Agent.

About this task

Component discovery and health monitoring is dependent on firmware support,
hardware compatibility, and management-software support. Because of these
factors, not all components are discoverable. If a component is not discovered, it
cannot be monitored or managed.

This task is performed from the Operations Manager Console.

Procedure

1. In the navigation pane, click Monitoring > Lenovo Hardware to display the
folders and views that Hardware Management Pack adds to the Operations
Manager Console.

2. Select either Lenovo BladeCenter(s) and Modules or Lenovo System x and
x86/x64 Blade Servers.

3. Click Active Alerts to see if there any critical or warning alerts associated with
your hardware. The following figure shows an example of how Active Alerts
might be displayed:
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Figure 47. Active Alerts example

4. You can check the health of your systems by using one or more of the
following options:

Windows Computer on Lenovo System x or x86/x64 Blade Servers:
Provides the status of the Windows platform on each system in the
Lenovo Hardware folder.

Lenovo BladeCenter(s) and Modules:
Provides a view of the health information for all modules. Select this

view to check the status of all BladeCenter Chassis, and then select the

Lenovo BladeCenter Modules view.

Lenovo System x and x86/x64 Blade Servers:
Provides the hardware status of all Lenovo systems.

All Lenovo System x and x86/x64 Blade Servers:

Lists the health indicators in the first column of the system dashboard,

and the first column of the hardware components dashboard.

To check the status of a system in this view, select a group view.
What to do next

For more information on how to use the Health Explorer for analyzing a critical

problem, see [“Using Health Explorer to identify and resolve problems” on page 73,

Viewing alerts

The following procedure provides an example and instructions for using Microsoft

System Center Operations Manager to view alerts sent from properly configured
management modules and Lenovo System x systems and BladeCenter Blade
servers.

About this task
This task is performed from the Operations Manager Console.

Procedure

* To view BladeCenter Chassis alerts, click Monitoring > Lenovo Hardware >
Lenovo BladeCenters and Modules > Active Alerts.
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In Lenovo BladeCenters and Modules view, you can see the following
components listed under each chassis.

— Lenovo BladeCenter Blades

— Lenovo BladeCenter Chassis

— Lenovo BladeCenter Cooling Modules

— Lenovo BladeCenter 1/O Modules

— Lenovo BladeCenter Management Modules

— Lenovo BladeCenter Media Modules

— Lenovo BladeCenter Power Modules

— Lenovo BladeCenter Storage Modules

An alert from the BladeCenter creates an additional alert for Lenovo x86/x64
Blade servers that may be affected by this alert condition, when the Windows
operating system is installed on a Lenovo x86/x64 Blade server and when the
premium feature is enabled.

The Lenovo Blade OOB-IB Reflection group view shows the health of Lenovo
x86/x64 Blade servers based on this additional alert from Lenovo BladeCenters
and Modules.

* To view individual System x, xSeries, BladeCenter blade servers, and other
systems, click Monitoring > Lenovo Hardware > Lenovo System x and x86/x64
Blade Servers > Active Alerts.

The Lenovo x86/x64 Blade alert reflecting BladeCenter Chassis alerts is
displayed in the Active Alerts view, when the Windows operating system is
installed on Lenovo x86/x64 Blade servers and when the premium feature is
enabled.

The Lenovo x86/x64 Blade alert displaying BladeCenter Chassis alerts has
information about the malfunctioning component location in Lenovo
BladeCenter.

* To review the details of the malfunctioning component, click Monitoring >
Lenovo Hardware > Lenovo BladeCenters and Modules > Active Alerts to see
the Active Alerts view for BladeCenter Chassis alerts.

Notes:

Lenovo Hardware Management Pack has limited support for tools like
WinEvent.exe that generate IBM Systems Director events and do not fully
prescribe specific target instances.

— In some circumstances, the WinEvent.exe tool does not correctly support the
event ID and the event description parameters. This can cause the
WinEvent.exe tool to be unreliable for displaying all events.

— All WinEvents are reported under one monitor.

— Successfully simulated events are displayed in the Operations Manager
Console under the Alerts and Events views.

— Monitored systems that have IBM Systems Director Agent 5.1.x installed and
that use the WinEvent.exe tool can cause errors to reoccur even after manually
clearing the alerts from the Health Explorer view.

— To eliminate such an event recurrence, delete the IBM\director\cimom\data\
health.dat file and all IBM\director\cimom\data\health.dat\x.evt files from
the client system and restart the system.

* To open a monitoring view, right-click a BladeCenter Chassis, a System x server,

a BladeCenter Blade server, or any other system. You can monitor these systems

by using any of the following views: Alerts, Diagram, Event, and State.
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Locating and viewing hardware errors

You can locate and view hardware errors by navigating to All Lenovo System x
and x86/x64 Blade Servers.

Using Health Explorer to identify and resolve problems

The following procedure describes how you can use Health Explorer to identify
and resolve error states that occur when monitoring systems and hardware
components.

About this task

To perform a quick check of existing alerts on your Lenovo hardware, select one of
the following views:

* Active Alerts
* Windows Computers on Lenovo System x or x86/x64 Blade Servers
* All Lenovo System x and x86/x64 Blade Servers

Health Explorer can assist you in troubleshooting alerts. You can use Health
Explorer to view, learn about, and take action on alerts, state changes, and other
issues raised by a monitored object.

For example, if you see a critical error when you are monitoring your system and
hardware components, as shown in the figure below, you can use the following
procedure to identify and resolve the error.

File Edit View Go Tasks Tools Help

search v _ | B Scope ) Tasks| | @ -
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Figure 48. Example of a critical error showing up in a managed system

Procedure

1. When there is a warning or critical alert, open Health Explorer by clicking All
Lenovo System x and x86/x64 Blade Servers, and then double-click state.
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Note: By default, when Health Explorer opens, all of the failed monitors are
displayed in an expanded view.

The following figure shows how such an error might be displayed in Health
Explorer:

A Lenovo BladeCenter(s) - scom12sp1 - Dperations Manager _[&]x]

A ™ Health Explorer for SN#YK148077L10G [IBM Bladecenter] H=
i (4) Reset Health 35| Recalculate Health | Filter Monitors |4 Refresh [~ Properties @) Help || & Overrides

M Health monitars for SM#YK146077L10G [[BM Eladecenter]

Seope is only unhealthy child monitors, E Knowledge | State Change Events [2) |

) Entity Health- SM#¥K143077L10G [IEM Bladecenter] [(Object)

Lenovo BladeCenter Blade Module Health Rollup - SR#YK14507 Summary
nitity Health - Blade Bay 10- Lewis_TCDE024 [Dbject] This monitor regularly checks for the overall health state of a BladeCenter module,
Performance - Blade Bay 10 - Lewis_TCDE024 [Object]

This manitor reports a module incident that accurred befare the system started being monitared. It also
egular health checkup monitar forLenovo BladeCenter m determines whether to close the pending alerts associated with the module, or reset the state of the

nitity Health - Blade Bay 1- 77_HS21_39BG620 (Object) menitars for the module.

Performance - Blade Bay 1- ZZ_H521_39BGA20 [Object) Configuration

I Regular health checkup monitorforLenovo BladeCenter m You can disable this monitor through the Operations Manager's Cperations Cansaole. See the "Disable

B it i B 0 S S0 Gt monitors” topic in the Operations Manager's Operations User's Guide for more information,

Performance - Blade Bay &- HS21_KKB003 [Objed) You can also change the interval between the health checkups by overtiding the value of the
‘IntervalSeconds” parameter of the monitor, See the "Cwerride” topicin the Operations Manager's
Operations User's Guide,

egular health checkup monitor forLenavo BladeCenter m
ntity Health - Blade Bay 13 - ZZ_HS21%M_G5668 [Object)
The BladeCenter event is delivered to this monitor from the AMM [Advanced Management Module) of

Performance - Blade Bay 13- 22 H521XM_ 63668 (Objecy the BladeCenter via the SNMP [Simple Network Management Protocol) pratocal. It also goes through

'v_;:" Regular health checkup monitorforLenovo BladeCenter m the BladeCenter runtime support of the Hardware Management Pack installed on the management
4 /i\ Lenovo BladeCenter Power Madule Health Rollup - SM#VK14307 server that was designated to manage the BladeCenter during the Network Device Discovery process,
4 A\ EntityHealth - Power Module Bay 3 - K133476BWUN [Object) Forthe proper BladeCenter &M SHMP settings that are required for the Hardware Management Pack
4 4 /i, Performance - Powier Module Bay 3 - KLI3476BWUN (Object) to discover BladeCenter modules and report ewents, consult the Hardware Management Pack's User's
= Guide,
g /¥ Regular health checkup monitorforLenove BladeCenter m
i @ Entity Health - Power Module Bay 2- K10346TRWINN (O bjedt] Causes oo

For, details sbout the module incident, review other manitors. When no other slertiwarning for the
module is found, review the events in the Events view, Then open the IBM BladeCenter Web Console

(&) Entity Health - Powrer Madule Bay L- K1334768WUM [Object) console task in the Actions view and review existing events. The latest state of this monitor reflects the
4 (9 Performance - SNATK143077L10G [IEM Bladecenter] (Object sewerity level of the most recent overall health state of the module.

() Entity Health - Pawer Module Bay 4- K13347742H) [Object)

(€9 Regular health checkup monitor forIBM BladeCenter- sM#vkl  Resolutions

Review the health checkup report's details about the given module. ContactIBM support (see links
below) if the reports or relevant articles do not provide enough information to help you resolve the
problem,

4 _PI After the problem is resalved, the oversll health state of this monitor is automatically restored ta the ﬂ

Ready

Figure 49. Example of hardware components causing a system to be in error

Use Health Explorer to identify the basal-level health monitor indicating an
error. This indication should refer to a particular component instance. As
shown in the figure above, the cause of the error is a faulty fan.

2. To see the latest state change event, click State Change Events. The results
pane provides details.

You can also read details about the nature of the error. When the premium
feature is enabled, the Lenovo BladeCenter Blade Out of Band Health
Reflection Rollup reflects the component health in the BladeCenter.

3. Check the Lenovo BladeCenters and Modules folder view for further analysis
when you see a warning or critical alert in the Lenovo BladeCenter Blade Out
of Band Health Reflection Rollup.

4. If there are no warnings or critical alerts visible, you can use Health Explorer to
view other information, such as the system_name:

a. From the All Lenovo System x and x86/x64 Blade Servers view, select a
Lenovo system to view.

b. Right-click on the system name and click Health Explorer > Open.

What to do next

Refer to the ["Using knowledge pages to resolve problems” on page 75| topic to
understand how you can use the IBM Knowledge pages to assist you with
resolving errors.
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Using knowledge pages to resolve problems

Knowledge pages provide information about errors, events, and components. To
learn more about a system, hardware components, and how to resolve errors when
they occur, refer to the knowledge pages. Knowledge pages are written by IBM
developers to help you better understand System x and x86/x64 Blade servers
events, alerts, components, and other information.

Procedure
1. Select one of these methods to access a knowledge page:

* Use the Health Explorer/Monitors view to access Hardware Management
Pack monitor information.

* Use the Events view to access information about an event.

2. Click the Knowledge tab in the right pane of Health Explorer to get additional
information about an error event, including explanations and necessary steps
that might help you to fix the problem. Some knowledge pages have links to
another knowledge page for possible causes and suggested actions. These pages
might describe specific errors and their remedies or describe hardware
components.

3. Click the Director Core Services failed or is not started link. This link opens
another knowledge page, as shown in the figure below.
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Figure 50. Example of one knowledge page linking to another

4. Perform the procedure identified in the knowledge pages to resolve the error
and reset the health sensor, if necessary.

What to do next
The knowledge pages are also accessible through the Active Alerts view.

To view the Alert Properties, double click an alert. The Alert description is
displayed in the General tab. The Product Knowledge tab includes a link to the
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knowledge page. The figure below provides an example of the Alert Properties

window.

Alert Properties

"General  Product Knowledae |C0mpany Knowledge | Histary I Alert Context I Custom Fields I

Summary

This monitor checks for system management software failure,

Configuration

“ou can disable this monitor through the Operations Manager's Operations Console,
See the "Disable monitors” topic in the Operations Manager's Operations User's Guide
for more information,

fou can also change the interval between the health checkups by overriding the value
of the "IntervalSeconds” parameter of the monitor, See the "Owverride" topic in the
Qperations Manager's Operations User's Guide,

Causes

Wwhen the system management software fails on a target systerm, an alert is generated
to Operations Manager. The health state of this ronitar is then set to the Critical ar
Warning state,

For a particular incident, review the history in the State Changes tab, Consult the
relevant knowledge articles listed below, keeping in mind the relevant event data,

The relevant IBM knowledge articles are available on a system with the IBM Hardware
Management Pack package installed.

Director Core Services failed or is not started

The Osa/vocent IPMI driver failed or is not started
The Microsoft IPMI stack failed or is not started

The REA-IT Daemon failed or is not started

The ServeRAID Manager extension failed or is not started

The ServeRAID-MR Provider failed or is not started

Resolutions

Pmimn bhm bmm kb mbmmliiim mmmb e dmdmils m bk bhm v mbmem e s e sk =R e

ar Previous I ¥ Mext I 9]¢ I Cancel

Figure 51. Example of Alert Properties
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Chapter 6. Using premium features

The topics in this section describe how to use the Hardware Management Pack
premium features. The premium features are available when the Hardware
Management Pack installation is registered with the Lenovo XClarity Integrator for
Microsoft System Center Installer.

For additional information about the premium features, refer to
[features” on page 1]

Health monitoring of IMM-based servers

Lenovo Hardware Management Pack manages IMM-based servers using agentless
mode.

Hardware Management Pack provides the following functionality for IMM-based
servers:

* Discovery of an Integrated Management Module (IMM) and the ability to
correlate it with the host.

* IMM authentication and the ability to obtain information through the IMM CIM.
* IMM deletion option.

* Power management implementation.

Adding an IMM-based server that will be managed by
Operations Manager

To add an IMM-based server using the Operations Manager Console with Lenovo
Hardware Management Pack installed, complete the procedure described in the
“IMM discovery and authentication” topic.

IMM discovery and authentication
Lenovo Hardware Management Pack leverages the Operations Manager task for
discovering an IMM node.

About this task

This task is performed from the Operations Manager Console.

Procedure
1. Click Windows Computers. In the center pane, the IMM Discovery Console is
displayed.
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Figure 52. IMM Discovery Console
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[l Computer Management

[ Lenovs Integrated Management Module Remote Presence
[&l Lenove Integrated Management Mogule Web Console
[ Ping Computer
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& Remote Deskiop

[ Remote Deskiop (Admin)

[&l Remote Desktop (Console)

3 Reset License

I Reset Ta Lcense

[7Z Set Power Capping

5 setiunset Power Teesnole

2. In the Windows Computer Tasks pane located in the bottom right corner of the
window, click Discover IMM. The IMM Discovery page opens.

(1 IMM Discovery(Licensed)

IMM Discovery

Select a discovery option:

IP Address |v ‘

BE |
lenovo

Discover
Close

Figure 53. IMM Discovery

3. Using the IMM Discovery dual-list, perform the following steps to create an

IMM discovery list:

a. On the left side, select one of the following two discovery options from the

list: IPv4Address or IPv4Range.

In the IP Address field, enter the IPv4Address or the IPv4Range.

Click Add.
d. Click Discover.
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This task may take several minutes to discover all of the Integrated

Management Modules and for Operations Manager to perform a query of
discovered data.

When the IMM discovery is finished, the IMM nodes are displayed in the
Lenovo Integrated Management Module pane.

| [] Network Vicinity Dashboard
| Windows Computers for Managing Lenavs Liarise
(G Windows Computers on Lenovo Systemx orB6x64 Blade 5¢

Tasks
(3 Lenov Blade Center(s) and Morkies

=
Display Name 5953E140DFTC11D4SABOFBEOEEBEREE = Authenticste I4H
Dasiadins Full Path Name 89B8E140DFTC11D49AB09F 8BAB8BEE8D
] LenovoBlaceCentery

& properties of 89B8E140DF7C11D4IABOOFBBEEEBEEEE

—
= Poner Management
v| uup 89BEE140DFTCT 1 DAGABOSFEBEBEEEREE =
< w 5 & Remove MM
Enable Power Foll False
Show or Hide Views... Manuf IBMOWIST)

[ et Predictive Failure Alert{PFA) Policy

Figure 54. Lenovo Integrated Management Module

4. Click an IMM node. A corresponding task list is displayed on the right.
5. From the Tasks list, select Authenticate IMM.
The IMM Authentication dialog box opens.

IMM Authentication(Licensed) [= [ o |
IMM Authentication lenovo

IMM Authentication is locked after three unsuccessful attempts to log in.

User name :

Password :

Connect | | Close

Figure 55. IMM Authentication

6. Enter the User name and Password, then click Connect.

Note: Due to an IMM security policy limitation, IMM Authentication will only
try to authenticate the User name and Password twice. After two incorrect
attempts, the IMM log in username is locked.
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Refresh IMM information

Use the Refresh IMM function to display the latest IMM information in the
Operations Manager Console.

About this task

This task is performed from the Operations Manager Console. To refresh IMM,
select either step 1 or step 2:

Procedure

1. Click Monitoring > Windows Computers, and in the Windows Computer Task
pane located in the right corner of the window, click Refresh IMM.
Click Monitoring > Lenovo Hardware > Lenovo Integrated Management

Module (IMM), and in the Windows Computer Task pane located in the right
corner of the window, click Refresh IMM.

Using the power management feature for Hardware Failure
Management

A discovered Integrated Management Module (IMM) supports the basic power
management feature. The power management feature only supports a rack-type
server. Power capping of BladeCenter and Flex Systems are integrated by using the
Advanced Management Module (AMM) and the Chassis Management Module

(CMM).

Procedure

1. Select the IMM instance and then from the Tasks list, select Power
Management. The Power Capping Management dialog box is displayed.

File Edit View Go Tasks Tools Help

L Jseran~

i B scope [ Fing [ Tasks] @

Monitoring

] Discovered inventon
2] Distributed Applications

< Lenovo Integrated Management Module (IMM) (3)

Clear

> Tasks

o e

uup Madel Serial Number MM Authentication  ~ | —
= Entity Properties
2 Task Status 1024019552 89B9ETAQDF7CTIDAGABODFEBEBEBEBEE 5462457 Kvxoaad Passed :
& Health &
£E| UNIXLinux Computers 10240197.157  GA34T00069A711EIBADIECAEBBTOIEED  TI03ACT VTRV Passed i—
BEliDdoisiComptt: T 10240.197.49 CSF743DCBEAFI1E0OFSASCFIFCSESSS0  BTITACT 23087 Passed ¢ Navigation
+ 4 Agentless Exception Montoring
A Application Monftaring = ; BE pllaleuey
Power Capping Management(Licensed)
» 4 Datawarenouse <] Diagram view
4 (3 Lenovo Hardware Power Capping Management ‘e 2] Eventview
1 Lenovointegrated Maragementodule 1414 PRINg 9 novo !
= 7 performance View
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Figure 56. Power Capping Management

2. Enter a New Power Capping Value and then click OK to save the new value.

B aerts

Remote control of BladeCenter x86/x64 Blade servers

This feature allows you to remotely control the BladeCenter Blade module to select
power on, off, or shutdown of the operating system. When the premium feature is
enabled, this task is available in the Actions pane of the Operations Manager

Console.
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Remote Shutdown of an operating system

The following procedure provides instructions for an orderly shutdown of an
operating system on the BladeCenter x86/x64 Blade module using the physical
location of the Blade.

About this task

This task is performed from the Operations Manager Console.

Procedure

1. Click Monitoring > Lenovo Hardware > Lenovo BladeCenter(s) and Modules
> Lenovo BladeCenter Blades.

2. From the Lenovo BladeCenter Blades view located in the results pane of the
Operations Manager Console, select a Blade server.

3. In the Actions pane, click Lenovo BladeCenter: Shutdown Operating System
on this Blade.

Lenovo BladeCenter Blades Actions
Task Status { Look For: Find Now Clear % || State Actions PS
Unin/Linux Servers:

“Windows Computers
Agentless Exception Moritoring A\ Warning Blade Bay 7 - HH#TCT_B023 Type 7872 7872-99a0048 on 8] Start Mairtenance Mode.

State | 2| cisplay tame LenovB.C.M... | LenovoB.C. Bl... | LenovoB.C. Blsde ®ll (3 Health Explorer For lade Bay 7 - HH#TCT_B023

Lenayo Hardyale D) critical Blade Bay § - TCD_BO041 Type 7872 78729980050 On & Edit Mairtenance Mode Settings.
[£E] Lenovo Licensed System Graup | |

82 Lenavo System  Pewer Data Chart D critical Blads Bay 3 - SN#YO30UNIIFO3A Type 7875 787511111 on Stop Maintenance Made

1] Lenovo Unlicensed System Group () Healthy Blade Bay 5 - HS224TCT_B038 Type 7870 78709917435 on ] Personalze view,

S Task Status () Healthy Blads Bay 7 - SGTKSererB03 1 Type 7871 TOTL06MISIS On

L] Windous CompLters For Managing Lenovs License Lenovo BladeCenter Blade Module Tasks S
28] windows Computers on Lenovn System » or 486/464 BladgfSen € Critical Blade Bay 2 - TCT_BOGE#AS Type 6036 8036-06PGNI1  On
Blky jﬂAVﬂ B‘:ﬂ‘iméﬂsl andMadules () critcal Blade Bay 6 - SH#VKIZS099T 1T Type 7809 709995475 on
clive Aletts
] Lenovo BladeCentei(s] () Healthy
% Task Status
& Task Status for Lerovo BladeCenter(s)
Windows Computers for M anaging Lepffvo BladeCentei(s)

[ Lenova BladeCenter Management Web Console

[ Lenova BladeCenter: Pawer OFF this Blade

Blade Bay § - H522_PHRII! Type 7870 TIPS On

(3 Lenovo BladeCenter: Power O this Blade

[ Lenova BladeCenter: Refresh this Blade's Properties and

[} Lenovo BladeCenter: Shutdonn Operating System on
U Lenovo BladeCenter Blade Module properties of Blade Bay 7 - HHTCT_B023 this Blade
ame Blade Bay 7 - HH#TCT 6023 e o~
novo BladeCerter Cooling Moduies Path rame S#Y0S0LUNSAR1ZD--10 240.104. 2\ Blade Bay T - HHETCT_B023
enovo BladeCerter L0 Modies Lenavo B.C. Blade W/T and S{i 7872.9%a0048 @ System Certer Operations Manager Help
enova BladeCenter Management Modules Lenovo B.C. Blade Model Number 428 &Y System Center Operations Manager Online
erovo BladsCerter Media Modules Lenova B.C, Blade Expansion Card(s)
snovo E:ESEEEM:H :?WE' M;d“a‘ef Lenovo B.C. Moduls Firmare BIOS:Rev, 1,77, HIEI77AUS; Diagnostics:Rev. 9,32, DSYTASE; Blade 5y5. izl =
enovo BladeCenter Storag Modules man: proc:Rev. 1.40, YUOOF4A;
|l Sintan Cicle Lol | _’lj Lenava B.C. Blade Power-On State on B Atk thatesth bt
Lenova B.C. Modue Bayls) Blade Bay 7 @ abour aintenance Mods
Show or Hide Views. Lenova B.C. Chassis UUID ECS5 DFF4 F614 11DC 66C0 0014 SEED ADTC (®) Add New Views of Mornitoring
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@ Howta Perscnalie a view
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Lenowve B.C. Community String CABLAGIABABRAGMA. @ Target Monitoring

Figure 57. Operations Manager Console premium feature is enabled example

4. Verify the task targets by checking the (top-middle) results pane of the
Operations Manager Console.
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ﬁ_ Run Task - Lenovo BladeCenter: Shutdown Operating System on this Blade E

@ Help
Run the task on these targets
T arget | Fun Location |
Blade Bap 5- HS22BTCT_BO38 10.240194.28
Task Parameters
MHame | Walue |

[ermide |

Task credentials Task description

¥ Uze the predefined Fun As Account Lenovo BladeCenter: Shutdown Operating

Suztern on thiz Blade
£ Other
Uszer name : |
Pazzward : I
Domain : [SCOMAZ<Es =]

Task confirmation

[~ Don't prompt wher iwnning this task in the future

Run Canicel |

A

Figure 58. Task Status for Shutdown Operating System on this Blade
5. Click Run.
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ﬁ_ Task Status - Lenovo BladeCenter: Shutdown Operating System on this Blade =] E3

The task completed successfully, &) Help

Task, Status
o Lenovo BladeCenter: Shukdao,,,  Suc

Task Qutput EE) Copy Text EE| Copy HTML

'K.‘f) Lenovo BladeCenter: Shutdown

d J Task Description
Operating System on this Blade

Skatus: SUCCESS Lenovo BladeZenter: Shutdown Operating
Scheduled System on this Blade

T 11/10/2014 5:45:33 AM
Skart Time: 11/10/2014 5:45:37 AM
Submitted By:  SCOMRZREH administrator
Run As:

Fun Locatian:

Targek: T
e e rl:qeundcuu\i'z BladeCenter Elade
Category: Operations
Task Output:
(] 1 il |

You can close this dialog at any time, Doing so will nok interrupt executing tasks, You can

check the status of tasks in a kask skatus view,
Close |

A

Figure 59. Task status indicating the shutdown task has been sent to this Blade

The task status window indicates that the task has been sent to the Lenovo
BladeCenter for the target blade server.

6. Click Close.

Note: When the premium feature is not enabled, this task fails. A message is
displayed in the Task Output section indicating that the free version of Lenovo
Hardware Management Pack is being used.
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ﬁ. Task Status - Lenovo BladeCenter: Power On this Blade M=l E3

The kask Failed to run, @ Help
Task, | Status | Task Target |
f:j Lenovo BladeCenter; Power .., Failed blade bay 2 - at_buildserver
Task Qutput EE) Copy Text e Copy HTML
--------------- Task failed -~ B

The necessary Lenovo License feature level is not installed on Windows
Computer for Managing Lenovo BladeCenter,

The feature you ran requires feature level 3.0 ar higher,

To take advantage of premium features, please contact your IBM
representative,

Command executed: "CWWindows\aystem32\cecript.exe” /ologo |

You can close this dialog at any time. Doing so will nok interrupt executing tasks, You can

check the status of tasks in a task skabus wiew,
Close |

A

Figure 60. Example of a Task Output message

7. Click Close.

8. In the Actions pane, click Lenovo BladeCenter: Refresh this Blade’s Properties
and Status for an immediate Blade power status check.

Setting the power threshold

Lenovo Hardware Management Pack for Microsoft System Center Operations
Manager, v6.1 offers the ability to customize power consumption thresholds for
Power Monitoring alerts. The following procedure provides instructions and an
example of how to set and unset the power threshold feature.

Before you begin

The target system must be capable of power monitoring to execute this task. This
task is used to set or unset a warning or critical power threshold on a system. To
see the current threshold values and the MonitoringCapable property, refer to the
Detail View of a system under the Lenovo Licensed Systems Group. If you specify
a blank or zero value for a particular threshold, that threshold is reset to its default
value.
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About this task

This task is performed from the Operations Manager Console.

Procedure

1. Click Monitoring > Lenovo Hardware > Lenovo Licensed System Group.

2. In the Lenovo Licensed System Group view located in the center pane, click

Server.

File Edit View Go Tasks Tools Help

L Jsearch~ - i Bscope | [Drind) [[Tasks] @ -

Click Set/Unset Power Threshold in the right pane.

Monitoring < Lenovo Licensed System Group (1) > Tasks
+ A Agantless Exczptian Monkaring A Qookfor [ ] FindNew  Clear ole
» A Application Monitoing Lenova Len 127) Network Vicinty Dasriooard
LA patavvarehaue @ Wame Lenous HW M...  Lenous Platfor.. Lenovo M s, Lenowo Produc... Ay X0/®1 g Saft
R e e < A Hardware for| Windows Computer Tasks ~
£ Syster Mg
nevelntEgisted Hanagenent M outE () = winkingiSCOM.. 2550 Unclassified SAGL-KVNO02AA  IBM Servers6S.. [ Warning () He: M COmPUter Management
niove Licensed System Group = Discover IMM
nave System <PowerData Chart :
% Lenovo Integrated Management Moduie Remote Presenc
nove Unlicensed System Group :
sk status & Lenovo Integrated Management Moduie Web Console
indows Computers for Managing Leno iznse & ping Computer
2] windows Computers on Lenovo System x or <8 /64 Blade Senvers W Ping Computer (with Route)
4 (7 Lenovo BladeCenter(s)and Modues &l Ping Computer Continucusly (ping -t)
| adive Alerts :
= % Remote Deskiop
£1] Lenovo BladeCentert) :
% sk Stats & Remote Desciop (Admin)
2 Task Status for Lenowo Blade Center) & Remote Desktop (Console)
£2%) windows Computers for Managing Len owo Bladedertzr) 4 Reset License:
A Lenovo BladeCenter Maduies e
4 (73 Lenove FlexSystem Chassis(s) and Modudes v
< = 5 § set Power Capping
7 set/unset Power Threshold
Show or Hide Views. B o

Figure 61. Example of Set/Unset Power Threshold task

>

4. Verify the task targets display in the Run the task on these targets pane.
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= Kun [ask - set/unset Fower | nhresnold

Run the task on these targets

@ Help

Tarqget
wtiriryl. S COMB 2264 MET

Fiun Location

Task Parameters

M ame

Walue
Lenova Windows SetPowerT hreshald WwiteAction Warning .. $T arget/Property[Tvpe="1BM WinCamputer ']/ Paw.

Lenova Windows SetPowerT hreshald WwiteAction Critical P $T arget/Property[Tvpe="1BM \WinCamputer ']/ Paw.

Task credentials

®) Uze the predsfined Fun Az Account
() Otper :
User name ;

Fassword :

Domain : SCOMR 2464

Task confirmation

[] Dian't prompt when running this task in the future

Task description

Set/Unzet Warming or Critical Power Threghaold.
I wow gpecify a blank or zerno value for &
particular threshold, that threzhold will be reset
to ite default value, Refer to the Detail View of
thiz gystem under the Lenovao Licensed
Suztems Group to zee the current threshold
values and the MonitoringCapable property.
The target syster must be capable of
raohitaring it arder to execute this task.

Figure 62. Target and task parameters of Set/Unset Power Threshold task

5. Click Override to override the power threshold values.
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Override the task parameters with the new values

Mame Type Default W alus Mew Yalue
Lenowo Windows SetPowerThreshold ... | int $Target/Property[Type="1B... o

Lenowo Windows SetPowerThreshald ... |int $Target/Property[Type="1B...

| Override || Cancel

Figure 63. Override the task parameters of Set/Unset Power Threshold task

6. Enter new values for the threshold parameters and click Override.
7. Verify the values that you just set in the Task Parameters pane.
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il Run Task - Set/Unset Power Threshold [x]
& Help
Run the task on these targets
Target Run Location
wiringl. SCOMRBZ<E4 MET
Task Parameters
I arme: Walue
Lenovo Windowsz 5etPowerThreshold WriteActio. . 2
Lenovo Windowsz 5etPowerThreshold WriteActio. . 2
Task credentials Task description
®) Use the predefined Run As Account Set/Unzet Warning ar Critical Power T hreshald.
. I pou specify a blank ar zero value for a
() Other ; particular threshold, that threshold will be reset
to ite default value, Refer to the Detail Wiew of
User name : thiz gystem under the Lenovo Licensed
Systers Group to see the current threshold
Paszword : valuez and the MonitaringCapable property.
! The target systerm must be capable of
Domain SCOMEP 2464 manitoring in order b execute this task.
Task confirmation
[] Don't prompt when running this task in the future

Figure 64. New values of the task parameters of Set/Unset Power Threshold task

8. Optional: Click Override if you want to change the values again.

9. After verifying the new values, click Run. The task status window indicates
the task has been sent to the target server.
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b Task Status - Set/Unset Power Threshold = | “ .

&) Help
The task Failed to run.
Task Status Task Target
'.:3 SetfUnset Power Threshold Failed wininyi, scomr 264, net
Task Qutput 52 Copy Text 53 Copy HTML
The Event Policy for the process started at 10:59:30 PM has detected errors in the ~

output. The 'StdOut’ policy expression:
Task failed

matched the following output:

ERROR:

This premium feature is only supported on UEFI based servers. Itis not supported on W
Linknown hased servers.

‘fou can close this dialog at any time. Doing so will nok interrupt executing tasks, You can check the
status of tasks in a kask status view,

Close

Figure 65. Task Status indicating the Set/Unset Power Threshold task has been sent to the
larget server

A message is displayed in the Task Output pane indicating whether the task
succeeded or failed.

10. Click Close.

Enabling and setting power capping

Lenovo Hardware Management Pack for Microsoft System Center Operations
Manager, v6.1 provides the ability to enable and set maximum power consumption
wattage. The following procedure provides instructions and an example for
enabling and setting power capping.

Before you begin
Ensure that the target system is capable of power capping before starting this

procedure. This task also requires that the User Access Control (UAC) be turned
off on the target system. To see the current CappingCapable, CappingEnabled,
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PowerMax, PowerMin, and PowerCap values of a system under the Lenovo Licensed

Systems Group, refer to the Detail View.

About this task

This task is performed from the Operations Manager Console.

You must specify values for power capping for PowerMin and PowerMax.

Procedure

1. Click Monitoring > Lenovo Hardware > Lenovo Licensed System Group.

2.
Server.

Click Set Power Capping.

In the Lenovo Licensed System Group view located in the center pane, click

enovo Licensed System Group
enava System < Pawer Data Chart
enov UnLicensed System Group
ask status

indtons Computers for Managing Lercun Licnse
(G Windlowws Computers on Lenowo System x or 6/X6A Blade Sewers
4 (3 Lenovo BladeCenter(s) and Modules
] Active Aterts
£ Lenovo Bladecenterty
Task Status

5 Task Status for Lenovo BladeCentert)
2| windlowws Compute rs for Managing L enous BladeCenters)
> [ Lenovo BladeCenter Modules
4 (L3 Lenovo FlexSystem Chassis(sl and Modules v
< [0 >

Show orHide views... ‘ O

Figure 66. Example of Set Power Capping task

= Lenovo Licensed System Group - SCOM125P1 - Operations Manager = o
File Edt View Go Tasks Tools Help
H Search _ i %l Scope [ Find| [ Tasks| @
Mnitoring < Lenovo Licensed System Group (1) > Tasks

74 Agentless Exception Maritoring Al Quoskfer [ ] FindNow  Cler o @

- (A Application Moniorng Lenovo Len 152 Network Victy Dashiocard

. (4 Dats Warehouse N . ;. XBEL6H Soft

@ Name Lenove WM. Lenovo lafor.. Lenove M/Ta... Lenovo Produc.. A 55000 @ 80 o Computer Tasks 2
4 (3 Lenovo Hardwiare
System Mg
Enovoligoiatedhansge ment oo MY = winkind.SCOM.. 255.0 Unclassified SIGL-KVXO2M  IBM Server3fS.. [ Waming (@) He: % Computer Management

% Discover MM
& Lenovo Integrated Management Module Remote Presence
%] Lenovo Integrated Management Module Web Cansole

& Ping Computer

%] Ping Computer (ith Rouste)

& Ping Computer Contiruously 5ing -

%] Remote Desitop

%] Remote Desidop fAdmir)

& Remote Desiop (Console]

7 Reset Licerse

§ Reset Tra License

§ Set Powier Capping

| Set/Unset Pover Threshold

4. Verify the task targets are displayed in the Run the task on these targets pane.
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= Run Task - Set Power Capping

Run the task on these targets

@l

Help

Target Fun Location
wiringi, SCOMR Z<64.MET
Task Parameters

M ame W alue

Lenovo Windows SetPoverCapping Wwitedction Power Cap
Lenovo Windows SetPowerCapping Wiitedction Capping E. .

$Target/Property[Type="1EM. WinComputer'J/Pow...
3T arget/Property[ Type="1EM WinComputer'']}/Cap...

Task credentials

®) Use the predefined Fun &5 Account
() Other :
|dzer name

Pazzword :

Damain : SCOMRZ<E4

Task confirmation

[ Don't prompt when running this task in the: future

Task description

Set or Enable Power Capping. ou must
specify a value for the PowerCap that iz
between the Powertin and Powerbdax range.
Refer to the Detail Wiew of thiz system under
the Lenovo Licenzed Spstem Group to see the
curent CappingCapable, CappingEnabled.
Powertdax, Powerhin, and PowerCap values.
The target systern must be capable of capping
i order to enable power capping or set a new

rrar ~am ushia

Figure 67. Target and task parameters of the Set Power Capping task

5. Click Override to override the power threshold values.
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Override the task parameters with the new values

M ame Tupe Default ' alue Mew Value

Lenovo Windows SetPowerCapping ... |int $Target/Property[Type="IB... ]

Lenovo Windows SetPowerCapping ... | bool $Target/Property[Type="IB...

| Oweride || Cancel

Figure 68. Override the Task Parameters of Set Power Capping task

6. Enter new values for the power capping parameters and click Override.
7. Verify the values that you just set in the Task Parameters pane.
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Z Run Task - Set Power Capping L& |

@ Help
Run the task on these targets
Target Fiun Location
wirningl, SCOMAZXE4. MET
Task Parameters
Mame Walue
Lenovo Windows SetPowerCapping WriiteAction ... 2
Lenovo Windows SetPowerCapping WiiteAction ... true
Task credentials Task description
®) Use the predefined Run As Account Setof Enable Power Capping. rou must
specify a value for the PowerCap that is
() Other : betvieen the Powertdin and Powerbd ax range.
Refer ta the Detail Wiew of this spstem under
Uzer name : the Lenova Licensed System Group to see the
cunent CappingCapable, CappingEnabled,
Password : Powertdax, Powertin, and PowerCap values.
) The target gyztem must be capable of capping
Cromair : SCOMR 264 inorder to enable pover capping or zet a new

Arasiar can walie

Task confirmation

[] Dan't prampt when running this task in e future

Figure 69. New values of the Task Parameters of Set Power Capping task

8. After entering the new values, click Run. The task status window indicates the
task has been sent to the target server.
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<, Task Status - Set Power Capping | 5 -
&) Help
The task Failed to run.
Task Skakus Task Taraget
':} Set Power Capping Failed winzinei, scomr 2x064, net
< m >
Task Cutput S8 Copy Text 53 Copy HTRL
The Event Policy for the process started at 11:04:41 PM has ~
detected errors in the output. The 'StdOut' policy expression:
Task failed
matched the following output:
—————————————— Task failed ---—-----—--—-
= W
‘fou can cose this dialog ak any time, Doing so will nak inkerropk execuking tasks,
‘ou can check the status of tasks in a task status view,

Figure 70. Task Status indicating the Set Power Capping task has been sent to the target
server

A message is displayed in the Task Output section indicating whether the task
succeeded or failed.

9. Click Close.

Viewing the power data for client System x servers

The Lenovo System x Power Data Chart feature offers you the ability to view the
power data of client System x servers in an intuitive chart. The Power Data Chart
feature is only available on System x servers and is not available on Chassis and
Flex Systems.

Before you begin

Before you view the Power Data Chart, you should have at least one managed
System x server with the Windows operating system installed on it.
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About this task

This task is performed from the Operations Manager Console.

Procedure
1. Click Monitoring > Lenovo Hardware > Lenovo System x Power Data Chart.

2. Select the server check box. The Lenovo System x Power Data Chart is
displayed.

= Lenovo System x Power Data Chart - SCOM12SP1 - Operations Manager
file Edit View Go Tasks Tools Help
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Figure 71. Lenovo System x Power Data Chart

Unless there are power fluctuations, the power usage is displayed as a straight
line.

Remotely controlling Flex Systems

The Lenovo Flex System remote power on and off premium feature allows you to
remotely control the Flex System to power on, power off, or shutdown the
operating system. When this feature is enabled, the options are listed in the
Actions pane of the Operations Manager Console.

About this task
This task is performed from the Operations Manager Console.

Procedure

1. Click Monitoring > Lenovo Hardware > Lenovo Flex System Chassis(s) and
Modules > Lenovo Flex System Chassis Modules > Lenovo Flex System
Chassis Compute Nodes.

2. In the Actions pane, select one of the following options for the selected Flex
System:

* Lenovo Flex Chassis: Power On this Computer Node
* Lenovo Flex Chassis: Power Off this Computer Node
* Lenovo Flex Chassis: Shutdown Operating System on this Computer Node
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The following figure provides an example of remote power options using
Lenovo Flex System Chassis Compute Nodes.

s @
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Figure 72. Example of remote power options for Lenovo Flex System Chassis Compute
Nodes

3. Optional: To use the power on option, from the Lenovo Flex System Chassis
Compute Node Task list located in the lower right corner of the window, select
Lenovo Flex Chassis: Power on this Computer Node. The Run Task - Lenovo
Flex Chassis: Power On this Computer Node window is displayed. By default,
the target server and account are selected.
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ﬁ_ Run Task - Lenovo Flex Chassis: Power On this Computer Node

Run the task on these targets
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[werride |
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€ Other:

ser name ; |

Pagzzword : I

Domain : [SCOMR2:E =]

Task confirmation

[ Dan't prampt when rumring this task in e future

Run Canicel |

4

Figure 73. Run Task - Lenovo Flex System Chassis: Power On this Computer Node

4. Click Run to launch the task.
After the power on task is finished, the task status is displayed.
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Bl Task Status - Lenovo Flex Chassis: Power On this Computer Node
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Figure 74. Task status for remote power on

Note: When the premium feature is not enabled, the task fails. A message is
displayed in the Task Output pane indicating that the free version of Hardware
Management Pack is being used, as shown in the following figure.
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El, Task Status - Lenovo Flex Chassis: Power On this Computer Node
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Figure 75. Task Status indicating power on failed because no license is installed

5. Click Close to exit the task status window.

Launching the Lenovo Flex System Chassis Web Console

When the premium feature for launching the Lenovo Flex System Chassis Web
Console is enabled, this task is available in the Actions pane of the Operations
Manager Console. This feature allows you to launch the Lenovo Flex System
Chassis Web Console by using links inside of the Operations Manager Console.

About this task

This task is performed from the Operations Manager Console.

Procedure

1. Click Monitoring > Lenovo Flex System Chassis(s) and Modules > Lenovo
Flex System Chassis(s).

2. Click Target Flex System Chassis.
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3. From the Node Tasks pane located in the lower right corner of the window,
click Lenovo Flex System Chassis Management Web Console.
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Figure 76. Example of launching the Lenovo Flex System Chassis Web Console

4. Click Continue to this website and trust the website.

@ rip//9.125.90129/

P = & || @ Centificate Emor: Navigation... X

There is a problem with this website's security certificate.

The security certificate presented by this website was not issued by a trusted certificate authority.

Security certificate problems may indicate an attempt to fool you or intercept any data you send to the

server.

We recommend that you close this webpage and do not continue to this website.

@ Click here to close this webpage.

I @ Continue to this website {not recommended). I

@® More information

Figure 77. Certificate error when opening the Lenovo Flex System Chassis Web Console

If the Flex System Chassis web page is not trusted by your browser, and if the
CMM configuration is correct, this page will disappear and the CMM Web
Console will open in your default browser.
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Figure 78. Loading CMM Web Console

When the CMM Web Console has successfully loaded, the following window is
displayed.

Bk b Corbl v abe oo Blawigation Slacksd (414 |6f1)

Figure 79. CMM Web Console

5. To log in to the CMM Console, complete the following steps

Enter the User name and Password.

From the Inactive session timeout interval list select a value or use the
default value of no timeout.

From the Select an automatic refresh list, select a refresh value or use the
default value of no refresh.

Click Log In.
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Figure 80. CMM Console

Discovering a Lenovo Flex System Chassis Flex System Manager

When the premium feature for discovering a Flex System Manager (FSM) system is
enabled, the Discovering a Lenovo Flex System Chassis FSM task is available in
the navigation pane of the Operations Manager Console. This feature allows you to
discover and manage an FSM system in the Operations Manager Console.

About this task

This task is performed from the Operations Manager Console.

Procedure

1. Click Monitoring > Lenovo Flex System Chassis Modules > Lenovo Flex
System Chassis FSM. In the results pane, a list of all the Lenovo Flex System
Chassis FSMs is displayed.
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Figure 81. Example of a Lenovo Flex System Chassis FSM

2. Verity the target FSM is included in the list. If the target FSM is not included in
the list, verify that the Flex System Chassis containing the FSM has been
discovered by completing the following steps.

a. Click Monitoring > Lenovo Flex System Chassis(s) and Modules > Lenovo
Flex System Chassis(s) > Lenovo Flex System Chassis. The results pane
displays the Lenovo Flex System Chassis and their status.

b. In the Actions pane, select an Lenovo Flex System Chassis and run the
Node task: Lenovo Flex Chassis: Refresh this Chassis’ Modules. The target

FSM system is discovered and displayed in Lenovo Flex System Chassis
FSM list.
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Figure 82. Refreshing the Chassis Module

Launching the Flex System Manager Web Console

When the premium feature for launching the Flex System Manager Web Console is
enabled, this task is available in the Operations Manager Console. This feature
allows you to launch the Flex System ChassisFlex System Manager (FSM) Web
Console by using links inside the Operations Manager Console.

About this task

This task is performed from the Operations Manager Console.
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Procedure

1. Click Monitoring > Lenovo Flex System Chassis Modules > Lenovo Flex

System Chassis FSM.

2. In the results pane, select the target Lenovo Flex System Chassis FSM, and
then in the Tasks list in the Actions pane, select the Set FSM IP Address.

Flex System Manager Compute Node (Type 8731ACT)
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Figure 83. Example of setting the FSM IP address from the SCOM console

3. In the Run Task - Set FSM IP Address window, click Override.
The Override Task Parameters page is displayed.
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Figure 84. Run Task - Set FSM IP Address window
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Override the task parameters with the new values
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Override | | Cancel

Figure 85. Example of overriding FSM IP address

4. In the New Value field, enter the correct IP address of the target FSM and click
Override. You can get the FSM IP address from the Flex System Chassis Web
Console.

5. In the Task - Set FSM IP Address window, click Run. The Set FSM IP Address
window is displayed indicating the task status.

Chapter 6. Using premium features 105



o el
Thes taak comgietad Buceisfiuly,

Task Status Task Target
()50t PSM P Address Success #.115,252.28_node bay 10 - rode 10

| Task Cutpit 42 Copy Text < Copy HTML

[ P Yy e e— Tk Cirss rpstiesn ~

St Swcorn et FIM P Adorens
Scheouled Bme  ATTO010 RIT5E PM

ftant T TSN RINET P

Subetteg 8y SO WA N AG iR TR

Bn g

Run Locabion:

Target

Target Type I F ieaSynteen FAN

Categony. Custom

Task Duiput

L

Wems e closs Ehas dalog ab arvy e, Dong o wil not Interrupt seecutng Eatks. You can chech the status of tasks n
& bk ghabus v

Figure 86. Task Status of Setting FSM IP Address indicating the task successfully completed

6. Click Close.
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Figure 87. Example of launching an FSM Web Console from the SCOM console

7. In the Actions pane, select Lenovo Flex System Chassis Management Web
Console.

Operations Manager opens the FSM Web Console in your default browser.
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Figure 88. LenovoFlex System Manager Web Console log in window
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Appendix A. Best practices

The topics in this section provide suggested methods for completing tasks.

Best practice: Determining the cause of an error

Use the following diagnostic procedure to identify and solve problems that might
occur in a managed environment.

About this task

This task is performed from the Operations Manager Console.

Procedure
1. Click Monitoring to open the Monitoring navigation pane.

2. To quickly view the status of all of your managed systems that have Windows

operating systems, click Lenovo Hardware > Windows Computers on Lenovo
System x or x86/x64 Blade Servers .

3. Check the health of the systems displayed in the top results pane. All newly
discovered objects are in a healthy state by default. The Health check
monitoring task updates the status of an object at regular intervals, according
to the default interval setting. You can configure the monitoring frequency by
using the override-controlled parameters. Refer to Microsoft System Center
Operations Manager documentation for more information about the
override-controlled parameter.

4. Select a system that shows a Critical or Warning state.
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Figure 89. Example of selecting a system with a critical state

5. Determine whether the error is related to the hardware or software.
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10.
11.
12.

13.

* Hardware-related failures: Check the Lenovo Hardware Components of
System x or x86/x64 Blade Servers pane to select the system. Scroll to the
right to view all of the component status and data. You can personalize this
view.

This pane contains state views based on the class of the hardware
component basis. The purpose of this view is to provide access to detailed
properties of each component instance. Look for additional system
information in the Detail View pane.

* Software-related failures: Check the Windows Computer on System X or
x86/x64 Blade Servers pane. This pane contains state views and information
on a per-software-component-class basis. Select a system that has either a
Critical or Warning health state.

The purpose of these views is to provide access to detailed properties of
each component instance. The Detail View shows all instances of the system
software with a health state for each of the four health aspects.

To obtain more information and details about a failure, access the hardware
information of the desired BladeCenter module or hardware system
component by clicking Lenovo BladeCenter Modules.

Optional: If you already know that a power supply component failed, for
example, select the related view, Lenovo BladeCenter Power Modules, to
determine the problem with the power supply.

Click a Critical power module and review its related data.

Review the information and data presented in the Detail View pane. Check all
instances of the module type and each of its four health aspects.

Right-click the selected module and click open > Health Explorer.
Select the alert and look at the information on the State Change Events page.

Depending on the type of alert you have, you can click View Alert for more
information.

Click the Knowledge tab to read the Knowledge Page and one or more
Knowledge Articles that relate to your alert.

Important: In addition to the health information available for each object,
related information might be available from other objects that are
health-related from different perspectives. For example, a blade that is
monitored in-band through its platform agent shows a health state, but the
BladeCenter chassis management module also shows a health state for the
blade.

Other BladeCenter chassis modules might affect the blade health, such as a
power supply that provides power to the blade server. Similarly, the health of
a blade from the management module perspective might include the health
and other information about the operating system running on the blade.

For instance, the following BladeCenter simple network management protocol
(SNMP) alert has an event description field of 1.3.6.1.4.1.2.6.158.3.1.1.8 and an
event ID of 1.3.6.1.4.1.2.6.158.3.1.1.14. Convert the decimal event ID value to a
hexadecimal number to look up the message in the Advanced Management
Module Message Guide.
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For a System x WMI event, the Details pane includes the event ID and a

description.
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Best practice: Rediscovering all BladeCenters

The BladeCenter monitor stalls when the same version of Lenovo Hardware
Management Pack is deleted and re-imported.

About this task
This task is performed from the Operations Manager Console.

Procedure
1. Click Administration > Device Management > Network Devices.

2. Note the IP addresses listed in the Network Devices view of the results pane.
You will need this information for the discovery network device information
later.

3. Select the IP Address of the BladeCenter you want to rediscover, and in the
Actions pane, select Delete.

4. Using the noted IP address to limit the scope of Network Devices, follow the
instructions in [“Discovering a BladeCenter in Microsoft System Center|
[Operations Manager 2007” on page 30| to rediscover the BladeCenter.

Best practice: Rediscovering a renamed server

When a Windows server is renamed, the Windows server instance entry monitored
by the Operations Manager becomes grayed out. This is an indication that the
Windows server is no longer being monitored by the Operations Manager.

About this task

This task is performed from the Operations Manager Console.

To rediscover and monitor a renamed server, first delete the original server name
from the Operations Manager Agent Managed server list, and then rediscover the

renamed server by using the following procedure.

Procedure
1. Click Administration > Device Management > Agent Managed.
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Figure 92. Deleting a renamed server

2. Select the original name listed in the Agent Managed view of the results pane.
This entry has the original name before it was renamed.

3. Select Delete in the Actions pane located on the right side of the Operations
Manager Console. This action removes the renamed server from the view.

4. Add the new server name by following the instructions in [“Adding a system|
[that will be managed by Operations Manager” on page 59.
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Appendix B. Troubleshooting

The topics in this section provide information to assist you with troubleshooting
issues that you may have with Lenovo Hardware Management Pack. The
recommended actions often start with you verifying that you have performed
certain tasks. The symptoms of a problem often provide a clue to the underlying
issue.

Troubleshooting errors returned from the IBM Power CIM Provider

This topic describes how to troubleshoot errors returned from the IBM Power CIM
Provider.

There are two possible reasons why Capping Capable is reported as False:

* The system firmware is reporting that a platform or firmware subcomponent
does not support power capping.

* The system type does not support the power capping feature.

For more information about power management, see the [[BM Systems Director|
[Active Energy Manager Information Center|

Troubleshooting the installation of the IBM Power CIM Provider

The topics in this section describe how to troubleshoot the installation of the IBM
Power CIM Provider. The first step in troubleshooting the installation of the IBM
Power CIM Provider is to verify that the installation successfully finished.

For more information, see [“Verifying a IBM Power CIM Provider installation|
[finished successfully.”|

Verifying a IBM Power CIM Provider installation finished
successfully

The following procedure describes how to verify whether an installation of the
IBM Power CIM Provider finished successfully.

About this task
Perform the following steps from an Administrator Command window.

Procedure
1. Execute the following commands:
a. cimprovider -1 -m IBMPowerCIM

The result of this command should be a line with the provider name, for
example, IBMPowerCIM, and a status of OK.

b. cimcli ei -n root/ibmsd IBMPSG_AveragePowerUsageValue
c. cimcli ei -n root/ibmsd IBMPSG_AveragePowerUsageSensor
d. cimcli ei -n root/ibmsd IBMPSG_PowerCappingInformation

2. Verify the output generated when these commands are run. The output should
indicate appropriate numbers for the sensor readings and lower threshold
values, and Pmin/Pmax for the PowerCappingInformation class. If a command
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indicates that it partially failed, the command to generate the appropriate
numbers did not successfully run, therefore, the command run failed.

3. Optional: If any of the commands for verifying the IBM Power CIM Provider
installation failed or provided some improper values, see|"How to fix a failed|
[[BM Power CIM Provider installation.”|

How to fix a failed IBM Power CIM Provider installation

The following procedure describes how to fix a failed IBM Power CIM Provider
installation.

About this task

If any of the commands for verifying the IBM Power CIM Provider installation
failed or provided some improper values, complete the following steps:

Procedure
1. Verify that the registry key exists and contains the appropriate values.

The key is located in HKLM\SOFTWARE\IBM\Systems Management Integrations\IBM
Power CIM Provider. It should contain a REG_SZ parameter named Path, which
lists the installation directory of the provider. This directory should be
writeable.

Note: On 64-bit machines, this key can be found in: HKLM\SOFTWARE\
Wow6432Node\IBM\Systems Management Integrations\IBM Power CIM Provider.

2. In the installation directory, open the IBMPowerCIMRegistration.mof file and
verify that the Location line lists the proper path: \IBMPowerCIM. The default
installation path is %ProgramFiles%\IBM\IBM Power CIM Provider.

3. Select one of the following options:
* Stop here if there are no reports of failure or improper values after verifying
that the location line lists the proper path.

* Complete steps 4 through 8 if the provider is still reporting failure or
improper values.

4. Review the log files located in the installation directory. The file called
RegIBMPowerCIM.Tog shows the results of the registration (and deregistration)
scripts that are executed during the Windows Installer installation and
uninstallation processes. If an error occurred while running these installation
scripts, the results of that error is shown in the RegIBMPowerCIM.1og file

There can be two possible causes:
* Response length = 256

The most common cause for this error is that SMBIOS Type 38 is not
recognized on the system. This is because the system's firmware does not
support SMBIOS Type 38 or the IPMI libraries are not properly recognizing
it. Try restarting the cimserver (as noted below) or try restarting the
computer.

* cmdComplete = false
Another common cause for this error is that the registry key path is incorrect.

5. Reinstall the IBM Power CIM Provider by using the provided installer and
completing the following steps.

a. Remove the IBM Power CIM Provider by selecting Uninstall in
Add/Remove Programs (Windows 2003) or Programs and Features
(Windows 2008 and later).
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b. Wait several minutes for the Director CIM server, wmicimserver, to come
back online.

c. Reinstall the IBM Power CIM Provider using the provided installation file.

6. To manually reregister the IBM Power CIM Provider with the Director CIM

server, enter the following commands from an Administrator Command
window:

a. cimprovider -r -m IBMPowerCIM

b. net stop wmicimserver

c. taskkill /F /IM wmicpa.exe

d. net start wmicimserver

e. mofcomp IBMPowerCIM.mof (from the provider installation directory)
f.

mofcomp IBMPowerCIMRegistration.mof (from the provider installation
directory)

For optimal results, wait a few minutes between the net start wmicimserver
command and the mofcomp command.

Note: wmicimserver sometimes takes a minute to become properly responsive to
new providers being loaded.

Verify the server's firmware supports SMBIOS Type 38. If it does not, update
to a firmware version that it does support. Computers with a Unified
Extensible Firmware Interface should not be a problem.

In the registry key path HKLM\SOFTWARE\ [Wow6432Node] \IBM\Systems Management
Integrations\IBM Power CIM Provider:

a. Add a REG_SZ named Debug and set the value to 1.

b. Uninstall and reinstall the IBM Power CIM Provider as described above.

The logs are now more verbose, which may provide further insight into the
issue.

9. Restart the server.

How to remove a chassis in Network Devices Pending Management on
Windows Server 2012

The following procedure describes how to resolve the issue of a BladeCenter or a
Flex System Chassis being discovered but displaying in the Network Devices
Pending Management view.

About this task

If any of the BladeCenter or Flex System chassis is displayed in the Network
Devices Pending Management view, complete the following steps.

Procedure

1.

Open the firewall settings and use the inbound and outbound rules for starting
with the Operations Manager on a Windows machine belonging to the
management server(s). Some rules may be disabled by default.

Enable the appropriate rules and then rerun the discovery rule, or wait for it to
occur as a scheduled task on the Operations Manager Console. The network
device you discovered is now listed under the Network Devices view and is
no longer under the Network Devices Pending Management view.
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How to fix the failed task of opening an IMM/AMM/CMM Web Console
on an SCOM Console using Windows Server 2012

If you try to run the Lenovo IMM/AMM/CMM Web Console task on a Systems
Center Operations Manager Console, which is on a managed system running
Windows Server 2012 with the SSL server for web console enabled and it fails,
complete the following procedure to fix this problem. This is a Windows Server
2012 Internet Explorer security configuration problem.

About this task

The following procedure describes how to change the Internet Explorer (IE)
security configuration to allow IE to open the web console.

Procedure

1. If your server is running Windows Server 2012, click Server Manager and then
click Configure this local server to open the Local Server configuration page.

2. In the Properties area, next to IE Enhanced Security Configuration, click On to
open the Internet Explorer Enhanced Security Configuration dialog box.

3. To use Internet Explorer Enhanced Configuration when members of the local
Administrators group are logged in under Administrators, click Off. This
allows you to use the Internet Explorer Enhanced Configuration when
members of the local Administrators group are also logged in.

4. Click OK to apply the changes.
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Appendix C. Accessibility features

Accessibility features help users who have a physical disability, such as restricted
mobility or limited vision, to use information technology products successfully.

Lenovo strives to provide products with usable access for everyone, regardless of
age or ability.

Lenovo Hardware Management Pack, version v6.1 supports the accessibility
features of the systems-management software in which it is integrated. Refer to
your system management software documentation for specific information about
accessibility features and keyboard navigation.

Tip: Lenovo Hardware Management Pack, version v6.1 topic collection and its
related publications are accessibility-enabled for the Lenovo Home Page Reader.
You can operate all features using the keyboard instead of the mouse.

You can view the publications for Lenovo Hardware Management Pack, version
v6.1 in Adobe Portable Document Format (PDF) using the Adobe Acrobat Reader.
You can access the PDFs from Lenovo Hardware Management Pack, version v6.1
download site.

Lenovo and accessibility

See the [Lenovo Accessibility Features website| for more information about the
commitment that Lenovo has to accessibility.
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Appendix D. System firewall settings

This section provides information about setting firewall exceptions.

This table is a reference for determining which ports are used for the specified
Lenovo XClarity Integrator products.

Table 11. Ports used by Lenovo XClarity Integrator products
Source Target Protocol Notes
LXCI Product Port Location Component Port Location Component
SCVMM Add-in not specified management server | SCVMM Add-in Console | TCP 9500* management server | LXCI Unified Service HTTPS The target port can be
(localhost/127.0.0.1) changed when LXCI is
managed server Hyper-V/Windows installed.
clients managed with
SCVMM
not specified management server | LXCI Unified Service TCP 9501* management server | PostgreSQL n/a The target port can be
(localhost/127.0.0.1) changed when LXCI is
installed.
not specified management server | LXCI Unified Service TCP 5988 managed server MM HTTP/CIM/SLP | The IMM HTTP/HTTPS
ports are changeable in
TCP 5989 HTTPS/CIM/SLP IMM portal.
not specified management server | LXCI Unified Service TCP 80 external resource IBM/Lenovo website HTTP For downloading firmware
from IBM/Lenovo websites,
TCP 443 HTTPS HTTP proxy is supported.
not specified management server | LXCI Unified Service TCP 443 external resource LXCA HTTPS The port depends on LXCA
configuration. You must
input the correct port when
registering theLXCA in
LXCL
not specified management server | LXCI Unified Service TCP 135 managed server Host OS - WMI Server CIM n/a
not specified management server | LXCI Unified Service uDP 137 managed server Host OS - Samba Server NetBIOS name n/a
service (NMBD)
UDP 138 SMB
TCP 139
TCP 389 LDAP
TCP 445 NetBIOS
TCP 901 SWAT
not specified managed server Hyper-V/Windows UDP 137 management server | OS - Samba Server NetBIOS name n/a
clients managed with service (NMBD)
SCVMM UDP 138 SMB
TCP 139
TCP 389 LDAP
TCP 445 NetBIOS
TCP 901 SWAT
SCOM HWMP not specified management server | SCOM Hardware MP TCP 9500* server | mar server - HTTPS You can change the target
Console (LXCI) Unified Service port when you install LXCL.
(localhost/127.0.0.1)
not specified management server | LXCI Unified Service TCP 9501* management server | PostgreSQL n/a You can change the target
(localhost/127.0.0.1) port when you install LXCL
not specified management server | LXCI Unified Service TCP 5988 managed server IMM) HTTP/CIM/SLP | The IMM HTTP/HTTPS
S > | ports are changeable in
TCP 5989 HTTPS/CIM/SLP | [y portal.
not specified management server | SCOM Hardware MP TCP 161 managed server (CMM) and/or AMM SNMP Agent The ports are changeable in
TCP 162 SNMP Traps CMM portal.
SCCM OSD not specified management server [ SCCM OSD Console UDP 137 managed server Preboot OS & Host OS - NetBIOS name n/a
Samba Server service (NMBD)
UDP 138 SMB
TCP 139
TCP 389 LDAP
TCP 445 NetBIOS
TCP 901 SWAT
not specified managed server PXE client UDP 67 management server | DHCP Server DHCP n/a
UDP 68
UDP 69 TFTP Server TFTP
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Table 11. Ports used by Lenovo XClarity Integrator

products (continued)

Source Target Protocol Notes
LXCI Product Port Location | Component Port Location | Component
SCCM Update not specified management server | SCCM Update Tool TCP 80 external resource WSUS Server HTTP n/a
TCP 443 HTTPS
TCP 8530 external resource 'WSUS Server (Windows HTTP n/a
TCP 8531 322’ ie;nimz and later HTTPS
UDP 137 managed server Host OS - Samba Server NetBIOS name n/a
service (NMBD)
UDP 138 SMB
TCP 139
TCP 389 LDAP
TCP 445 NetBIOS
TCP 901 SWAT
SCCM Inventory not specified management server | SCCM Inventory Tool TCP 5988 managed server MM HTTP/CIM/SLP | The IMM HTTP/HTTPS
TCP 5989 HTTPS/CIM/SLP | Bt :Z;?angeable in
SCCM n/a n/a n/a n/a n/a n/a n/a n/a

Configuration

* The ports marked with an asterisk are registered by LXCI. The other ports are only used to access specific services in LXCL.
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Notices

Lenovo may not offer the products, services, or features discussed in this
document in all countries. Consult your local Lenovo representative for
information on the products and services currently available in your area.

Any reference to a Lenovo product, program, or service is not intended to state or
imply that only that Lenovo product, program, or service may be used. Any
functionally equivalent product, program, or service that does not infringe any
Lenovo intellectual property right may be used instead. However, it is the user's
responsibility to evaluate and verify the operation of any other product, program,
or service.

Lenovo may have patents or pending patent applications covering subject matter
described in this document. The furnishing of this document does not give you
any license to these patents. You can send license inquiries, in writing, to:

Lenovo (United States), Inc.

1009 Think Place - Building One

Morrisville, NC 27560

U.S.A.

Attention: Lenovo Director of Licensing

LENOVO PROVIDES THIS PUBLICATION “AS IS” WITHOUT WARRANTY OF
ANY KIND, EITHER EXPRESS OR IMPLIED, INCLUDING, BUT NOT LIMITED
TO, THE IMPLIED WARRANTIES OF NON-INFRINGEMENT,
MERCHANTABILITY OR FITNESS FOR A PARTICULAR PURPOSE. Some
jurisdictions do not allow disclaimer of express or implied warranties in certain
transactions, therefore, this statement may not apply to you.

This information could include technical inaccuracies or typographical errors.
Changes are periodically made to the information herein; these changes will be
incorporated in new editions of the publication. Lenovo may make improvements
and/or changes in the product(s) and/or the program(s) described in this
publication at any time without notice.

The products described in this document are not intended for use in implantation
or other life support applications where malfunction may result in injury or death
to persons. The information contained in this document does not affect or change
Lenovo product specifications or warranties. Nothing in this document shall
operate as an express or implied license or indemnity under the intellectual
property rights of Lenovo or third parties. All information contained in this
document was obtained in specific environments and is presented as an
illustration. The result obtained in other operating environments may vary.

Lenovo may use or distribute any of the information you supply in any way it
believes appropriate without incurring any obligation to you.

Any references in this publication to non-Lenovo Web sites are provided for
convenience only and do not in any manner serve as an endorsement of those Web
sites. The materials at those Web sites are not part of the materials for this Lenovo
product, and use of those Web sites is at your own risk.
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Any performance data contained herein was determined in a controlled
environment. Therefore, the result obtained in other operating environments may
vary significantly. Some measurements may have been made on development-level
systems and there is no guarantee that these measurements will be the same on
generally available systems. Furthermore, some measurements may have been
estimated through extrapolation. Actual results may vary. Users of this document
should verify the applicable data for their specific environment.

Trademarks

Lenovo, the Lenovo logo, Flex System, System X, and NeXtScale System are
trademarks of Lenovo in the United States, other countries, or both.

Intel and Intel Xeon are trademarks of Intel Corporation in the United States, other
countries, or both.

Internet Explorer, Microsoft, and Windows are trademarks of the Microsoft group
of companies.

Linux is a registered trademark of Linus Torvalds.

Other company, product, or service names may be trademarks or service marks of
others.

Important notes

Processor speed indicates the internal clock speed of the microprocessor; other
factors also affect application performance.

When referring to processor storage, real and virtual storage, or channel volume,
KB stands for 1 024 bytes, MB stands for 1 048 576 bytes, and GB stands for 1 073
741 824 bytes.

When referring to hard disk drive capacity or communications volume, MB stands
for 1 000 000 bytes, and GB stands for 1 000 000 000 bytes. Total user-accessible
capacity can vary depending on operating environments.

Lenovo makes no representations or warranties with respect to non-Lenovo
products. Support (if any) for the non-Lenovo products is provided by the third
party, not Lenovo.

Some software might differ from its retail version (if available) and might not
include user manuals or all program functionality.

124 Lenovo Hardware Management Pack for Operations Manager, Version 6.1 User’s Guide



Index
A

About this publication ix

Accessibility features 119

adding a Lenovo system to be managed
by Operations Manager 59

adding a system 61

additional configuration requirements 9

Adobe Acrobat Reader xi

B

Baseboard Management Controller 11
BladeCenter 4,7, 112
BladeCenter Chassis 7

C

configuring Flex System Chassis SNMP
settings 41

conventions and terminology ix

creating an SNMPv3 user account 45

D

deleting the Lenovo Hardware
Management Packs 25

determining the cause of an error 109

discovering a Flex System in Operations
Manager 2007 46

discovering a Flex System in Operations
Manager 2012 46

discovering a Lenovo FSM system 102

E

enabling power capping 89

F

Flex System 7

Flex System Chassis managed by Lenovo
XClarity Administrator 48

Flex System Chassis Web Console 99

Flex system remote power on and off 95

FSM Web Console 103

H

Health Explorer 73

how to check software dependencies on
the remote computer 60

how to fix a failed task of opening a
System Web Console 118

IBM Director Core Services 4

IBM Power CIM Provider 23, 26, 115

IBM Systems Director Agent 10

important notices 124

imported Lenovo Hardware Management
Packs 22

information resources xi

installation 15

installation requirements 15

installing IBM Power CIM Provider 23

Integrated Management Module 11

Integrated RAID 12

K

key features 1
knowledge pages 75

L

launching the FSM Web Console 103

launching the Lenovo Flex System
Chassis Web Console 99

Lenovo BladeCenter 4

Lenovo FSM system 102

Lenovo Hardware Management Pack 1,
3,4, 23,2527

Lenovo Hardware Management Pack,
installation 15

Lenovo System x Power Data Chart 94

Lenovo XClarity Integrator for Microsoft
System Center website xi

locating hardware errors 73

M

managed systems, operating systems 10

management concepts 4

management server 23

management servers 9

management servers, operating
systems 8

MegaRAID 12

Microsoft System Center Operations
Manager 3,4

Microsoft System Center Operations
Manager website xii

monitoring the health of systems,
hardware components, and other
targets 70

N

notes, important 124
notices 123

© Lenovo 2014, 2015. Portions © IBM Corp. 1999.

o)

Operations Manager 51
Operations Manager, supported
versions 8

P

PDF files xi

Platform Agent 4

Power Data Chart 94

power monitoring, supported
configurations for managed
systems 13

premium features 1

product information 1

R

rediscovering a renamed server 112

rediscovering all BladeCenters 112

reinstalling 27

remote shutdown of the operating
system 81

Remote Supervisor Adapter-II 12

removing a Chassis 117

removing a discovered BladeCenter
chassis 40

removing a discovered Flex System
chassis 50

RSA-II 12

S

ServeRaid 13

ServeRAID-BR/IR 12

ServeRAID-MR 12

ServerProven websites  xii

setting power capping 89

setting the power threshold 84

SNMPv1 Agent 43

SNMPv3 Agent 45

supported configurations 7, 11, 13

supported configurations, managed
systems 9

supported configurations, management
servers 8

supported Flex System chassis 8

supported operating systems 7

supported servers 7

supported systems 7

System Management with Lenovo
XClarity Solution website xii

System x 7

systems 4

T

technical support portal xi
trademarks 124

125



Trial license 2

trial period 2

troubleshooting 115

troubleshooting IBM Power CIM
Provider 115

U

uninstalling 25

uninstalling IBM Hardware Management
Pack 26

using Flex system remote power on and
off 95

using Health Explorer to identify and
resolve problems 73

using the Operations Manager
Console 51

\'

verifying the IBM Power CIM Provider
installation 115

viewing alerts 71

viewing hardware errors 73

viewing inventory 70

W

Web resources xi

126 Lenovo Hardware Management Pack for Operations Manager, Version 6.1 User’s Guide






lenovo.

Printed in USA



	Contents
	Figures
	Tables
	About this publication
	Conventions and terminology

	Information resources
	PDF files
	World Wide Web resources

	Chapter 1. Lenovo Hardware Management Pack for Microsoft System Center Operations Manager, v6.1
	Key features
	Premium features
	Trial license support

	Chapter 2. Technical overview
	How Lenovo Hardware Management Pack supports enhanced system features
	Management concepts

	Chapter 3. Supported configurations
	Supported servers
	Supported BladeCenter Chassis
	Supported Flex System Chassis
	Supported configurations of management servers
	Supported versions of Microsoft System Center Operations Manager for management servers
	Prerequisites for Hardware Failure Management
	Supported operating systems for management servers
	Additional configuration requirements for management servers


	Supported configurations and requirements for a managed system
	Supported operating systems for managed systems
	Supported versions of IBM Systems Director Agent
	Supported configurations of IBM Systems Director Agent
	Supported configurations of managed systems with BMC or IPMI
	Supported configurations of managed systems with Remote Supervisor Adapter II
	Supported configurations of managed systems with ServeRAID-MR or MegaRAID
	Supported configurations of managed systems with ServeRAID-BR/IR or Integrated RAID
	Supported configurations of managed systems with ServeRAID versions 8x/7x/6x
	Supported configurations of managed systems with Power Monitoring



	Chapter 4. Installing Lenovo Hardware Management Pack and other components
	Overview of the installation process
	Installation requirements for Lenovo Hardware Management Pack

	Before you install Lenovo Hardware Management Pack
	Installing Lenovo Hardware Management Pack
	Lenovo Hardware Management Packs


	Installing Lenovo Hardware Management Pack on more than one management server
	Installing IBM Power CIM Provider
	The Lenovo License Tool and activating the premium features
	Upgrading to Lenovo Hardware Management Pack for Microsoft System Center Operations Manager, v6.1
	Upgrading Lenovo Hardware Management Pack on more than one management server

	Uninstalling Lenovo Hardware Management Pack v6.1
	Deleting Lenovo Hardware Management Packs
	Removing the IBM Power CIM Provider
	Uninstalling the software package
	Downgrading to a previous version of Lenovo Hardware Management Pack

	Information about reinstalling Lenovo Hardware Management Pack v6.1
	Configuring BladeCenter SNMP settings
	Discovering a BladeCenter in Microsoft System Center Operations Manager 2007
	Discovering a BladeCenter in Microsoft System Center Operations Manager 2012
	Removing a discovered BladeCenter Chassis

	Discovering a Flex System Chassis enabled for SNMP
	Enabling SNMPv1 Agent
	Enabling SNMPv3 Agent
	Discovering a Flex System Chassis in Microsoft System Center Operations Manager 2007
	Discovering a Flex System Chassis in Microsoft System Center Operations Manager 2012
	Discovering a Flex System Chassis that is or will be managed by Lenovo XClarity Administrator
	Workaround Option A

	Removing a discovered Flex System Chassis


	Chapter 5. Working with Lenovo Hardware Management Pack
	Monitoring through the Operations Manager Console
	Adding a system that will be managed by Operations Manager
	Optional steps before starting this task
	How to check software dependencies on a remote computer


	Using the Discovery Wizard to add a system
	Refresh Lenovo Windows Computer information
	Viewing inventory
	Monitoring the health of systems, hardware components, and other targets
	Viewing alerts
	Locating and viewing hardware errors

	Using Health Explorer to identify and resolve problems
	Using knowledge pages to resolve problems

	Chapter 6. Using premium features
	Health monitoring of IMM-based servers
	Adding an IMM-based server that will be managed by Operations Manager
	IMM discovery and authentication
	Refresh IMM information

	Using the power management feature for Hardware Failure Management

	Remote control of BladeCenter x86/x64 Blade servers
	Remote Shutdown of an operating system

	Setting the power threshold
	Enabling and setting power capping
	Viewing the power data for client System x servers
	Remotely controlling Flex Systems
	Launching the Lenovo Flex System Chassis Web Console
	Discovering a Lenovo Flex System Chassis Flex System Manager
	Launching the Flex System Manager Web Console

	Appendix A. Best practices
	Best practice: Determining the cause of an error
	Best practice: Rediscovering all BladeCenters
	Best practice: Rediscovering a renamed server

	Appendix B. Troubleshooting
	Troubleshooting errors returned from the IBM Power CIM Provider
	Troubleshooting the installation of the IBM Power CIM Provider
	Verifying a IBM Power CIM Provider installation finished successfully
	How to fix a failed IBM Power CIM Provider installation

	How to remove a chassis in Network Devices Pending Management on Windows Server 2012
	How to fix the failed task of opening an IMM/AMM/CMM Web Console on an SCOM Console using Windows Server 2012

	Appendix C. Accessibility features
	Appendix D. System firewall settings
	Notices
	Trademarks
	Important notes

	Index
	A
	B
	C
	D
	E
	F
	H
	I
	K
	L
	M
	N
	O
	P
	R
	S
	T
	U
	V
	W


