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Abstract

This paper will discuss tuning techniques for Maotit SQL Server 2005 & 2008 to enable them
to perform well on a multi-node server, such asiBid x3950 and x3950 M2. Tweaks that are
not specific to multi-node scalability, such as tise of large pages, are not discussed.

Introduction

A single-node or non-scalable system based on réueh x86 processors has all its memory,
slots, and IO local to all the processors in thetesy. There is no performance penalty for using
one area of memory over another.

The situation is different when we go to a multdeasystem. In that case, some of the memory,
slots, 10, and processors are local (on the sarde)remd some are remote (on a different node).
Accessing remote resources incurs a performancatgewhich can be substantial. When the
operating system and application software are owotigured properly to deal with this fact,
system performance can suffer dramatically.

The Problem

A 2-node system consists of two hardware nodeseamiad via scalability cables. In this
configuration, 50% of the memory is local and 5@%amote, as viewed from each node. With
no NUMA-awareness at all, when a program allocatemory, it has a 50/50 chance of
allocating memory on the local node, and which mgnigallocated (local or remote) can
change between invocations due to the memory usfagfber applications at invocation time.
Application performance can be drastically diffdren the same system depending on where
memory was allocated, locally or remotely.

A 4-node system has 25% of the memory local and i#&#ote, relative to each node. This
means that a program has a 75% chance of allocglimgmemory on a non-NUMA aware OS.
On an 8-node system, those chances go up to 7 8utalmost 88%. And on top of that, half of
the nodes in an 8-node x3950 are two remote hopyg &iem each node, meaning even longer
latency. Poor performance is almost guaranteddssisoftware is configured properly.

The Solution

To maximize performance, it is best to keep praogasiemory/lO as local to each node as
possible, to minimize scalability traffic (remotede access). The first step to doing this is to
use a NUMA-aware operating system. Windows Se2088 and Windows Server 2008 are both
NUMA-aware and that awareness functions properlthenx3950 and x3950 M2. Windows
Server 2003/2008 automatically detect each hardnade and sets them up, processors and
memory, each as a software NUMA node. When anagijan that is running on a multi-node
x3950 requests memory, the OS will automaticaiptdrprovide that memory on the same
NUMA node that the application is running on. Tkéeps the application and its data all on the
same node, reducing remote traffic and maximiziedggsmance. Localizing the application’s
input and output, networking and storage, will fiertincrease performance. This can be done
with process affinity to pin an app to a specificdware node where its networking and storage
controllers physically reside.
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The situation gets more complicated when the agiidio requires the resources of more than one
hardware node. The application itself then needsetNUMA-aware and configured properly for
the system it is running on. This is the case B@L Server 2005 & 2008, which are both

NUMA aware. However, this awareness isn't fullyomatic. There are several configuration
parameters that need to be set to optimize SQLeBsperformance on a multi-node x3950.

Note that even though SQL Server 2000 has some NddMareness as of SP4, it is very
minimal. Users of NUMA systems are strongly eneged to move off of SQL Server 2000 and
onto SQL Server 2005 or 2008 for best performance.

Setting up the SQL Affinity Mask

The first step is to decide which processor thréadse system will be allocated to SQL Server
and then set SQL'’s processor affinity mask, usmagonfigure. This will lock SQL Server to

the same specific processors all the time. Fomel@ consider a 2-node 8P system using single-
core processors without Hyper-Threading (so 8 ORI threads). To assign SQL Server to all
processors, give it an affinity mask of OXFF. Ox6 the 4 processors on one hardware node
(node 1) and OxOF are the 4 processors on the @tbde 0). The more processor threads
(processors, cores, Hyper-Threads), the longemtsk will be. For example, for the same 8P 2-
node system with quad-core processors and no Hyprerading (so 32 total CPU threads), the
affinity mask would be OxFFFFFFFF, to use all coresFFFF0000 are the cores on node 1 and
OxO000FFFF are the cores on node 0.

Setting up SoftNUMA Nodes

With that done, the next step is to configure S@LvEr's softNUMA nodes, which essentially
partition SQL Server. Work that comes into a aers®@ftNUMA node is handled by that
softNUMA node exclusively; the work will not spiiver to other softNUMA nodes. This keeps
the processors, caches, memory, and data relatkd twork all local to that softNUMA node.
The higher the locality, the better the performandEbe.

For starters, add one softNUMA node to SQL for daatdware node that has any processors
affinitized to SQL. Continuing the 32-thread exdenpbove where the 2-node’s SQL affinity
mask is OXFFFFFFFF, you would create two softNUMAles in SQL Server, one having the
mask OxFFFF0000 and the other having the mask @¥RRF.

Creating softNUMA nodes is done via the regisiBpen regedit and drive to
HKEY_LOCAL_MACHINE\SOFTWARE\Microsoft\Microsoft SQL
Server\ <#>\NodeConfiguration , Where<#> is 90 for SQL Server 2005 arw#> is 100
for SQL Server 2008. Once there, create a newdegach softNUMA node named “Nade
whereX is the node number starting from zero and incrgglsy 1. Then for each of those keys,
create a DWORD value “CPUMask” and set it to thecpssor affinity mask you want to assign
to that sotNUMA node. Continuing the example:

Key Name DWORD Value Name DWORD Value

NodeO CPUMask Ox0000FFFF

Nodel CPUMask OxFFFF0000

Once you are done with that, start up SQL Servdmeatch the messages. You should see
related lines as follows:

2007-10-11 12:48:36.45 Server  Processor affini ty turned on: processor mask
0x00000000ffffffff. Threads will execute on CPUs pe r affinity mask/affinity64 mask config
option. This is an informational message; no user a ction is required.
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2007-10-11 12:48:46.51 Server  Multinode config uration: node 0: CPU mask:
0x000000000000FFFF Active CPU mask: 0x000000000000F FFF. This message provides a
description of the NUMA configuration for this comp uter. This is an informational message
only. No user action is required.

2007-10-11 12:48:46.51 Server  Multinode config uration: node 1: CPU mask:
0x00000000FFFF0000 Active CPU mask: 0x00000000FFFFO 000. This message provides a
description of the NUMA configuration for this comp uter. This is an informational message

only. No user action is required.

Check this information over carefully to be surisitorrect. SQL Server will not error out if it
finds a problem- it will just change to differerdglues. Check the following:
- Check the overall processor affinity mask and gnacessor affinity is enabled.
- Verify that the Active CPU mask for each softNUNbade is the same as the requested
CPU mask.
- Sometimes SQL Server decides to reverse the segfl€PU masks for softNUMA
nodes 0 & 1. If you find this is the case, simpdyerse them in the registry (rename the
key “Nodel” to “Node0” and vice-versa).
For every change you make, stop and restart SQerity that the change took properly.

You can create as many of these softNUMA nodesaswant- one per CPU thread if you
wanted. Just note that softNUMA nodes can not loaeelapping affinity masks and they should
not be set to cross over hardware NUMA boundarigse optimum number of sotNUMA nodes
to create varies by system and workload. Settingne softNUMA node per hardware NUMA
node is a good place to start. That will minimizernode traffic and show the biggest
performance gains.

Setting up the SQL Server Network Connection Affinity

Now that the softNUMA nodes are configured, youcheassign work to each softNUMA node.
This is done by configuring network connectionraffi. The idea is that work coming into SQL
Server is given to a certain softNUMA node baseavbat connection the work came from.
Connection affinity can be set by IP address (whithddress you connect to determines your
softNUMA node) or by IP port (which port you conhéz determines your softNUMA node).
For highest locality, it is best to have a netwadapter physically residing in each hardware
node, each with its own IP address.

Let’s continue our example by setting port-basatheation affinity. Start by opening the SQL
Server Configuration Manager and expand the SQLeB&005/2008 Network Configuration
tree on the left. Double-click on TCP/IP to opengroperties. If “Listen All” is enabled, then
SQL Server will be listening for connections onddlthe IP addresses the server has. In that
case, you will set the connection affinities in the All” section of the “IP Addresses” tab. If
“Listen All" is disabled, you will set the conneati affinities for the specific addresses that are
enabled.

Assuming the use of “Listen All”, go to the “IP Akection of the “IP Addresses” tab and go to
the “TCP Port” line. This is where you will ligté IP ports that SQL Server will be listening on-
on all IP addresses defined on the server, inctuldiopback. When you list the ports, you can
provide an optional bitmask to affinitize each pora certain softNUMA node. For example,
say the “TCP Port” string was:

1433,1434[0x1],1436[0x2]
This means that users that connect to SQL Seraesny server IP address on port 1433 can have
their work assigned to any softNUMA node (port 14380t affinitized). Connections via port
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1434 will be affinitized to sotNUMA node 0 and gmttions via port 1436 will be affinitized to
softNUMA node 1. Note that the softNUMA affiniti@se bitmasks, which means:

softNUMA node 0 = Ox1

softNUMA node 1 = 0x2

softNUMA node 2 = 0x4

softNUMA node 3 = 0x8

softNUMA node 4 = 0x10

softNUMA node 5 = 0x20

softNUMA node 6 = 0x40

and so on.

After that is all setup, SQL Server will now showessages like this when it is started:

2007-10-11 12:48:56.57 Server  Server is listen ing on [ 'any' <ipv4> 1433].

2007-10-11 12:48:56.62 Server  Server is listen ing on [ '‘any' <ipv4> 1434].

2007-10-11 12:48:56.62 Server  SQL Network Inte rfaces initialized listeners on node 0

of a multi-node (NUMA) server configuration with no de affinity mask 0x0000000000000001.
This is an informational message only. No user acti on is required.

2007-10-11 12:48:56.59 Server  Server is listen ing on [ ‘any' <ipv4> 1436].

2007-10-11 12:48:56.59 Server ~ SQL Network Inte rfaces initialized listeners on node 1

of a multi-node (NUMA) server configuration with no de affinity mask 0x0000000000000002.
This is an informational message only. No user acti on is required.

No message follows the line for port 1433, so itas affinitized. The line following port 1434
shows that it is affinitized to node 0 (mask OxIJhe line following port 1436 shows that it is
affinitized to node 1 (mask 0x2). Verify that tiléormation in these messages matches your
desired connection affinities. For every change yake, stop and restart SQL to verify that the
change took properly.

Finally, the users need to be configured so theyeot to the desired port. This is done with the
SQL Native Client Configuration. Group users ttgetwho work on the same parts of the
database (or the same database) to the same soANIdNE. This will keep that part of the
database local to that softNUMA node. If dataliabées have to bounce back and forth between
softNUMA nodes (hardware nodes in this case) becagers on both softNUMA nodes are
constantly using them, performance will suffer.eTdverall idea is to keep data local to each
hardware node, minimizing slow remote data access.

Non-NUMA Commands

We've found that some SQL commands respect the S&pizer NUMA configuration, while
others do not. Queries that manipulate data inl#tabase work well with NUMA. Database
maintenance commands, suchlrasdex, do not. Because of this, those commands caratéde
longer on a NUMA system than on a non-NUMA systélm. work around this issue, to keep
maintenance windows as short as possible, it istbggn SQL Server to only one hardware
NUMA node when running such tasks. Justgmeonfigure to change the overall affinity mask
to force SQL Server to reside on only one hardwdidlA node. Then run the maintenance
tasks. When done with those, reset the SQL Saiffiaity mask for normal operations.

Other Notes

1) Once you have SQL Server configured properlyNJOMA, it is best to reboot the server and
then start SQL Server, especially if large pagesaing used. Rebooting clears out memory,
allowing SQL Server to grab large contiguous bloaksemory for best performance.
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2) Don't allow SQL Server to grab too much memaeegulting in paging. Be sure there is at
least a couple of GB free, or performance canegmty poor. Thesp_configure setting “max
server memory” controls this.

Review

In order to get the best performance possible mili-node x3950 or x3950 M2, the amount of
remote-node references must be minimized. Theehigffe data locality, the better the overall
performance will be. In order to optimize SQL S®r2005 or 2008 on a multi-node x3950 or
x3950 M2, the following must be done:
1) pin SQL Server to certain processors by settirgafftnity mask
2) setup softNUMA nodes in SQL Server, to group IdeBU threads together to
handle incoming work
3) setup connection affinity in SQL Server, to assigiworking connections to
softNUMA nodes
4) assign users to specific network connections. Hawdar users share the same
network connections, meaning that they share thme S@ftNUMA node, keeping
their shared data local to that part of the server.
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