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About this document

This document provides information about how you can configure, maintain, and monitor clusters with
PowerHA® SystemMirror® for AIX®.

Highlighting

The following highlighting conventions are used in this document:

Bold Identifies commands, subroutines, keywords, files, structures, directories, and other items whose names are
predefined by the system. Also identifies graphical objects such as buttons, labels, and icons that the user
selects.

Italics Identifies parameters whose actual names or values are to be supplied by the user.

Monospace Identifies examples of specific data values, examples of text similar to what you might see displayed,

examples of portions of program code similar to what you might write as a programmer, messages from
the system, or information you should actually type.

Case-sensitivity in AIX

Everything in the AIX operating system is case-sensitive, which means that it distinguishes between
uppercase and lowercase letters. For example, you can use the 1s command to list files. If you type LS, the
system responds that the command is not found. Likewise, FILEA, FiLea, and filea are three distinct file
names, even if they reside in the same directory. To avoid causing undesirable actions to be performed,
always ensure that you use the correct case.

ISO 9000

ISO 9000 registered quality systems were used in the development and manufacturing of this product.

Related information
* The PowerHA SystemMirror Version 7.2.1 PDF documents are available in the [PowerHA SystemMirror|

7.2.1 PDFs| topic.
+ The PowerHA SystemMirror Version 7.2.1 release notes are available in the [PowerHA SystemMirror|
[7.2.1 release notes| topic.
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Administering PowerHA SystemMirror

Use this information to configure, manage, and troubleshoot PowerHA SystemMirror.

What's new in Administering PowerHA SystemMirror

Read about new or significantly changed information for the Administering PowerHA SystemMirror topic
collection.

How to see what's new or changed

In this PDF file, you might see revision bars () in the left margin that identify new and changed
information.

January 2018

The following information is a summary of the updates that were made to this topic collection:

. U@dated information about the AIX® ping command in the [‘Overview of DLPAR and CoD” on page|
topic.

* Added information about the /tmp directory in the [“Creating a PowerHA SystemMirror file collection”]
topic.

+ Added two notes about the split and merge policies and the Deadman mode in the [‘Configuring split]
[and merge policies” on page 26| topic.

August 2017

The following information is a summary of the updates that were made to this topic collection:

+ Updated information about the CriticalVG attribute in the [‘Creating critical volume groups” on page
i topic.

June 2017

The following information is a summary of the updates that were made to this topic collection:

* Updated information about Representational State Transfer (REST) Application Programming Interface
(API) in the following topics:

- [“Adding an HMC definition for Resource Optimized High Availability” on page 357|
— [“Configuring HMC to work with Resource Optimized High Availability” on page 354|
— [Planning for ROHA|

* Updated information resource group move policies in the [Moving resource groups with dependencies|
topic.

* Updated the [“Size of /var file system may need to be increased” on page 184|topic for space
recommendation information for the var/hacmp/clverify/clverify.log[0-9] log files.

* Added limitation to the [Types of CoD licenses| topic.

Administering a PowerHA SystemMirror cluster

These topics provide a list of the tasks you perform to configure, maintain, monitor, and troubleshoot a
PowerHA SystemMirror system, related administrative tasks, and a list of AIX files modified by
PowerHA SystemMirror.

© Copyright IBM Corp. 2016, 2018 1



Options for configuring a PowerHA SystemMirror cluster

In PowerHA SystemMirror, you can configure a cluster using one of the several different PowerHA
SystemMirror tools.

These tools include:

* PowerHA SystemMirror SMIT user interface. You can also use the SMIT menus under the Cluster
Nodes and Networks > Initial Cluster Setup (Typical) path to configure a typical cluster. You can
alternately use the menus under Custom Cluster Configuration > Cluster Nodes and Networks >
Initial Cluster Setup (Custom) to create a custom configuration.

* Cluster Snapshot Utility: If you have a snapshot of the PowerHA SystemMirror cluster configuration
taken from a prior release, you can use the Cluster Snapshot utility to perform the initial configuration.

Related concepts:

[‘Configuring a PowerHA SystemMirror cluster” on page 12|
These topics describe how to configure a PowerHA SystemMirror cluster using the SMIT Cluster Nodes
and Networks path.

Related reference:

[‘Saving and restoring cluster configurations” on page 297

You can use the cluster snapshot utility to save and restore cluster configurations. The cluster snapshot
utility allows you to save to a file a record of all the data that defines a particular cluster configuration.
This facility gives you the ability to recreate a particular cluster configuration, provided the cluster is
configured with the requisite hardware and software to support the configuration.

Related information:

[nstalling PowerHA SystemMirror|

Configuration tasks

The PowerHA SystemMirror configuration tasks are described in these topics. You can reach
configuration tasks related to the cluster, nodes, and networks from the Cluster Nodes and Networks
SMIT menu. You can reach tasks related to resources and applications from the Cluster Applications and
Resources SMIT menu.

The major steps in the process are:
1. Configure the cluster topology using the Cluster Nodes and Networks SMIT menu path.

2. Configure the cluster applications and resources using the Cluster Applications and Resources SMIT
menu path.

3. Verify and synchronize your cluster configuration.

4. (Optional) Perform custom configuration of your cluster, such as configuring pre-events and
post-events, remote notification, file collections, and other optional settings. You must verify and
synchronize if you make any additional changes to the cluster configuration.

5. Test the cluster.

Initial cluster setup

Using the options under the Cluster Nodes and Networks SMIT menu, you can add the basic
components of the cluster to the PowerHA SystemMirror Configuration Database in a few steps. This
configuration path automates the discovery and selection of configuration information and chooses
default behaviors.

The following are the prerequisites and default settings for configuring a cluster:

* PowerHA SystemMirror uses unicast communications by default for heartbeat and messaging between
nodes in the cluster. You can choose to use multicast communication. If you use multicast
communication, you must verify that the network devices are configured for multicast communication.
When you create a cluster that uses multicast communication, PowerHA SystemMirror uses a default
multicast IP address for your environment or you can specify a multicast IP address.

2 Administering PowerHA SystemMirror



* Connectivity for communication must already be established between all cluster nodes. Automatic
discovery of cluster information runs by default when you use the Initial Cluster Setup (Typical)
menus, found under the SMIT menu Cluster Nodes and Networks. Once you have specified the nodes
to add and their established communication paths, PowerHA SystemMirror automatically collects
cluster-related information and configures the cluster nodes and networks based on physical
connectivity. All discovered networks are added to the cluster configuration.

* The cluster configuration is stored in a central repository disk, and PowerHA SystemMirror assumes
that all nodes in the cluster have common access to at least one physical volume or disk. This common
disk cannot be used for any other purpose, such as hosting application data. You can specify this
dedicated shared disk when you initially configure the cluster.

Related concepts:

['Maintaining a PowerHA SystemMirror cluster” on page 5|
PowerHA SystemMirror systems have different maintenance tasks.

[‘Configuring a PowerHA SystemMirror cluster” on page 12|
These topics describe how to configure a PowerHA SystemMirror cluster using the SMIT Cluster Nodes
and Networks path.

Related information:

Planning cluster network connectivityl|

Cluster and application configuration options
Use the following information to configure cluster and application components after the initial cluster
setup.

Configuring topology and resources

You can configure the cluster, nodes, networks, network interfaces, and the cluster repository disk and IP
address using the SMIT menus under Cluster Nodes and Networks.

Once the cluster is created, manage the cluster, nodes, networks, and network interfaces using the
Manage menus under Cluster Nodes and Networks in SMIT.

You can add resources and resource groups to support clustered applications under the SMIT menu
Cluster Applications and Resources.

There are some options for configuring cluster topology and resource that are not required, but might be
desired in some configurations. For example, by default all network interfaces discovered on cluster
nodes at the time of cluster creation are included in the cluster topology configuration and are used for
cluster communications, monitoring, and to keep application IP addresses highly available. It is possible
to exclude some interfaces from the cluster configuration when desired.

Configuring dynamic LPAR and Capacity Upgrade on Demand resources

Using Dynamic LPAR (DLPAR) and Capacity on Demand (CoD) in a PowerHA SystemMirror cluster
describes how to plan, integrate, configure, and troubleshoot application provisioning for PowerHA
SystemMirror through the use of DLPAR CoD functions available on some IBM® Power Systems " servers.
It also includes examples and recommendations about customizing your existing pre- and post-event
scripts.

Related concepts:

['Configuring a PowerHA SystemMirror cluster” on page 12|
These topics describe how to configure a PowerHA SystemMirror cluster using the SMIT Cluster Nodes
and Networks path.

['Using DLPAR and CoD in a PowerHA SystemMirror cluster” on page 344|
You can configure PowerHA SystemMirror in a hardware and software configuration to use Dynamic
Logical Partitions (DLPARs) and the Capacity on Demand (CoD) function.

Administering PowerHA SystemMirror 3



Related reference:

[‘Distribution preference for service IP label aliases” on page 40|
You can configure a distribution preference for the service IP labels that are placed under PowerHA
SystemMirror control.

[‘Configuring PowerHA SystemMirror resource groups”’ on page 59|
Use the following SMIT menu path, Configure Applications and Resources > Resource Groups to
configure resource groups in a cluster.

Custom cluster configuration
Use the Custom Cluster Configuration menus to access less typical configuration options for the cluster
and applications. To access this menu, enter smit sysmirror and select Custom Cluster Configuration.

Cluster Nodes and Networks
Use the Initial Cluster Setup (Custom) option to perform a custom setup by manually creating
the cluster and adding nodes, networks, and network interfaces. Use the Manage the Cluster
option to customize the cluster startup settings to start cluster services automatically when the
system starts, customize cluster heartbeat settings, and reset the cluster tunable parameters to the
default values.

Sites Add sites, remove nodes from a site, and change site settings.

Resources
These menus are available for custom resource configuration and include the following
submenus: Define custom disk, volume group, and file system methods, Configure user defined
resources and types, and Customize resource recovery.

Resource Groups
Configure resource groups for PowerHA SystemMirror, and assign resources to resource groups.

Events
Customize cluster events by adding pre and post-event commands, notify commands, recovery
commands, user-defined events, and remote notification methods by using the Cluster Event
menu. This menu also has the options to allow you to change the default time until warning
values. If you want to customize the responses to system events use the System Events menu.

Verify and Synchronize Cluster Configuration (Advanced)
Verify cluster topology, verify cluster resources, and identify custom verification methods.

Configuring cluster events

The PowerHA SystemMirror system is event-driven. An event is a change of status within a cluster.
When the Cluster Manager detects a change in cluster status, it executes the designated script to handle
the event and initiates any user-defined customized processing.

To configure customized cluster events, you indicate the script that handles the event and any additional
processing that should accompany an event. Configuring cluster events describes the procedures for
customization of event handling in PowerHA SystemMirror.

Configuring remote notification for cluster events

The remote notification function allows you to direct SMS text-message notifications to any address
including your cell phone.

In addition to sending e-mails or SMS messages to your cell phone, remote notification methods can be
used to send numeric or alphanumeric pages through a dialer modem, which uses the standard Telocator
Alphanumeric Protocol (TAP) protocol.

Related tasks:

[‘Defining a remote notification method” on page 97|
You can define a remote notification method using the SMIT interface.
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Related reference:

['Configuring cluster events” on page 91|

The PowerHA SystemMirror system is event-driven. An event is a change of status within a cluster.
When the Cluster Manager detects a change in cluster status, it executes the designated script to handle
the event and initiates any user-defined customized processing.

Verifying and synchronizing the configuration

Verifying the cluster configuration assures you that all resources used by PowerHA SystemMirror are
properly configured, and that ownership and takeover of those resources are defined and are in
agreement across all nodes. By default, if the verification is successful, the configuration is automatically
synchronized.

You should verify the configuration after making changes to a cluster or node. The Verifying and
synchronizing a PowerHA SystemMirror cluster section describes the SMIT menus for verification,
explains the contents and uses of the clverify.log file, and describes how to verify your cluster.

Verifying and synchronizing a PowerHA SystemMirror cluster also explains how to create and maintain
PowerHA SystemMirror File Collections. Using the PowerHA SystemMirror File Collections utility, you
can request that a list of files is automatically kept synchronized across the cluster. You no longer have to
manually copy an updated file to every cluster node, verify that the file is properly copied, and confirm
that each node has the same version of it. If you use the PowerHA SystemMirror File Collections utility,
PowerHA SystemMirror can detect and warn you if one or more files in a collection is deleted or has a
zero value on one or more cluster nodes during cluster verifications.

Related reference:

[ Verifying and synchronizing a PowerHA SystemMirror cluster” on page 99|

Verifying and synchronizing your PowerHA SystemMirror cluster assures you that all resources used by
PowerHA SystemMirror are configured appropriately and that rules regarding resource ownership and
resource takeover are in agreement across all nodes. You should verify and synchronize your cluster
configuration after making any change within a cluster. For example, any change to the hardware
operating system, node configuration, or cluster configuration.

Testing the cluster
PowerHA SystemMirror includes the Cluster Test Tool to help you test the recovery procedures for a new
cluster before the cluster becomes part of your production environment.

You can also use the tool to test configuration changes in an existing cluster, when the cluster services are
not running. Testing a PowerHA SystemMirror cluster explains how to use the Cluster Test Tool.

Related reference:

[‘Testing a PowerHA SystemMirror cluster” on page 121
These topics describe how to use the Cluster Test Tool to test the recovery capabilities of a PowerHA
SystemMirror cluster.

Maintaining a PowerHA SystemMirror cluster

PowerHA SystemMirror systems have different maintenance tasks.

Starting and stopping cluster services
Various methods for starting and stopping cluster services are available.

Maintaining shared logical volume manager components
Any changes to logical volume components must be synchronized across all nodes in the cluster.
Using C-SPOC (the Cluster Single Point of Control) to configure the cluster components on one
node and then synchronize the cluster saves you time and effort.

Managing the cluster topology
Any changes to cluster configuration must be propagated across all nodes. Managing the cluster

Administering PowerHA SystemMirror 5



topology describes how to modify cluster topology after the initial configuration. You can make
most changes on one node and then synchronize the cluster.

Managing cluster resources
Any changes to cluster resources require updating the cluster across all nodes. You can make
most changes on one node and then synchronize the cluster.

Managing cluster resource groups
The Managing resource groups in a cluster section describes how to modify cluster resource
groups after the initial configuration. You can add or delete resources and change the runtime
policies of resource groups.

You can dynamically migrate resource groups to other nodes and take them online or offline by
using the Resource Group Management utility (cIRGmove) from the command line or by using
SMIT.

Managing users and groups in a cluster
PowerHA SystemMirror allows you to manage user accounts for a cluster from a Single Point of
Control (C-SPOC). Use the C-SPOC SMIT panels on any node to create, change, or remove users
and groups from all cluster nodes by executing a C-SPOC command on any single cluster node.

Managing cluster security and inter-node communications
You can protect access to your PowerHA SystemMirror cluster by setting up security for cluster
communications between nodes.

Understanding the /etc/cluster/rhosts file
The /etc/cluster/rhosts file

A Cluster Communications daemon (clcomd) runs on each PowerHA SystemMirror node to
transparently manage inter-node communications for PowerHA SystemMirror.

In other words, PowerHA SystemMirror manages connections for you automatically:

* Populate the /etc/cluster/rhosts file with the host names or IP addresses of each node that will
form the cluster.

* The clcomd command validates the addresses of the incoming connections to ensure that they
are received from a node in the cluster. The rules for validation are based on the presence and
contents of the /etc/cluster/rhosts file.

* If the /etc/cluster/rhosts file is not present, clcomd rejects all connections

After you synchronize the cluster, you can empty the /etc/cluster/rhosts file (but not remove it),
because the information present in the PowerHA SystemMirror Configuration Database would be
sufficient for all future connections.

The ~/.rhosts File
PowerHA SystemMirror does not use native AIX remote execution (rsh) so you do not need to
configure a ~/.rhosts file unless you intend to use Workload Partitions (WPAR) which have their
own requirements on this file.

Saving and restoring PowerHA SystemMirror cluster configurations
After you configure the topology and resources of a cluster, you can save the cluster
configuration by taking a cluster snapshot. This saved configuration can later be used to restore
the configuration if this is needed by applying the cluster snapshot. A cluster snapshot can also
be applied to an active cluster to dynamically reconfigure the cluster.

Related reference:

[‘Starting and stopping cluster services” on page 154|
These topics explain how to start and stop cluster services on cluster nodes and clients.

['Managing the cluster topology” on page 222|
These topics describe how to reconfigure the cluster topology.

6 Administering PowerHA SystemMirror



[‘Managing the cluster resources” on page 242

Use these topics to manage the resources in your cluster. The first part describes the dynamic
reconfiguration process. The second part describes procedures for making changes to individual cluster
resources.

[‘Managing resource groups in a cluster” on page 253|
These topics describe how to reconfigure the cluster resource groups. It describes adding and removing
resource groups, and changing resource group attributes and processing order.

['Troubleshooting the Cluster Communications daemon” on page 284|

In some cases, if you change or remove IP addresses in the AIX adapter configuration, and this takes
place after the cluster has been synchronized, the Cluster Communications daemon cannot validate these
addresses against the /etc/cluster/rhosts file or against the entries in the PowerHA SystemMirror's
Configuration Database, and PowerHA SystemMirror issues an error.

[‘Saving and restoring cluster configurations” on page 297|

You can use the cluster snapshot utility to save and restore cluster configurations. The cluster snapshot
utility allows you to save to a file a record of all the data that defines a particular cluster configuration.
This facility gives you the ability to recreate a particular cluster configuration, provided the cluster is
configured with the requisite hardware and software to support the configuration.

Related information:

[Checking the cluster communications daemon|

Monitoring the cluster

By design, failures of components in the cluster are handled automatically, but you need to be aware of
all such events.

Monitoring a PowerHA SystemMirror cluster describes various tools you can use to check the status of a
PowerHA SystemMirror cluster, the nodes, networks, and resource groups within that cluster, and the
daemons that run on the nodes.

The PowerHA SystemMirror software includes the Cluster Information Program (Clinfo), based on SNMP.
The PowerHA SystemMirror for AIX software provides the PowerHA SystemMirror for AIX MIB,
associated with and maintained by PowerHA SystemMirror. Clinfo retrieves this information from the
PowerHA SystemMirror for AIX Management Information Base (MIB).

The Cluster Manager gathers information relative to cluster state changes of nodes and interfaces. The
Cluster Information Program (Clinfo) gets this information from the Cluster Manager and allows clients
communicating with Clinfo to be aware of a cluster's state changes. This cluster state information is
stored in the PowerHA SystemMirror MIB.

Clinfo runs on cluster server nodes and on PowerHA SystemMirror client machines. It makes information
about the state of a PowerHA SystemMirror cluster and its components available to clients and
applications via an application programming interface (API). Clinfo and its associated APIs enable you to
write applications that recognize and respond to changes within a cluster.

Although the combination of PowerHA SystemMirror and the high availability features built into the AIX
system keeps single points of failure to a minimum, there are still failures that, although detected, can
cause other problems.

Related reference:

[‘Monitoring a PowerHA SystemMirror cluster” on page 165|
These topics describe tools you can use to monitor a PowerHA SystemMirror cluster.

Related information:

Programming client applications|

Planning PowerHA SystemMirror]|

Administering PowerHA SystemMirror 7



AIX files modified by PowerHA SystemMirror

These topics discuss the different AIX files are modified to support PowerHA SystemMirror. They are not
distributed with PowerHA SystemMirror.

/etc/hosts
The cluster event scripts use the /etc/hosts file for name resolution. All cluster node IP interfaces must be
added to this file on each node.

PowerHA SystemMirror may modify this file to ensure that all nodes have the necessary information in
their /etc/hosts file, for proper PowerHA SystemMirror operations.

If you delete service IP labels from the cluster configuration by using SMIT, you should also remove them
from /etc/hosts. This reduces the possibility of having conflicting entries if the labels are reused with
different addresses in a future configuration.

Note that DNS and NIS are disabled during PowerHA SystemMirror-related name resolution. This is why
PowerHA SystemMirror IP addresses must be maintained locally.

/etc/inittab

The /etc/inittab file is modified in several different cases.

These cases include:
* PowerHA SystemMirror is configured for IP address takeover.

* The Start at System Restart option is chosen on the SMIT System Management (C-SPOC) > PowerHA
SystemMirror Services > Start Cluster Services panel.

* The /etc/inittab file has the following entry in the /user/es/sbin/cluster/etc/rc.init:
hacmp:2:once:/usr/es/sbin/cluster/etc/rc.init

This entry starts the PowerHA SystemMirror Communications Daemon, clcomd, and the clstrmgr
subsystem.

Modifications to the /etc/inittab file due to IP address takeover

The following entry is added to the /etc/inittab file for PowerHA SystemMirror network startup with IP
address takeover:

harc:2:wait:/usr/es/sbin/cluster/etc/harc.net # PowerHA SystemMirror network startup
Modifications to the /etc/inittab file due to system boot
The /etc/inittab file is used by the init process to control the startup of processes at boot time.

When the system boots, the /etc/inittab file calls the /usr/es/sbin/cluster/etc/rc.cluster script to start
PowerHA SystemMirror. The entry is added to the /etc/inittab file if the Start at system restart option is
chosen on the SMIT System Management (C-SPOC) > PowerHA SystemMirror Services > Start Cluster
Services panel or when the system boots:

hacmp:2:once:/usr/es/sbin/cluster/etc/rc.init
This starts the PowerHA SystemMirror Communications Daemon, clcomd, and the clstrmgr subsystem.

Because some of the daemons that are started by rc.tcpip are needed at boot up, PowerHA SystemMirror
adds an inittab entry for the harc.net script with a runlevel of 2. The harc.net script runs at boot time
and starts these subsystems:

* syslogd
* portmap
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e inetd

The harc.net script also has code to start the following daemons:
* nfsd

* rpc.mountd

* rpc.statd

* rpc.lockd

The code to start these nfs related daemons is commented out, and is only uncommented if needed.

Only the syslogd, portmap, and inetd subsystems are common to the rc.tcpip and harc.net scripts, but
there is always the possibility that the NFS related subsystems could have been added to rc.tcpip script
by the customer.

See Starting and stopping cluster services section for more information about the files involved in starting
and stopping PowerHA SystemMirror.

Related reference:

[‘Starting and stopping cluster services” on page 154|
These topics explain how to start and stop cluster services on cluster nodes and clients.

letc/services
The /etc/services file defines the sockets and protocols used for network services on a system. The ports
and protocols used by the PowerHA SystemMirror components are defined here.

clinfo_deadman 6176/tcp
clinfo_client 6174/tcp

c1smuxpd 6270/tcp
clm_Tkm 6150/tcp
clm_smux 6175/tcp
godm 6177/tcp
topsvcs 6178/udp
grpsvcs 6179/udp
emsvcs 6180/udp
clcomd 6191/tcp

Related information:

Geographic LVM Planning and administration|

letc/snmpdv3.conf file
The Simple Network Management Protocol (SNMP) version 3 is the default version that is used by the
AIX operating system. You can configure SNMP version 3 with the /etc/snmpdv3.conf file.

The SNMP daemon reads the /etc/snmpdv3.conf file when it starts and when a refresh command or a
kill command is used.

The /etc/snmpdv3.conf file specifies the community names and associated access privileges and views,
hosts for trap notification, logging attributes, parameter configurations, and SMUX configurations for the
snmpd daemon.

The PowerHA SystemMirror installation process adds a c1smuxpd password at the /etc/snmpdv3.conf file.
The following line is added to the end of the /etc/snmpdv3.conf file to include the Management
Information Base (MIB) variables for PowerHA SystemMirror that are supervised by the Cluster Manager:

smux 1.3.6.1.4.1.2.3.1.2.1.5 clsmuxpd_password # PowerHA SystemMirror clsmuxpd
The /usr/es/sbin/cluster/clstat utility and the /usr/es/sbin/cluster/utilities/cldump utility do not

work if the internet MIB tree is not enabled in the /etc/snmpdv3.conf file. These utilities use the
risc6000clsmuxpd (1.3.6.1.4.1.2.3.1.2.1.5) MIB subtree.
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To enable the risc6000clsmuxpd (1.3.6.1.4.1.2.3.1.2.1.5) MIB subtree in the /etc/snmpdv3.conf file, complete
the following steps:

1. From the command line, enter vi /etc/snmpdv3.conf.

2. On a new line in the /etc/snmpdv3.conf file, add the following entry: VACM_VIEW defaultView
1.3.6.1.4.1.2.3.1.2.1.5 - included -

3. To stop the snmpd daemon on the hosts where you changed the /etc/snmpdv3.conf file, enter
stopsrc -s snmpd from the command line.

4. To start the snmpd daemon on the hosts where you changed the /etc/snmpdv3.conf file, enter
startsrc -s snmpd from the command line.

If your system is running SNMP version 3, the community name is found in the VACM_GROUP entry in
the /etc/snmpdv3.conf file.

The clinfo daemon also receives the SNMP community name by using the same process. You can use the
-c flag with the clinfo daemon to specify an SNMP community name.

Note: If you want to protect the SNMP community name, do not use the -c flag with the clinfo daemon.
If you use the -c flag, an unauthorized user could use the ps command to identify the SNMP community
name. To protect the SNMP community name, change the permissions on the following files so that these
files cannot be read by unauthorized users:

» /etc/snmpd.conf

e /smit.log

e /usr/tmp/snmpd.Tog

» /var/hacmp/log/hacmp.out
Related information:

sknmpdv3 daemon|

snmpdv3.conf file|
BNMP for network management|

letc/snmpd.conf file
Simple Network Management Protocol (SNMP) version 3 is the default version that is used for the AIX
operating system. However, you can use SNMP version 1 and configure it with the /etc/snmpd.conf file.

You can switch from SNMP version 3 to SNMP version 1 by using the snmpv3_ssw command.

When the SNMP daemon starts it reads the /etc/snmpd.conf file and when a refresh command or a kill
command is used.

The /etc/snmpd.conf file specifies the community names and associated access privileges and views,
hosts for trap notification, logging attributes, parameter configurations, and SMUX configurations for the
snmpd daemon.

The PowerHA SystemMirror installation process adds a c1smuxpd password to the /etc/snmpd.conf file.
The following line is added at the end of the /etc/snmpd.conf file to include the PowerHA SystemMirror
Management Information Base (MIB) variables that are supervised by the Cluster Manager:

smux 1.3.6.1.4.1.2.3.1.2.1.5 clsmuxpd_password # PowerHA SystemMirror clsmuxpd

The SNMP version 1 community name is the first name found that is not private or system in the output
of the Issrc -Is snmpd command.

The clinfo daemon also receives the SNMP community name by using the same process. You can use the
-c flag with the clinfo daemon to specify an SNMP community name.
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Note: If you want to protect the SNMP community name, do not use the -c flag with the clinfo daemon.
If you use the -c flag, an unauthorized user could use the ps command to identify the SNMP community
name. To protect the SNMP community name, change the permissions on the following files so that these
files cannot be read by unauthorized users:

e /etc/snmpd.conf

e /smit.log

* /usr/tmp/snmpd.Tog

» /var/hacmp/log/hacmp.out
Related information:

snmpd.conf file

bnmpv3_ssw command|

BNMP for network management|

letc/snmpd.peers
The /etc/snmpd.peers file configures snmpd SMUX peers.

During installation, PowerHA SystemMirror adds the following entry to include the clsmuxpd password
to this file:

clsmuxpd 1.3.6.1.4.1.2.3.1.2.1.5 "clsmuxpd_password" # PowerHA SystemMirror/ES for AIX clsmuxpd

letc/syslog.conf file
The /etc/syslog.conf configuration file is used to control output of the syslogd daemon, which logs
system messages.

During the install process, PowerHA SystemMirror adds entries to this file that direct the output from
PowerHA SystemMirror-related problems to certain files.

# example:

# "mail messages, at debug or higher, go to Log file. File must exist."
# "all facilities, at debug and higher, go to console"

# "all facilities, at crit or higher, go to all users"

# mail.debug /usr/spool/mqueue/syslog

# *.debug /dev/console

# *.crit *

# *.debug /tmp/syslog.out rotate size 100k files 4

# *.crit /tmp/syslog.out rotate time 1d

Tocal@.crit /dev/console

local@.info /var/hacmp/adm/cluster.log
user.notice /var/hacmp/adm/cluster.log
daemon.notice /var/hacmp/adm/cluster.log

The /etc/syslog.conf file should be identical on all cluster nodes.

Ivar/spool/cron/crontabs/root
The /var/spool/cron/crontabs/root file contains commands needed for basic system control. The
installation process adds PowerHA SystemMirror logfile rotation to the file.

During the install process, PowerHA SystemMirror adds entries to this file that direct the output from

PowerHA SystemMirror-related problems to certain files.

0 0 *» x « /usr/es/shin/cluster/utilities/clcycle 1>/dev/null 2>/dev/null # PowerHA SystemMirror for AIX Logfile rotation
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Changing script behavior for unrecoverable errors in PowerHA
SystemMirror

If the System Resource Controller (SRC) detects that the clstrmgr daemon has exited abnormally, it runs
the /usr/es/sbin/cluster/utilities/clexit.rc script to halt the system. If the SRC detects that any other
PowerHA SystemMirror daemon has exited abnormally, it runs the clexit.rc script to stop these processes,
but does not halt the system.

You can change the default behavior of the clexit.rc script by configuring the /usr/es/sbin/cluster/etc/
hacmp.term file, which is called when the PowerHA SystemMirror cluster services end abnormally.
Depending on how you customize the hacmp.term file, PowerHA SystemMirror operates specific to your
installation.

PowerHA SystemMirror and AIX commands

PowerHA SystemMirror provides a comprehensive set of functions for managing shared volume groups,
logical volumes, and file systems.

These functions are available from the System Management (C-SPOC) menu in the System Management
Interface Tool (SMIT). If you must configure scripts for these functions, you can use the clmgr command
or a set of the cli commands in the /usr/es/sbin/cluster/cspoc/ directory.

Use these PowerHA SystemMirror functions to manage shared storage instead of using basic AIX
commands. If you incorrectly use the AIX commands, you can cause various problems such as data
corruption on a shared storage disk.

Configuring a PowerHA SystemMirror cluster

These topics describe how to configure a PowerHA SystemMirror cluster using the SMIT Cluster Nodes
and Networks path.

Related tasks:
[‘Creating critical volume groups” on page 201|

Critical volume groups are volume groups that you want to monitor for continuous access. You can
configure critical volume groups in PowerHA SystemMirror 7.1.0, or later.

Overview of configuring a cluster

Using the options under the SMIT menu Cluster Nodes and Networks > Initial Cluster Setup (Typical) ,
you can configure the basic components of a cluster. This configuration path significantly automates the
discovery and selection of configuration information and chooses default behaviors.

You can also use the General Configuration Smart Assist to quickly set up your application.

Prerequisite tasks for configuring a cluster

Before configuring the cluster, PowerHA SystemMirror must be installed on all the nodes, and
connectivity must exist between the node where you are performing the configuration and all other
nodes to be included in the cluster.

Network interfaces must be both physically and logically configured to the AIX operating system so that
communication occurs from one node to each of the other nodes. The PowerHA SystemMirror discovery

process runs on all server nodes, not just the local node.

All node IP addresses and host names must be added to the /etc/cluster/rhosts file before configuring
the cluster to verify that information is gathered from the systems that belong to the cluster.
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After you have configured and powered on all disks and configured communication paths to other nodes
in the AIX operating system, PowerHA SystemMirror automatically collects information about the
physical and logical configuration. It displays this information in corresponding SMIT picklists.

PowerHA SystemMirror uses all configured interfaces on the cluster nodes for cluster communication and
monitoring. All configured interfaces are used to keep cluster IP addresses highly available.

Assumptions and defaults for configuring a cluster

PowerHA SystemMirror makes some assumptions regarding the environment, such as assuming all
network interfaces on a physical network belong to the same PowerHA SystemMirror network. Using
these assumptions, PowerHA SystemMirror supplies or automatically configures intelligent and default
parameters to its configuration process in SMIT. This helps to minimize the number of steps it takes to
configure the cluster.

PowerHA SystemMirror makes the following basic assumptions:

* The cluster configuration is stored in a central repository disk, and PowerHA SystemMirror assumes
that all nodes in the cluster have common access to at least one physical volume or disk. This common
disk cannot be used for any other purpose, such as hosting application data. You can specify this
dedicated shared disk when you initially configure the cluster.

* PowerHA SystemMirror uses unicast communications by default for heartbeat and messaging between
nodes in the cluster. You can choose to use multicast communication. If you use multicast
communication, you must verify that the network devices are configured for multicast communication.
When you create a cluster that uses multicast communication, PowerHA SystemMirror uses a default
multicast IP address for your environment or you can specify a multicast IP address.

* If you use the Cluster Nodes and Networks System Management Interface Tool (SMIT) path to create
a cluster, the host name is used as the PowerHA SystemMirror node name. After the cluster is created,
you can change the node name. You can use the Custom Cluster Configuration SMIT path to specify
the node name when you create the cluster.

* PowerHA SystemMirror uses IP aliasing for binding a service IP label/address to a network interface.

Related concepts:

['Additional cluster configuration” on page 31|
You can configure additional cluster components after initial cluster configuration.

Related information:

Planning PowerHA SystemMirror|

Steps for configuring a cluster
Here are the steps to configure the typical cluster components.

What You Do Description

Step 1: Configure a basic cluster, or a cluster Use the SMIT menus under Initial Cluster Setup (Typical) to configure a basic

with an application cluster with default options and discovered network components. You can use
one of the Smart Assists to configure a cluster with an application.

Step 2: Configure additional topology You can choose to configure the cluster with the SMIT menus under Initial

components Cluster Setup (Custom) if you want to create it piece by piece. This may be

because you want to name the networks or nodes with something other than
the default names, or because you want to choose specific network interfaces
to support clustered applications (by default all interfaces will be used).

Regardless of how you initially setup the cluster, you can add or remove
components to the initial configuration using the Manage menus under the
Cluster Nodes and Networks SMIT menu.
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What You Do

Description

Step 3: Configure the cluster resources

Configure the resources to be made highly available. Use the menus under the
SMIT path Cluster Applications and Resources > Resources to configure
resources that are to be shared among the nodes in the cluster. You can
configure these resources:

* Application IP addresses and IP labels

* Application controllers (start and stop scripts for the applications)
* Volume groups

* Logical volumes and file systems

* Raw disks (for concurrently accessed data)

* Tape resources

* NFS exports and cross-mounts

* Custom user-defined resources

Step 4: Configure the resource groups

Use the menus under the SMIT path Cluster Applications and Resources >
Resources Groups to create the resource groups you have planned for each set
of related resources.

Step 5: Put the resources to be managed together
into their respective resource groups

To assign resources to each resource group use the following SMIT menu,
Cluster Applications and Resources > Resource Groups - Change/Show
Resources and Attributes for a Resource Group.

Step 6: Adjust log viewing and management

(Optional) Adjust log viewing and management using the SMIT dialogs under
Problem Determination Tools > PowerHA SystemMirror Logs.

Step 7: Verify and synchronize the cluster
configuration

Use the Verify and Synchronize Cluster Configuration dialog to verify that
the desired configuration is valid and to ensure that all nodes in the cluster
have the same view of the configuration.

Step 8: Display the cluster configuration

(Optional) Use the PowerHA SystemMirror Configuration dialog, found under
SMIT menu Cluster Nodes and Networks > Manage the Cluster to view the
cluster topology and resources configuration.

Step 9: Make further additions or adjustments
to the cluster configuration

(Optional) You may want to perform some optional cluster configuration for
your application environment needs. Such additions or adjustments include,
for example:

* Configuring a distribution preference for service IP aliases

* Configuring resource group runtime policies, including Workload Manager
* Adding resource group timers for startup and fallback

* Configuring dependencies between resource groups

* Adding application monitors

* Configuring File Collections

* Configuring cluster users or security

* Customizing remote notifications (pager, SMS messages, and e-mail)

¢ Customizing cluster events

Step 10: Test the cluster before it goes into the
production environment

(Recommended) Use the Cluster Test Tool, found under SMIT menu Problem
Determination Tools, to test recovery procedures for the cluster.

Configuring a cluster using Smart Assists

You can configure a basic cluster with just a few configuration steps by using the Initial Cluster Setup

(Typical) menus from SMIT.

If you are configuring a WebSphere®, DB2® UDB or Oracle application, see the corresponding PowerHA

SystemMirror Smart Assists guide.

The initial requirements for using Smart Assists are:

* The application must be verified that it can run on all cluster nodes. You also need to verify that
application response is common while running on all cluster nodes.

* The Smart Assists must be installed on all cluster nodes that run the application.
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To configure your installed application (other than DB2, WebSphere, or Oracle), complete the following
steps:

1. On a local node, enter smitty sysmirror.

Note: If you use a Smart Assist, the cluster topology components and the application will both be
configured and no further steps are necessary.

2. Select Cluster Applications and Resources > Configuration Assistants > Make Applications Highly
Available (Use Smart Assists) > Add an Application to the PowerHA SystemMirror Configuration
and press Enter.

3. If the cluster is not yet configured, you are directed to a window that prompts you to Enter
Communication Path to Nodes. You need to list the communication paths to all nodes in the cluster.

4. If the cluster is configured, SMIT displays a list of installed Smart Assists common in the cluster node.
Select Other Applications, and press Enter.

5. Select General Application Smart Assist, and press Enter.
6. Enter values for the following fields in the Add an Application to PowerHA SystemMirror window:
* Application Controller Name
e Primary Node
* Takeover Nodes
* Application Controller Start Script
* Application Controller Stop Script
* Service IP Label

7. Press Enter after you completed all fields. The configuration is synchronized and verified
automatically.

8. Optional: Return to the window Make Applications Highly Available and select Test Your
Application for Availability. Press Enter.

The Cluster Test Tool runs and displays the results. If you receive error messages, make the necessary
corrections.

Related information:

Developing Smart Assist applications for PowerHA SystemMirror|

Bmart Assist for PowerHA SystemMirror]

Defining PowerHA SystemMirror cluster topology

When you verify and synchronize the cluster topology, its definition is copied to the other nodes.

To configure the cluster topology:
1. From the command line, enter smit sysmirror.
2. Depending on how you want to deploy your cluster, use one of the following paths in SMIT:

e For a cluster that does not have sites, select Cluster Nodes and Networks > Standard Cluster
Deployment > Setup a Cluster, Nodes and Networks, and press Enter.

* For a cluster that has sites, select Cluster Nodes and Networks > Multi Site Cluster Deployment >
Setup a Cluster, Sites, Nodes and Networks, and press Enter.

3. In SMIT, select Cluster Nodes and Networks > Initial Cluster Configuration (Typical) > Setup a
Cluster, Nodes and Networks and press Enter.

4. Complete the fields and press Enter.

5. Press F3 to return to the previous SMIT panel and select Define Repository Disk and Cluster IP
Address.

6. Complete the fields and press Enter.
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Note: The default value for the Heartbeat Mechanism field is unicast. If you select multicast for the
Heartbeat Mechanism field, you must verify that your network devices are configured for multicast
communication.

Related reference:

[ Verifying and synchronizing a PowerHA SystemMirror cluster” on page 99|

Verifying and synchronizing your PowerHA SystemMirror cluster assures you that all resources used by
PowerHA SystemMirror are configured appropriately and that rules regarding resource ownership and
resource takeover are in agreement across all nodes. You should verify and synchronize your cluster
configuration after making any change within a cluster. For example, any change to the hardware
operating system, node configuration, or cluster configuration.

Configuring PowerHA SystemMirror resources

Using the SMIT path Cluster Applications and Resources > Resources, you can configure resources that
are required by your clustered applications.

You must first define resources that will be kept highly available by PowerHA SystemMirror for an
application, then group them together in a resource group. You can add all the resources at once or
separately.

This section explains how to configure the following types of resources in a cluster:
* Application controllers (the scripts used to start and stop the application).

* PowerHA SystemMirror service IP labels/addresses. The service IP label/address is the IP
label/address over which services are provided and which is kept highly available by PowerHA
SystemMirror.

* Volume groups, logical volumes, and file systems.

Configuring application controllers
A PowerHA SystemMirror application controller is a cluster resource used to control an application that
must be highly available. It contains application start and stop scripts.

When you configure an application controller the following occurs:

* Associates a meaningful name with the application. For example, the application you are using with
PowerHA SystemMirror is named dbinst1. You use this name to refer to the application controller when
you define it as a resource. When you set up the resource group that contains this resource, you define
an application controller as a resource.

* Points the cluster event scripts to the scripts that they call to start and stop the application.

* Allows you to configure application monitoring for that application. You can configure multiple
application monitors for one application. For more information, see Steps for configuring multiple
application monitors.

Review the vendor documentation for specific product information about starting and stopping a
particular application.

Verify that the scripts exist on all nodes that participate as possible owners of the resource group where
this application controller is defined.

To configure an application controller on any cluster node:
1. From the command line, enter smit sysmirror.

2. In SMIT, select Cluster Applications and Resources > Resources > Configure User Applications
(Scripts and Monitors) > Application Controller Scripts > Add Application Controller Scripts, and
press Enter.

3. Enter the field values as follows:
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Table 1. Add Application Controller Scripts fields

Field name Value

Application controller name | Enter an ASCII text string that identifies the application controller. You use this name to refer to the
application controller when you add it to the resource group. The controller name can include
alphanumeric characters and underscores. Use a maximum of 64 characters.

Start Script Enter the full path name of the script followed by arguments that are called by the cluster event
scripts to start the application. This field can have a maximum of 256 characters. Although, this
script must have the same name and location on every node, the content and function of the script
can be different. You can use the same script and runtime conditions to modify a node’s runtime
behavior.

Stop Script Enter the full path name of the script that is called by the cluster event scripts to stop the
application. This field can have a maximum of 256 characters. This script must be in the same
location on each cluster node that can start the application. Although, this script must have the
same name and location on every node, the content and function of the script can be different. You
can use the same script and runtime conditions to modify a node’s runtime behavior.

Resource Group Name Specify the resource group to contain this resource. Use F4 to view a picklist. If you have not
configured your resource groups yet, you can leave this field blank and add the resource to the
group later.

Startup Mode Specify how the application controller startup script is called. Select background, the default value,
if you want the start script called as a background process and event processing continues even if
the start script has not completed. Select foreground if you want the event to suspend processing
until the start script exits.

Note: This field is only available in PowerHA SystemMirror 7.1.1, or later.

4. Press Enter to add the application controller as a cluster resource. Remember that you must verify
and synchronize this change to add it to the cluster definition on all nodes in the cluster.

Related reference:

['Steps for configuring multiple application monitors” on page 48|
These topic outline the procedures for configuring multiple application monitors.

Configuring PowerHA SystemMirror service IP labels and IP addresses

Service IP labels and IP addresses are used to establish communication between client nodes and the
server node. Services, such as a database application, are provided using the connection made over the
service IP label.

The /etc/hosts file on all nodes must contain all IP labels and associated IP addresses that you will define
to the cluster, including service IP labels and addresses.

To define service IP labels for your cluster, complete the following steps:
1. Enter smit sysmirror.

2. In SMIT, select Cluster Applications and Resources > Resources > Configure Service IP
Labels/Addresses > Add Service IP Label/Address and press Enter.

3. Fill in field values as follows:

Table 2. Add Service IP Label/Address fields
Field Value

IP Label/IP Address Select from the picklist or enter the service IP label/address to be kept highly available.

The name of the service IP label/address must be unique within the cluster and distinct from the
volume group and resource group names; it should relate to the application it serves, as well as to
any corresponding device, such as websphere_service_address.

Network Name Enter the symbolic name of the PowerHA SystemMirror network on which this Service IP

label /address will be configured. If you leave the field blank, PowerHA SystemMirror fills in this
field automatically with the network type plus a number appended, starting with 1, for example,
netetherl.
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Table 2. Add Service IP Label/Address fields (continued)

Field Value
Netmask(IPv4)/Prefix For the configuration of the IP version 4 service interface, enter the network mask for the address.
Length(IPv6) For the configuration of the IP version 6 service interface, enter the prefix length for the address.

This field is not a required field. If you do not enter a value, the prefix length or netmask of the
underlying network is used. If a prefix length value or netmask value is specified, it is checked for
compatibility with the underlying network.

4. Press Enter after filling in all required fields. PowerHA SystemMirror checks the validity of the IP
interface configuration.

5. Repeat the previous steps until you have configured all service IP labels for each network, as needed.

Related concepts:

['Additional cluster configuration” on page 31
You can configure additional cluster components after initial cluster configuration.

Related reference:

['Distribution preference for service IP label aliases” on page 40|
You can configure a distribution preference for the service IP labels that are placed under PowerHA
SystemMirror control.

Configuring volume groups, logical volumes, and files systems
You can configure volume groups, logical volumes, files systems, and user defined resources.

Configuring volume groups, logical volumes, and file systems as cluster shared
resources

You must define and properly configure volume groups, logical volumes and file systems to the AIX
operating system, before using them as shared resources in a PowerHA SystemMirror cluster.

Configuring concurrent volume groups, logical volumes, and file systems

These components must be defined to the AIX operating system and properly configured, for use as
shared resources.

Related reference:

[‘Managing shared LVM components” on page 189

These topics explain how to maintain AIX Logical Volume Manager (LVM) components shared by nodes
in a PowerHA SystemMirror cluster and provides procedures for managing volume groups, file systems,
logical volumes, and physical volumes using the PowerHA SystemMirror Cluster-Single Point of Control
(C-SPOC) utility.

[‘Managing shared LVM components in a concurrent access environment” on page 217

There are a few different steps for managing a shared LVM components in a concurrent access
environment using the C-SPOC facility compared to managing a non-concurrent access environment.
However, most of the steps are done in exactly the same order and using exactly the same SMIT panels
as a non-concurrent configuration.

Related information:

[nstalling PowerHA SystemMirror

Configuring a user-defined resource type

PowerHA SystemMirror allows users to add their own resource type and to specify management scripts
to configure how and where PowerHA SystemMirror processes the resource type. You can then configure
a user-defined resource instance for use in a resource group.
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A user-defined resource type is one that you can define a customized resource that you can add to a
resource group. A user-defined resource type contains several attributes that describe the properties of the
instances of the resource type.

Ensure that the user-defined resource type management scripts exist on all nodes that participate as
possible owners of the resource group where the user-defined resource resides.

To configure a user-defined resource group type, complete these steps:

1. From the command line, enter smit sysmirror.

2. In SMIT, select Custom Cluster Configuration > Resources > Configure User Defined Resources and
Types > Add a User Defined Resource Type, and press Enter.

3. Enter the field values as follows:

Table 3. Add a User Defined Resource Type fields

Field

Value

Resource Type Name

Enter an ASCII text string that identifies the resource type. You use this name to refer to the
resource type when you define the resource configuration. The resource type name can include
alphanumeric characters and underscores. Use a maximum of 64 characters.

Process At/ After

Specify the Processing order that you want to use to process the user-defined resources. Use F4 to
view a pick list of all existing resource types and chose one from the list. PowerHA SystemMirror
processes the user-defined resources at the very beginning of the resource acquisition order if you
choose FIRST. If you chose any other value, for example, VOLUME_GROUP, the user-defined
resources will be acquired after varying on the volume groups and they will be released after
varying off the volume groups.

Verification Method

Specify a verification method to be invoked by the cluster verification process. You will need to
provide the verification checks so that before starting the cluster services, user-defined resources will
be verified to avoid failures during cluster operation.

Verification Type

Specify the type of verification method to be used. The verification method can be either a script or
a library. If you chose Library, it should be written as per the guidelines mentioned in Writing
custom verification libraries.

Start Method

Enter the name of the script and its full path name (followed by arguments) to be called by the
cluster event scripts to start the user-defined resource. Use a maximum of 256 characters. This script
must be in the same location on each cluster node that might start the server. The contents of the
script, however, may differ.

Stop Method

Enter the full path name of the script to be called by the cluster event scripts to stop the
user-defined resource. Use a maximum of 256 characters. This script must be in the same location
on each cluster node that might stop the resource. The contents of the script, however, may differ.

Monitor Method

Enter the full path name of the script to be called by the cluster event scripts to monitor the
user-defined resource. Use a maximum of 256 characters. This script must be in the same location
on each cluster node that might monitor the monitor. The contents of the script, however, may
differ.

Cleanup Method

(Optional) Specify a resource cleanup script to be called when a failed user-defined resource is
detected, before calling the restart method. The default for the cleanup script is the stop script
defined when the user-defined resource type was set up. If you are changing the monitor mode to
be used only in the startup monitoring mode, the method specified in this field does not apply, and
PowerHA SystemMirror ignores values entered in this field.

Note: With resource monitoring, since the resource is already stopped when this script is called, the
resource stop script might fail.

Restart Method

The default restart method is the resource start script defined previously. You can specify a different
method here, if desired. If you are changing the monitor mode to be used only in the startup
monitoring mode, the method specified in this field does not apply, and PowerHA SystemMirror
ignores values entered in this field.

Failure Notification Method

Define a notify method to run when the user-defined resource fails. This custom method runs
during the restart process and during notify activity. If you are changing the monitor mode to be
used only in the startup monitoring mode, the method specified in this field does not apply, and
PowerHA SystemMirror ignores values entered in this field.
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Table 3. Add a User Defined Resource Type fields (continued)
Field Value

Required Attributes Specify a list of attribute names, with each name separated by a comma. These attributes must be
assigned with values when creating the user-defined resource, for example, Rattrl,Rattr2. The
purpose of the attributes is to store resource-specific attributes which can be used in the different
methods specified in the resource type configuration.

Optional Attributes Specify a list of attribute names, with each name separated by a comma. These attributes might or
might not be assigned with values when creating the user-defined resource, for example, Oattrl,
Oattr2. The purpose of the attributes is to store resource-specific attributes which can be used in the
different methods specified in the resource type configuration.

Description Provide a description of the user-defined resource type.

4. Press Enter to add this information to the PowerHA SystemMirror Configuration Database on the
local node. Return to previous PowerHA SystemMirror SMIT panels to perform other configuration
tasks.

Configuring user-defined resources:

PowerHA SystemMirror allows you to configure user-defined resource instances for an already
configured user-defined resource type.

User-defined resource configuration does the following:
* Creates an instance of the chosen resource type with default attribute values.

* All resource type management scripts/methods can access the attributes associated with the
user-defined resource by using the cludres -q command.

* A method is called in a specific format, for example, if the start method is /opt/udrmethods/
start_resource.sh, then the format to call the method is /opt/udrmethods/start_resource.sh
<resourcename>.

* If a monitor method is specified in the user-defined resource type configuration, a custom resource
monitor is added for the current resource with a name in the format of cludrm_<RESOURCENAME>. The
custom monitor is added with the following default values for monitor attributes, which you can
change by using the Change/Show User Defined Resource Monitor option in SMIT:

— INVOCATION = longrunning

— MONITOR_INTERVAL = 60

— HUNG_MONITOR_SIGNAL = 9

— STABILIZATION_INTERVAL = 15

— RESTART_COUNT = 3

— FAILURE_ACTION = fallover

— RESTART_INTERVAL = 15

— MONITOR_METHOD = monitor method defined in resource type configuration

— CLEANUP_METHOD = cleanup method defined in resource type configuration, otherwise, this is
the stop script

— FAILURE_NOTIFY_METHOD = failure notification method defined in resource type configuration
— RESTART_METHOD = restart method defined in resource type configuration otherwise start method

* Enables the ability to add the user defined resource type to the resource group in the User defined
resources field of the resource group.

To configure a user-defined resource, complete these steps:
1. From the command line, enter smit sysmirror.

2. In SMIT, select Custom Cluster Configuration > Resources > Configure User Defined Resources and
Types > Add a User Defined Resource, and press Enter.
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3. SMIT displays the Select User Defined Resource type panel, which lists all user-defined resource

types.

Note: If you have not previously configured a resource type, none are listed and you cannot complete

this task.

4. SMIT displays the Add a User Defined Resource panel. Enter the field values as follows:

Table 4. Add a User Defined Resource fields

Field

Value

Resource Type Name

Displays the name of the selected user-defined resource type.

Resource Name

Enter an ASCII text string that identifies the resource. You use this name to refer to the resource
when you define resources during node configuration. The resource name can include alphanumeric
characters and underscores. You can enter maximum of 64 characters.

Note: The resource name must be unique across the cluster. When you define a volume group as a
user-defined resource for a Peer-to-Peer Remote Copy (PPRC) configuration or a HyperSwap®
configuration, the resource name must match the volume group.

Cleanup Method

This field is optional. Enter a resource cleanup script to be called when a failed user-defined
resource is detected, before calling the restart method. The default for the cleanup script is the stop
script defined when the user-defined resource type was set up. If you are changing the monitor
mode to be used only in the startup monitoring mode, the method specified in this field does not
apply, and PowerHA SystemMirror ignores values entered in this field.

Note: With resource monitoring, since the resource is already stopped when this script is called, the
resource stop script might fail.

Attribute Data

Specify a list of attributes and values in the form of attribute=value, with each pair separated by a
space; for example, Rattrl="valuel" Rattr2="value2" Oattrl="value3".

5. Press Enter to add this information to the PowerHA SystemMirror Configuration Database on the
local node. Return to previous PowerHA SystemMirror SMIT panels to perform other configuration

tasks.

Note: You can also import user-defined resource configuration from an xml file by using the Import
User Defined Resource Types and Resources Definition from XML File option in SMIT. Before using
this option, you must first create an xml file with all necessary information. You can do this by using
a the /usr/es/sbin/cluster/etc/udrt_sample.xml as a template.

Configuring PowerHA SystemMirror resource groups

You can configure resource groups that use different startup, fallover, and fallback policies.

Configuring a resource group involves two phases:

* Configuring the resource group name, startup, fallover and fallback policies, and the nodes that can
own it (nodelist for a resource group).

* Adding the resources and additional attributes to the resource group.

To create a resource group:

1. Enter smit sysmirror

2. In SMIT, select Cluster Applications and Resources > Resource Groups > Add a Resource Group.

3. Enter information in the following fields:
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Table 5. Add a Resource Group fields

Field

Value

Resource Group Name

Enter the name for this group. The name of the resource group must be unique within the
cluster and distinct from the service IP label and volume group name. It is helpful to create the
name related to the application it serves, as well as to any corresponding device, such as
websphere_service_address. Use no more than 64 alphanumeric characters or underscores; do
not use a leading numeric. Do not use reserved words. See List of reserved words. Duplicate
entries are not allowed.

Participating Node Names

Enter the names of the nodes that can own or take over this resource group. Enter the node with
the highest priority for ownership first, followed by the nodes with the lower priorities, in the
desired order. Leave a space between node names, for example, NodeA NodeB NodeX.

Startup Policy

Select a value from the picklist that defines the startup policy of the resource group:

ONLINE ON HOME NODE ONLY. The resource group should be brought online only on its
home (highest priority) node during the resource group startup. This requires the highest
priority node to be available.

ONLINE ON FIRST AVAILABLE NODE. The resource group activates on the first node that
becomes available.

ONLINE USING NODE DISTRIBUTION POLICY. If you select the node distribution policy,
only one resource group is brought online on a node during startup.

Also, if you are planning to use a single-adapter network that will be configured with IPAT via
Replacement, then set the startup policy for your resource group to Online using Distribution
Policy.

ONLINE ON ALL AVAILABLE NODES. The resource group is brought online on all nodes.
This is equivalent to concurrent resource group behavior.

If you select this option for the resource group, ensure that resources in this group can be
brought online on multiple nodes simultaneously.

Fallover policy

Select a value from the list that defines the fallover policy of the resource group:

FALLOVER TO NEXT PRIORITY NODE IN THE LIST. In the case of fallover, the resource
group that is online on only one node at a time follows the default node priority order specified
in the resource group's nodelist (it moves to the highest priority node currently available).

FALLOVER USING DYNAMIC NODE PRIORITY. If you select this option for the resource
group (and Online on Home Node startup policy), you can choose either one of the three
predefined dynamic node priority policies or one of the two user defined policies. See
Configuring dependencies between resource groups.

Fallback policy

Select a value from the list that defines the fallback policy of the resource group:

NEVER FALLBACK. A resource group does not fall back when a higher priority node joins the
cluster.

FALLBACK TO HIGHER PRIORITY NODE IN THE LIST. A resource group falls back when a
higher priority node joins the cluster.

4. Press Enter.

5. Return to the Add a Resource Group panel to continue adding all the resource groups you have
planned for the PowerHA SystemMirror cluster.

Related reference:

['List of reserved words” on page 119|

This topic includes all of the reserved words that you cannot use a names in cluster.

[‘Configuring dependencies between resource groups”’ on page 64|

You can set up more complex clusters by specifying dependencies between resource groups.

Related information:

Planning PowerHA SystemMirror|

PowerHA SystemMirror concepts|

22 Administering PowerHA SystemMirror




Configuring resources in resource groups

After you have defined a resource group, you will add resources to it. SMIT can list possible shared
resources for the node if the node is powered on (helping you avoid configuration errors).

When you are adding or changing resources in a resource group, PowerHA SystemMirror displays only
valid choices for resources, based on the resource group management policies that you have selected.

Keep the following in mind as you prepare to define the resources in your resource group:

You cannot configure a resource group until you have completed the information on the Add a
Resource Group panel. If you need to do this, refer back to the instructions under Configuring
PowerHA SystemMirror resource groups .

A resource group may include multiple service IP addresses. When a resource group is moved, all
service labels in the resource group are moved as aliases to the available interfaces, according to the
resource group management policies in PowerHA SystemMirror.

Also, you can specify the distribution preference for service IP labels. For more information, see Steps
to configure distribution preference for service IP label aliases.

For information on how PowerHA SystemMirror handles the resource groups, see Resource group
behavior during cluster events.

When you define a service IP label/address on a cluster node, the service label can be used in any
non-concurrent resource group.

IPAT function does not apply to concurrent resource groups (those with the startup policy Online on
All Available Nodes).

To assign the resources for a resource group:

1.
2.

3.

4.

Enter smit sysmirror
In SMIT, select Cluster Applications and Resources > Resource Groups > Change/Show Resources
and Attributes for a Resource Group and press Enter to display a list of defined resource groups.

Select the resource group you want to configure and press Enter. SMIT displays the panel that
matches the type of resource group you selected, with the Resource Group Name, and Participating
Node Names (Default Node Priority) fields filled in.

Note: SMIT displays only valid choices for resources, depending on the type of resource group that
you selected.

If the participating nodes are powered on, you can press F4 to list the shared resources in the
picklists. If a resource group/node relationship has not been defined, or if a node is not powered on,
pressing F4 causes PowerHA SystemMirror SMIT to display the appropriate warnings.

Enter the field values as follows:

Table 6. Resource group fields

Field Value

Service IP Label/IP Addresses This option appears only if you are adding resources to a non-concurrent resource

group.

List the service IP labels to be taken over when this resource group is taken over. See a
picklist of valid IP labels. These include addresses that rotate or may be taken over.

File systems (empty is All for specified | This option appears only if you are adding resources to a non-concurrent resource
VGs) group.

If you leave the File systems (empty is All for specified VGs) field blank and specify
the shared volume groups in the Volume Groups field below, all file systems will be
mounted in the volume group. If you leave the File systems field blank and do not
specify the volume groups in the field below, no file systems will be mounted.

You may also select individual file systems to include in the resource group. Press F4
to see a list of the file systems. In this case only the specified file systems will be
mounted when the resource group is brought online.
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Table 6. Resource group fields (continued)

Field

Value

Volume Groups

This option appears only if you are adding resources to a non-concurrent resource
group.

Identify the shared volume groups that should be varied on when this resource group
is acquired or taken over. Select the volume groups from the picklist or enter desired
volume groups names in this field.

Volume Groups (continued)

Press F4 for a list of all shared volume groups in the resource group and the volume
groups that are currently available for import onto the resource group nodes.

Specify the shared volume groups in this field if you want to leave the field
Filesystems (empty is All for specified VGs) blank and to mount all file systems in the
volume group. If you specify more than one volume group in this field, all file systems
in all specified volume groups are mounted. You cannot choose to mount all file
systems in one volume group and not to mount them in another.

For example, in a resource group with two volume groups, vgl and vg2, if the
Filesystems (empty is All for specified VGs) is left blank, all the file systems in vgl
and vg2 are mounted when the resource group is brought up. However, if the
Filesystems (empty is All for specified VGs) has only file systems that are part of the
vgl volume group, none of the file systems in vg2 are mounted, because they were not
entered in the Filesystems (empty is All for specified VGs) field along with the file
systems from vgl.

If you have previously entered values in the Filesystems field, the appropriate volume
groups are already known to PowerHA SystemMirror.

Concurrent Volume Groups

This option appears only if you are adding resources to a concurrent resource group.

Identify the shared volume groups that can be accessed simultaneously by multiple
nodes. Select the volume groups from the picklist, or enter desired volume groups
names in this field.

If you previously requested that PowerHA SystemMirror collect information about the
appropriate volume groups, then the picklist displays a list of all existing concurrent
capable volume groups that are currently available in the resource group, and
concurrent capable volume groups available to be imported onto the nodes in the
resource group.

Disk fencing is turned on by default.

Application Controllers

Specify the application controllers to include in the resource group. The picklist
displays a list of application controllers.

User defined resource

Specify the user defined resource to include in the resource group. The picklist
displays a list of user defined resources configured.

Note: If you are configuring a resource group with the startup policy of Online on Home Node and
the fallover policy Fallover Using Dynamic Node Priority, this SMIT panel displays the field where
you can select one of the three predefined dynamic node priority policies or one of the two user
defined policies you want to use.

5. Press Enter to add the values to the PowerHA SystemMirror Configuration Database.

Related tasks:

[‘Configuring PowerHA SystemMirror resource groups” on page 21

You can configure resource groups that use different startup, fallover, and fallback policies.

[‘Steps to configure distribution preference for service IP label aliases” on page 42|

This topic describes the procedure to configure distribution preference for service IP label aliases on any

cluster node.

Related reference:

[‘Resource group behavior during cluster events” on page 319|

Look here for an overview of resource group events and describe when PowerHA SystemMirror moves
resource groups in the cluster, how the resource groups are placed on the nodes, and how to identify the
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causes of the underlying cluster events.

Verifying and synchronizing the standard configuration

After all resource groups have been configured, verify the cluster configuration on all nodes to ensure
compatibility. If no errors are found, the configuration is then copied (synchronized) to each node of the
cluster. If you synchronize from a node where Cluster Services are running, one or more resources may
change state when the configuration changes take effect.

At the beginning of verification, before PowerHA SystemMirror verifies the cluster topology, the Cluster
Topology Summary is displayed listing any nodes, networks, network interfaces, and resource groups
that are "unavailable” at the time that cluster verification is run. "Unavailable" refers to those that have
failed and are considered offline by the Cluster Manager. These components are also listed in the
fvar/hacmp/clverify/clverify.log file.

PowerHA SystemMirror displays informational messages during the verification process. The first phase
of verification involves collecting data from all the nodes in the cluster. Messages are displayed as
collection completes on each node, and if a node is slow to respond, the amount of time passed since
collection started is displayed.

The second phase of the process is the verification of the collected data. PowerHA SystemMirror display
the progress of the verification checks in increments of 10 percent.

The output from the verification is displayed in the SMIT Command Status window. If you receive error
messages, make the necessary changes and run the verification procedure again.

The output may take one of the following forms:

* You may see warnings if the configuration has a limitation on its availability, for example, if only one
interface per node per network is configured.

* Although no summary will be displayed to the user when no cluster topology components have failed,
the clverify.log file displays the following:

<DATE/TIME> Verification detected that all cluster topology components are available.

¢ If cluster components are unavailable, the utility providing the list of failed components puts similar
information in the log file.

To verify and synchronize the cluster topology and resources configuration:
1. Enter smit sysmirror

2. You can access the Verify and Synchronize Cluster Configuration dialog from many menu paths.
This dialog is accessible from most top-level menus that contain dialogs used to change the cluster
configuration, such as under the Cluster Nodes and Networks menu or the Cluster Applications and
Resources menu. The Verify and Synchronize Cluster Configuration (Advanced) dialog is located
under the Custom Cluster Configuration menus.

3. To use default options for verification and synchronization, press Enter.
SMIT runs the verification utility.

Viewing the PowerHA SystemMirror configuration

Once you have configured, verified, and synchronized the PowerHA SystemMirror configuration, you can
display the PowerHA SystemMirror cluster.

To display the PowerHA SystemMirror cluster:
1. Enter smit sysmirror

2. In SMIT, select Cluster and Nodes and Networks > Manage the Cluster > PowerHA SystemMirror
Configuration and press Enter.
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SMIT displays the current topology and resource information.

After you have finished configuring and synchronizing the cluster configuration, consider further
customizing the cluster. For example, you can:

* Refine the distribution of service IP aliases placement on the nodes. For more information, see Steps to
configure distribution preference for service IP label aliases.

* Configure dependencies between resource groups. Consider this step if you are planning to include
multi-tiered applications in the cluster, where the startup of one application depends on the successful
startup of another application.

* Refine resource groups behavior by specifying the delayed fallback timer, the settling time, and the
node distribution policy.

* Configure multiple monitors for an application controller, to monitor the health of your applications.
* Change runtime parameters and redirect log files for a node.
* Customize cluster events.

* Customize and configure different types of remote notification, such as pager, SMS messages, and
email.

* Configure PowerHA SystemMirror File Collections.
¢ Enable the cluster verification to run corrective actions.

Related concepts:

['Additional cluster configuration” on page 31|
You can configure additional cluster components after initial cluster configuration.

Related tasks:
[‘Steps to configure distribution preference for service IP label aliases” on page 42|

This topic describes the procedure to configure distribution preference for service IP label aliases on any
cluster node.

Related reference:

['Testing a PowerHA SystemMirror cluster” on page 121]
These topics describe how to use the Cluster Test Tool to test the recovery capabilities of a PowerHA
SystemMirror cluster.

Configuring split and merge policies
You can use the SMIT interface to configure split and merge policies.

The possible split policy and merge policy configuration depends on the version of the AIX operating
system running in your environment.

The following table displays the possible split and merge policy combinations for different cluster types
in AIX Version 7.2.0, or earlier:

Table 7. AlX Version 7.2.0, or earlier, split and merge policy combinations

Cluster type

Split policy option

Merge policy option

Standard cluster

Not supported

Majority

Stretched cluster

None

Majority

Tie breaker

Tie breaker

Linked cluster

None

Majority

Tie breaker

Tie breaker

Manual

Manual

In AIX Version 7.2.1, or later, all standard, stretched, and linked clusters support the same split policy and
merge policy combinations. The following table displays the possible split and merge policy combinations
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in AIX Version 7.2.1, or later:

Table 8. AIX Version 7.2.1, or later, split and merge policy combinations

Split policy options

Merge policy options

None

Majority

None

None

Tie breaker

Tie breaker

Manual

Manual

To configure a split and merge policy in PowerHA SystemMirror, complete the following steps:

1. From the command line, enter smit sysmirror.

2. In the SMIT interface, select Custom Cluster Configuration > Cluster Nodes and Networks > Initial
Cluster Setup (Custom) > Configure Cluster Split and Merge Policy > Split and Merge

Management Policy, and press Enter.

3. Complete the following fields, and press Enter.

Note: Some of the following fields are displayed only when certain options are specified in the Split
Handling Policy and Merge Handling Policy fields.

Table 9. Split and Merge Management Policy fields

Field

Description

Split Handling Policy

You can select the following options for this field:

None  This option is the default setting. If you select this
option, the partitions operate independently of each
other after the cluster split occurs. If you select this
option, the Merge Handling Policy field is set to
Majority.

Tie Breaker
You can select the following options for the tie
breaker:

Disk Select this option specify a disk as the tie
breaker. When the cluster split occurs, one
site wins the SCSI reservation on the tie
breaker disk. The site that losses the SCSI
reservation uses the recovery action that is
specified in the policy setting. If you select
this option, the Merge Handling Policy
field is set to Tie breaker.

NFS Select this option to specify an NFS file as
the tie breaker. During the cluster split, a
predefined NFS file is used to decide the
winning partition. The partition that losses
the NFS file reservation uses the recovery
action that is specified in the policy setting.
If you select this option, the Merge
Handling Policy field is set to NFS.

Manual Select this option to wait for manual intervention
when a cluster split occurs. PowerHA SystemMirror
does not perform any actions on the cluster until you
specify how to recover from the cluster split. If you
select this option, the Merge handling policy field is
set to Manual.

Merge Handling Policy

Do not change the options that are specified in this field. The
options that are specified in this field are determined by the
options you selected in the Split Handling Policy panel.
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Table 9. Split and Merge Management Policy fields (continued)

Field

Description

Split and Merge Action Plan

You can select the following options for this field:

Reboot  Select this option to reboot nodes on the losing
partition when a cluster split event occurs.

Disable Applications Auto-Start and Reboot
Select this option to reboot nodes on the losing
partition when a cluster split event occurs. If you
select this option, the resource groups are not brought
online automatically after the system reboots.
Note: This option is available only if your
environment is running AIX Version 7.2.1, or later.

Disable Cluster Services Auto-Start and Reboot
Select this option to reboot nodes on the losing
partition when a cluster split event occurs. If you
select this option, Cluster Aware AIX (CAA) is not
started. The resource groups are not brought online
automatically. After the cluster split event is resolved,
in SMIT, you must select Problem Determination
Tools > Start CAA on Merged Node to restore the
cluster.

If you specified None in the Merge Handling Policy
and Split Handling Policy fields, the action plan is
not implemented and a reboot does not occur after the
cluster split event.

Note: This option is available only if your
environment is running AIX Version 7.2.1, or later.

Select tie breaker

This field is available if you select Tie Breaker - Disk in both
the Split Handling Policy and the Merge Handling Policy
fields.

Select an iSCSI disk or a SCSI disk that you want to use as the
tie breaker disk.

NEFS Export Server

This field is available if you specify Tie Breaker - NFS in both
the Split Handling Policy and the Merge Handling Policy
fields.

Specify the fully qualified domain name of the NFS server that
is used for the NFS tie-breaker. The NFS server must be
accessible from each node in the cluster by using the NFS server
IP address.

Note: To export NFS from a Linux operating system, you must
disable the dir_index option by running the tune2fs -O
Adir_index <filesystem> command. Where, <filesystem> is the
NFS directory.

Local Mount Directory

This field is available if you specify Tie Breaker - NFS in both
the Split Handling Policy and the Merge Handling Policy
fields.

Specify the absolute path of the NFS mount point that is used
for the NFS tie-breaker. The NFS mount point must be mounted
on all nodes in the cluster.
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Table 9. Split and Merge Management Policy fields (continued)

Field

Description

NFS Export Directory

This field is available if you specify Tie Breaker - NFS in both
the Split Handling Policy and the Merge Handling Policy
fields.

Specify the absolute path of the NFSv4 exported directory that
is used for the NFS tie-breaker. The NFS exported directory
must be accessible from all nodes in the cluster that use NFSv4.

You must verify that the following services are active in the NFS
server:

* biod

* nfsd

* nfsgryd

* portmap

*+ rpc.lockd

* rpc.mountd
* rpc.statd
+ TCP

You must verify that the following services are active in the NFS
client on all cluster nodes:

* biod

* nfsd

* rpc.mountd
* rpc.statd
+ TCP

Notify Method

This field is available if you specify Manual in both the Split
Handling Policy and the Merge Handling Policy fields.

Specify the method that informs you to select which partition
remains online after a cluster split or merge event. The method
is specified as a path name that is followed by optional
parameters. When this method is called, the last parameter is
either split or merge to indicate the type of cluster event.

Notify Interval

This field is available if you specify Manual in both the Split
Handling Policy and the Merge Handling Policy fields.

Enter the seconds between notification messages that are sent
asking you to select which partition remains online after a
cluster split or merge event. You can enter a value in the range
10 - 3600.

Maximum Notifications

This field is available if you specify Manual in both the Split
Handling Policy and the Merge Handling Policy fields.

Enter the number of times you want a notification message to
be sent to select which partition remains online after a cluster
split or merge event. You can enter a value in the range 3 - 1000.
You must enter a value for this field when the surviving
(winning) site is specified.

Default Surviving Site

This field is available for only linked clusters and if you
specified Manual in both the Split Handling Policy and the
Merge Handling Policy fields.

Enter the site that remains operational if you do not manually
specify the surviving site. The other site that you do not specify
in this field uses the action that is specified in the Split and
Merge Action Plan field.
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Table 9. Split and Merge Management Policy fields (continued)

Field Description

Apply to Storage Replication Recovery This field is available for only linked clusters and if you have
specified Manual in both the Split Handling Policy and the
Merge Handling Policy fields.

This field determines if the manual response when a cluster
split event occurs also applies to storage replication recovery
mechanisms. If you select Yes, the partition that was selected to
remain online after a cluster split event proceeds with the
takeover of the storage replication recovery. You cannot specify
this option if you are using IBM XIV® Storage Systems or IBM
System Storage® DS8000%, or later.

4. Verify that all fields are correct and press Enter.

5. |Verify and synchronize the changes across the cluster]|

Notes:

* Split and merge policy are effective only in an active cluster.

* The Deadman mode sets to an Assert mode when the cluster services start.
Related information:

ge policy

DD o, ‘

[Tie breaker option for split and merge policies|

Configuring a quarantine policy
You can configure a quarantine policy with PowerHA SystemMirror to isolate the previously active node

that was hosting a critical resource group after a cluster split event or node failure occurs. The quarantine
policy ensures that your application data is not corrupted or lost.

To configure a quarantine policy, complete the following steps:
1. From the command line, enter smit sysmirror.

2. In the SMIT interface, select Custom Cluster Configuration > Cluster Nodes and Networks > Initial
Cluster Setup (Custom) > Configure Cluster Split and Merge Policy > Quarantine Policy, and press
Enter.

3. Select one of the following options:

Active Node Halt Policy
Select this option to stop the node that is unresponsive before PowerHA SystemMirror
acquires the critical resource group. To use this option, you must identify the critical resource
group. The critical resource group is the first resource group that is processed when a cluster
split occurs, and the Active Node Halt Policy is applied to your cluster.

Disk Fencing
The disks that are related to the critical resource group are fenced off from the previously
active node. This option ensures that the node that contains the critical resource group cannot
access the disks in case a cluster split event occurs. To use this option, you must identify the
critical resource group and the storage subsystem must support SCSI-3 persistent reservation
and ODM reserve_policy of PR_SHARED. This policy is applied to all disks that are part of
the volume group and resource group.

4. |Verify and synchronize the changes across the cluster]|

Related information:
[Troubleshooting disk fencing]
Planning for disk fencing|
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Additional cluster configuration

You can configure additional cluster components after initial cluster configuration.

Understanding custom cluster configuration options

Custom cluster configuration may be desired in some environments. These are less common
configuration tasks that are not required in most cases.

Most options for configuration cluster components are found under the Cluster Nodes and Networks or
Cluster Applications and Resources menus. Some options which are not required in most typical
configurations can be found under the Custom Cluster Configuration menu. This includes dialogs to
configure custom disk, volume group and file system methods for cluster resources, options to customize
resource recovery and service IP label distribution policy, and options for event customization. You can
also use the Initial Cluster Setup (Custom) menus in this path to create the initial cluster one piece at a
time, giving you complete control over which components are added to the cluster and how they are
named.

Discovering PowerHA SystemMirror-related information

You can use the SMIT interface to discovery network and storage devices.

After you have configured and powered on all disks, created shared volume groups, and configured
communication paths to other nodes, PowerHA SystemMirror can automatically collect this information
and display it in corresponding SMIT picklists, to help you make accurate selections of existing
components. When you add new disks, network interfaces, or volume groups to the cluster, you can run
the discovery task again.

Note: The discovery process runs on all nodes, not just on the local node.

To run the PowerHA SystemMirror cluster discovery process, take the following steps:
1. Enter smit sysmirror

2. In SMIT, select Cluster Nodes and Networks > Discover Network Interfaces and Disks and press
Enter.

3. The software executes the discovery process.

Cluster, nodes, and networks
Review the custom topology configuration options that you might want to use for specific cases.

Options for configuring cluster topology components includes:

Configuring a PowerHA SystemMirror cluster
You can use the Custom Cluster Configuration path and the menus under Initial Cluster Setup
(Custom) to configure the cluster a piece at a time. You can start by giving the cluster a name.

To assign a cluster name, complete the following steps:
1. Enter smit sysmirror

2. In SMIT, select Custom Cluster Configuration > Cluster Nodes and Networks > Initial Cluster
Setup (Custom) > Cluster > Add/Change/Show a Cluster and press Enter.

3. Enter field values as follows:
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Table 10. Add/Change/Show a Cluster field

Field Value

Cluster Name Enter an ASCII text string that identifies the cluster. The cluster name can include alphanumeric

characters and underscores, but cannot have a leading numeric. Use no more than 64 characters.
Do not use reserved names. For a list of reserved names see List of reserved words.

4. Press Enter.
5. Return to the Return to Initial Cluster Setup (Custom) SMIT panel.
Related reference:

[‘List of reserved words” on page 119|

This topic includes all of the reserved words that you cannot use a names in cluster.

Configuring cluster heartbeat settings
The heartbeat function is configured to use specific paths between nodes. These paths allow heartbeats to
monitor the health of all PowerHA SystemMirror networks, network interfaces, and nodes in the cluster.

To configure heartbeat settings for a cluster, complete the following steps:

1.
2.

3.

From the command line, enter smit sysmirror.

From the SMIT interface, select Custom Cluster Configuration > Cluster Nodes and Networks >
Manage the Cluster > Cluster heartbeat settings and press Enter.

Enter the settings for the following fields:

Node Failure Detection Timeout
The time in seconds for the health management layer to wait before sending a message that the
node has failed. The valid values are in the range 10 - 600.

Node Failure Detection Grace Time
The time in seconds for the node to wait before declaring that a node has actually failed. The
valid values are in the range 5- 600. This function starts after being contacted by the health
management layer, which is specified in the Node Failure Detection Timeout field.

Node Failure Detection Timeout during LPM
The time out value, in seconds, that is used during Live Partition Mobility (LPM) instead of the
Node Failure Detection Timeout value. You can set this option to be greater than the LPM freeze
duration to avoid any unwanted cluster events during the LPM process. The valid values are in
the range 10 - 600. If a value is not specified for this field, the value of the Node Failure
Detection Timeout is used.

LPM Node Policy
Select unmanage with Unmanage Resource Group option in SMIT to stop cluster services during
the LPM process. Select manage for PowerHA SystemMirror to continue to monitor the resource
groups and application availability during the LPM process. The default value is manage.

Link Failure Detection Timeout
The time in seconds for the health management layer to wait before sending a message that the
links between the sites have failed. A link failure can cause your cluster to fallover to another link
and continue to function. If all the links in the cluster are not responding, a message is sent
identifying that site is in an offline state.

Site Heartbeat Cycle
The heartbeat between sites in the cluster. The valid values are in the range 1 - 10. This value
represents the ratio of site heartbeats to local heartbeats. For example, if this value is 10 and the
Local Heartbeat Cycle value is 10 a heartbeat is sent every 1 second between the sites.

4. Verify and synchronize the cluster.

Related information:

[Verifying and synchronizing a PowerHA SystemMirror cluster]
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Heartbeating over TCP/IP and storage area networks|

AIX Live Update for PowerHA SystemMirror nodes

You can use the AIX Live Update function to apply an interim fix for the AIX operating system without
restarting the system. The workloads on a system are not stopped during the update process of the
system that uses the Live Update function.

To use the Live Update function, you must have the following software installed:
* PowerHA SystemMirror Version 7.2.0, or later
e AIX Version 7.2.0, or later

PowerHA SystemMirror can support the Live Update function on any nodes in the cluster. However, you
can use the Live Update function on only one node at a time. PowerHA SystemMirror uses the Live
Update framework to verify that disruptions do not occur to any resource groups during the Live Update
process. When you are using the Live Update process and commands, PowerHA SystemMirror provides
automation that is performed internally and no additional steps are required (except for an asynchronous
GLVM environment). If you want to use the Live Update function and your environment is using
asynchronous GLVM, you must convert it to a synchronous GLVM during the Live Update process. After
the update process completes, you can switch your environment back to an asynchronous GLVM.

PowerHA SystemMirror supports the Live Update function only when the cluster that is specified for the
update is in an unmanaged state. During the Live Update process, PowerHA SystemMirror workloads
continue to run with all storage devices available.

During the Live Update process, PowerHA SystemMirror completes the following tasks on a node:

* Verifies that any active Geographic Logical Volume Manager (GLVM) mirror pools are synchronous,
and that all peer GLVM partitions belong to the same cluster.

* Suspends all GLVM network traffic. When the Live Update process completes, PowerHA SystemMirror
resumes GLVM network traffic.

* Verifies that a Live Update process is not currently in progress on other nodes in the cluster. You can
complete only one Live Update process at a time.

* Stops cluster services at the beginning of the Live Update process. When the Live Update process
completes, PowerHA SystemMirror restarts cluster services.

Note: When the cluster is in an unmanaged state, PowerHA SystemMirror does not monitor any
applications.

The Live Update process does not support asynchronous GLVM mirroring (volume groups that contain

asynchronous mirror pools). If you attempt to use the Live Update process with asynchronous GLVM

mirroring, the process fails and an error message is logged in the AIX system error log. To perform a Live

Update process with a GLVM configuration that uses asynchronous mirroring, complete the following

steps:

1. Convert all the asynchronous mirror pools to synchronous mirror pools by running the chmp -S -m
<mirror_pool> <glvm_vg> command.

2. Perform the Live Update process.

3. Convert the synchronous mirror pools back to asynchronous mirror pools by running the chmp -A -m
<mirror_pool> <glvm vg> command.

If you upgrade to AIX Version 7.2.0, or later, you must complete the following steps to enable the Live
Update function in PowerHA SystemMirror Version 7.2.0, or later:

1. From the command line, enter smit sysmirror.

2. In the SMIT interface, select Cluster Nodes and Networks > Manage Nodes > Change/Show a Node
>
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3. Select the node from the list that uses Live Update.
4. From the Enable AIX Live Update operation field, select Yes.
5. Verify and synchronize the cluster.

Resetting cluster tunables
You can change the settings for a list of tunable values that were changed during the cluster maintenance
and reset them to their default settings, or installation-time cluster settings.

Resetting cluster tunables is useful when an administrative change does not produce ideal results, and
you want to return to the default values. While this change might not produce the optimum
configuration, it is likely to produce a working and stable configuration.

Use this option to reset all the tunables (customizations) made to the cluster. Using this option returns all
tunable values to their default values but does not change the cluster configuration. PowerHA
SystemMirror takes a snapshot file prior to resetting and informs you about the name and location of the
snapshot file. You can choose to have PowerHA SystemMirror synchronize the cluster when this
operation is complete.

Adding a node to a PowerHA SystemMirror cluster
You can use the SMIT interface to add a node when you are initially setting up the cluster or you can
add a node to an existing cluster.

You can add a node to an active cluster dynamically. You do not need to stop and restart cluster services
on the already-participating cluster for the new node to become part of the cluster.

To add a node to a cluster, complete the following steps:
1. From the command line, enter smit sysmirror.

2. You can add a node to a new cluster or to an existing cluster.

Note: If you want to add more than one node at a time, you must verify and synchronize the cluster
after you add each new node to the cluster.

a. To add a node to a new cluster from the SMIT interface, select Custom Cluster Configuration >
Cluster Nodes and Networks > Initial Cluster Setup (Custom) > Nodes > Add a Node, and
press Enter.

b. To add a node to an existing cluster from the SMIT interface, select Cluster Nodes and Networks
> Manage Nodes > Add a Node, and press Enter.

3. Enter field values as follows:

Table 11. Add a Node fields

Field Value

Node name Enter a unique node name for the node. The name can be up to 64 characters in length. The
node name does not have to be the same as the host name of the node. You can enter one node
name at a time, with up to 16 nodes in the cluster.

Communication Path to Node Enter (or add) one resolvable IP Label (host name), IP address, or fully qualified domain name
for each new node in the cluster. Each entry must be separated by a space. PowerHA
SystemMirror uses this path to initiate communication with the node.

Example 1:
10.11.12.13 NodeC.ibm.com

Example 2:
NodeA NodeB

You can also press F4 to select IP labels and IP addresses from a list that are added to the
/etc/hosts file, but are not configured in PowerHA SystemMirror.
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Note: The AIX Live Update operation is automatically enabled when you add a node with PowerHA
SystemMirror 7.2.0, or later, on a system that is running the AIX Version 7.2, or later, operating
system. You can use the AIX Live Update process to apply a kernel interim fix (iFix) without
rebooting the system. To disable the Live Update operation, use the Change / Show a Node menu in
the SMIT interface.

4. Verify that all fields are correct, and press Enter.

5. Verify and synchronize the cluster. After the verification and synchronization processes are complete,
you can start cluster services on the newly added node to integrate it into the cluster.

Configuring PowerHA SystemMirror networks

You can configure multiple networks in PowerHA SystemMirror to control application traffic over the
cluster network interfaces. Use the Manage Networks and Network Interfaces > Networks path in SMIT
to add, change, show, or remove networks from the cluster.

To speed up the configuration process, run discovery before configuring networks.
Related information:

(Geographic LVM Planning and administration|

Configuring networks:

You can use the System Management Interface Tool (SMIT) to configure IP-based networks to use
PowerHA SystemMirror.

To configure networks, complete the following steps:
1. Enter smit sysmirror.

2. When initially setting up the cluster, if you are using the custom configuration path, you can use the
Networks menu under Initial Cluster Configuration (Custom > Cluster Nodes and Networks to add
networks to the new cluster configuration.

After initial configuration of the cluster is complete and you want to add additional networks to an
existing cluster, you can use the menus found directly under Cluster Nodes and Networks > Manage
Networks and Network Interfaces > Networks from the main PowerHA SystemMirror SMIT menu.

3. Select the type of network to configure.
4. Enter the information as follows:

Table 12. Network fields
Field Value

Network Name If you do not enter a name, PowerHA SystemMirror will give the network a default
network name made up of the type of network with a number appended (for
example, net_ether_01). If you change the name for this network, use no more than
128 alphanumeric characters and underscores.

Network Type This field is filled in depending on the type of network you selected.

Netmask(IPv4)/Prefix Length(IPv6) For the configuration of the IP version 4 service interface, enter the network mask
for the address. For the configuration of the IP version 6 service interface, enter the
prefix length for the address.

This field is not a required field. If you do not enter a value, the prefix length or
netmask of the underlying network is used. If a prefix length value or netmask
value is specified, it is checked for compatibility with the underlying network.

5. Press Enter to configure this network.
6. Repeat the operation to configure more networks.
Related information:

Planning cluster network connectivityl|
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Configuring an application service interface:

If you already have an application that is active and using a particular IP Address as a base address on
network interface, you can configure this service IP label in PowerHA SystemMirror without disrupting
your application.

If you are configuring the cluster when the application is not active, you do not need to follow this
procedure.

The following steps guide you through configuring your application service IP label in PowerHA
SystemMirror in order not to disrupt your application:

1. Configure a PowerHA SystemMirror cluster

2. Configure PowerHA SystemMirror nodes

Configure PowerHA SystemMirror networks

Run Discovery.

Configure PowerHA SystemMirror network interfaces.

Run verification and synchronization to propagate your configuration to all the nodes.

N o s~

For each node that has an application using a particular IP Address:

a. For the network interface currently hosting the application IP address, determine a new address to
use as the interfaces base address. This address will be configured on the interface when the
system boots and is referred to as the Boot_IP_Address below. The cluster manager will alias the
application IP address onto the interface when bringing the application online during normal
cluster operation, but you will run a command shown below to perform this step manually
initially to avoid disrupting your application.

b. Run the sample utility clchipdev (described below):
/usr/es/sbin/cluster/samples/appsvclabel/clchipdev

The utility clchipdev helps configure an application service interface correctly in PowerHA SystemMirror
when you have an active application that is using a particular IP Address as a base address on network
interface before starting PowerHA SystemMirror.

clchdev -n NODE -w network_name -a 'App_IP_Address=Boot_IP_Address'

Where:
¢ NODE is the nodename.
¢ network_name is the name of the network that contains this service interface.

* App_IP_Address is the IP Address currently in use by the application (and currently configured in the
CuAt as the base address for the given interface).

* Boot_IP_Address is the IP Address that is to be used as the new base (boot) address.

For example, if NodeA has an IP Address 10.10.10.1 that is being used to make an application highly
available, you would use the following steps:

1. Run the utility clchipdev.
clchdev -n NodeA -w net_ip -a '10.10.10.1=192.3.42.1'.
The sample utility performs the following:

* Performs rsh to NodeA and determines the network interface for which 10.10.10.1 is currently
configured as the base address.

¢ Determines the network interface to be en0.

* Determines the network type as defined in PowerHA SystemMirrornetwork ODM, using the
network name.

* Runs: chdev -1 en0 -a netaddr=192.3.42.1 -P
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This changes the CuAt on that node to use the new Boot_IP_Address as the base address.
* Replaces 10.10.10.1 in PowerHA SystemMirroradapter ODM with 192.3.42.1.
* Configures to PowerHA SystemMirror the IP Address 10.10.10.1 as a service IP address.
2. Add this service IP label to a resource group.
3. Run verification and synchronization.

Related information:

Planning PowerHA SystemMirror|

Configuring network interfaces to PowerHA SystemMirror
You can define which network interfaces are used to host clustered application IP traffic.

When you are configuring network interfaces to PowerHA SystemMirror components, you can have the
following scenarios:
* Network interfaces are already configured to AIX, and you have run the PowerHA SystemMirror

discovery process to add them to PowerHA SystemMirror picklists to aid in the PowerHA
SystemMirror configuration process.

* Network interfaces are already configured to AIX, and need to be configured to PowerHA
SystemMirror (no discovery was run).

* Network interfaces need to be defined to AIX before you can configure them in PowerHA
SystemMirror. In this case, you should use the AIX SMIT menus to define new network interfaces with
base IP addresses prior to adding them to the PowerHA SystemMirror cluster.

To configure network interfaces to the AIX operating system without leaving PowerHA SystemMirror
SMIT, use the System Management (C-SPOC) > Communication Interfaces SMIT path.

Related reference:

['Managing communication interfaces in PowerHA SystemMirror” on page 224|
This section describes the options under the System Management (C-SPOC) > Communication
Interfaces SMIT menu.

Configuring PowerHA SystemMirror persistent node IP labels/addresses
A persistent node IP label is an IP alias that can be assigned to a network for a specified node.

A persistent node IP label is a label that:

* Always stays on the same node (is node-bound)

* Co-exists with other IP labels present on an interface

* Does not require installing an additional physical interface on that node

* Always stays on an interface of the PowerHA SystemMirror network and will not move to an interface.

* Is not part of any resource group.

Assigning a persistent node IP label for a network on a node allows you to have a node-bound address
on a cluster network that you can use for administrative purposes to access a specific node in the cluster.

To add persistent node IP labels:
1. Enter smit sysmirror

2. In SMIT, select Cluster Nodes and Networks > Manage Nodes > Configure Persistent Node IP
Labels/Addresses > Add a Persistent Node IP Label and press Enter.

3. Enter the field values as follows:
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Table 13. Add a Persistent Node IP Label fields

Field Value

Node Name The name of the node on which the IP label/address will be bound.
Network Name The name of the network on which the IP label/address will be bound.
Node IP Label/Address The IP label/address to keep bound to the specified node.

4. Press Enter.

If you are using persistent node IP Labels/Addresses, note the following issues:
* You can define only one persistent IP label on each node per cluster network.
* Persistent IP labels become available at a node's boot time.

* Once a persistent IP label is configured for a network interface on a particular network on a particular
node, it becomes available on that node on a boot interface at operating system boot time and remains
configured on that network when PowerHA SystemMirror is shut down on that node.

* You can remove a persistent IP label from the cluster configuration using the Remove a Persistent
Node IP Label/Address SMIT panel. However, after the persistent IP label has been removed from the
cluster configuration, it is not automatically deleted from the interface on which it was aliased. In order
to completely remove the persistent IP label from the node, you should manually remove the alias with
the ifconfig delete command or reboot the cluster node.

* Configure persistent node IP labels individually on each node. You cannot use the PowerHA
SystemMirror discovery process for this task.

* To change or show persistent node IP labels, use the Change/Show a Persistent Node IP label SMIT
menu.

Managing a backup repository disk with SMIT
You can use the System Management Interface Tool (SMIT) to add backup repository disk, remove a
backup repository disk that is not active, and view all configured repository disks.

To manage a backup repository disk with SMIT, complete the following steps:

1. From the command line, enter smit sysmirror.

2. From the SMIT interface, select Cluster Nodes and Networs > Manage Repository Disks, and press
Enter.

3. Select one of the following options:

Add a Repository Disk
Select this option to add an extra backup repository disk to the cluster.

Remove a Repository Disk
Select this option to remove a backup repository disk from the cluster. You cannot remove an
active repository disk. However, you can replace an active repository disk with an existing
repository disk.
Show Repository Disks
Select this option to view all repository disks that are configured in the cluster.
4. If you add or remove a backup repository disk, you must verify and synchronize the cluster.
Related tasks:
['Replacing a repository disk with SMIT” on page 39|
Cluster Aware AIX (CAA) detects when a repository disk failure occurs and generates a notification

message. You will continue to receive notification messages until you replace the failed repository disk
with a new repository disk.
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Replacing a repository disk with SMIT

Cluster Aware AIX (CAA) detects when a repository disk failure occurs and generates a notification
message. You will continue to receive notification messages until you replace the failed repository disk
with a new repository disk.

The cluster operates in a restricted mode until you replace the failed repository disk. You cannot change
the cluster configuration or rejoin nodes to the cluster until you replace the failed repository disk.

To replace a repository disk with a new disk, complete the following steps:
1. From the command line, enter smit sysmirror.

2. From the SMIT interface, select Problem Determination Tools > Replace the Primary Repository
Disk, and press Enter.

3. In the Repository Disk field, press F4 (List) to select an available disk from all nodes in the cluster, or
enter the name of the disk if a backup repository disk has not been configured.

Note: When you first access the Replace the Primary Repository Disk window, the Repository Disk
field displays the current repository disk.

4. Press Enter to set up the selected disk as the new repository disk for the cluster.

5. After synchronizing the configuration, you can verify that the new repository disk is working by
running the /ust/sbin/lscluster -d command.

Related tasks:

['Managing a backup repository disk with SMIT” on page 38|

You can use the System Management Interface Tool (SMIT) to add backup repository disk, remove a
backup repository disk that is not active, and view all configured repository disks.

Related information:

Planning for repository disk|

Repository disk failure|

Iscluster command|

Configuring PowerHA SystemMirror resources

After you have configured the cluster topology, continue setting up your cluster by configuring the
resources that are for the resource groups. Use the SMIT interface to configure resources to support
highly available applications.

In SMIT, use the Cluster Applications and Resources > Resources path, to configure the following
resources:

* Application controller
* Service IP label
 Shared volume group
* File system

* Application monitors
* Tape drive

* User-defined resources

Configuring service IP labels as PowerHA SystemMirror resources
Before you start configuring service IP labels as PowerHA SystemMirror resources, you must understand
how the network for your environment is configured.

For the initial configuration, follow the procedures described in this section.
Related information:
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Planning cluster network connectivityl|

Discovering IP network information (optional):

You can choose to run the PowerHA SystemMirror cluster information discovery process. If you choose
to run discovery, all communication paths must be configured first. Then PowerHA SystemMirror will
discover nodes, networks, and communication interfaces and devices for you and show them in the SMIT
picklists. If you choose not to run discovery, PowerHA SystemMirror will only include in the picklist
network information that is predefined in AIX.

To run cluster discovery, complete the following steps:
1. Enter smit sysmirror

2. In SMIT, select Cluster Nodes and Networks > Discover Network Interfaces and Disks and press
Enter. PowerHA SystemMirror retrieves current AIX configuration information from all cluster nodes.
This information is displayed in picklists to help you make accurate selections of existing components.
PowerHA SystemMirror informs you about which components have been discovered by the system.
Predefined components (those that are supported but are not discovered) are also made available as
selections in picklists.

Configuring service IP labels and addresses:
This topic discusses configuring service IP labels and addresses.

To add service IP labels/addresses as resources to the resource group in your cluster:
1. Enter smit sysmirror

2. In SMIT, select Cluster Applications and Resources > Resources > Configure Service IP
Labels/Addresses > Add a Service IP Label/Address and press Enter.

3. Fill in field values as follows:

Table 14. Add a Service IP Label/Address fields

Field Value

IP Label/Address Enter, or select from the picklist the IP label/address to be kept highly
available.

Network Name Enter the symbolic name of the PowerHA SystemMirror network on
which this Service IP label/address will be configured.

4. Press Enter after completing all required fields. PowerHA SystemMirror now checks the validity of
the IP label/address configuration.

5. Repeat the previous steps until you have configured all service IP labels/addresses for each network,
as needed.

Distribution preference for service IP label aliases:

You can configure a distribution preference for the service IP labels that are placed under PowerHA
SystemMirror control.

A distribution preference for service IP label aliases is a network-wide attribute used to control the
placement of the service IP label aliases on the physical network interface cards on the nodes in the
cluster.

Configuring a distribution preference for service IP label aliases does the following;:
* Lets you customize the load balancing for service IP labels in the cluster.

* Enables PowerHA SystemMirror to redistribute the alias service IP labels according to the preference
you specify.
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Allows you to configure the type of distribution preference suitable for the VPN firewall external
connectivity requirements.

The distribution preference is exercised as long as there are acceptable network interfaces available.
PowerHA SystemMirror always keeps service IP labels active, even if the preference cannot be
satisfied.

Rules for the distribution preference for service IP label aliases

The following rules apply to the distribution preference:

If you do not specify any preference, PowerHA SystemMirror by default distributes all service IP label
aliases across all available boot interfaces on a network using the IPAT via IP Aliasing function. For
more information on how the default method for service IP label distribution works, see Resource
group behavior during cluster events.

If there are insufficient network interface cards available to satisfy the preference that you have
specified, PowerHA SystemMirror allocates service IP label aliases to an active network interface card
that may be hosting other IP labels.

You can change the IP labels distribution preference dynamically: The new selection becomes active
during subsequent cluster events. (PowerHA SystemMirror does not require the currently active service
IP labels to conform to the newly changed preference.)

If you did not configure persistent labels, PowerHA SystemMirror lets you select the Collocation with

Persistent and Anti-Collocation with Persistent distribution preferences, but it issues a warning and
uses the regular collocation or anti-collocation preferences by default.

When a service IP label fails and another one is available on the same node, PowerHA SystemMirror
recovers the service IP label aliases by moving them to another NIC on the same node. During this
event, the distribution preference that you specified remains in effect.

You can view the distribution preference per network using the cltopinfo or the cllsnw commands.

Related reference:

['Resource group behavior during cluster events” on page 319

Look here for an overview of resource group events and describe when PowerHA SystemMirror moves
resource groups in the cluster, how the resource groups are placed on the nodes, and how to identify the
causes of the underlying cluster events.

Types of distribution for service IP label aliases:

You can specify in SMIT the distribution preferences for the placement of service IP label aliases

These preference include:

Type of distribution preference Description

Anti-collocation This is the default. PowerHA SystemMirror distributes all service IP label aliases across

all boot IP labels using a "least loaded" selection process.

Anti-collocation with source Service labels are mapped using the Anti-Collocation preference. If there are not enough

adapters, more than one service label can be placed on one adapter. This choice will
allow one label to be chosen as source address for outgoing communication.

Collocation PowerHA SystemMirror allocates all service IP label aliases on the same network

interface card (NIC).

Collocation with source Service labels are mapped using Collocation preference. This choice will allow to choose

one service label as source for outgoing communication. The service label chosen in the
next field is source address.
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Type of distribution preference

Description

Anti-collocation with persistent

PowerHA SystemMirror distributes all service IP label aliases across all active physical
interfaces that are not hosting the persistent IP label. PowerHA SystemMirror will place
the service IP label alias on the interface that is hosting the persistent label only if no
other network interface is available.

If you did not configure persistent IP labels, PowerHA SystemMirror lets you select the
Anti-Collocation with Persistent distribution preference, but it issues a warning and uses
the regular anti-collocation preference by default.

Anti-collocation with persistent label
and source

Service labels will be mapped using the Anti-Collocation with Persistent preference. One
service address can be chosen as a source address for the case when there are more
service addresses than the boot adapters.

Collocation with persistent

All service IP label aliases are allocated on the same NIC that is hosting the persistent IP
label. This option may be useful in VPN firewall configurations where only one
interface is granted external connectivity and all IP labels (persistent and service) must
be allocated on the same interface card.

If you did not configure persistent IP labels, PowerHA SystemMirror lets you select the
Collocation with Persistent distribution preference, but it issues a warning and uses the
regular collocation preference by default.

Steps to configure distribution preference for service IP label aliases:

This topic describes the procedure to configure distribution preference for service IP label aliases on any

cluster node.

To configure a distribution preference:

1. Enter smit sysmirror

2. In SMIT, select Cluster Applications and Resources > Resources > Configure Service IP
Labels/Addresses > Configure Service IP Labels/Addresses Distribution Preferences and press

Enter.

A list of available networks is displayed.

3. Select a network for which you want to specify the distribution preference.

4. SMIT displays the Configure Resource Distribution Preferences screen. Enter field values as follows:

Table 15. Configure Resource Distribution Preferences

Field

Value

Network Name

The field is filled in with the network for which you want to specify or change the
distribution preference for service IP label aliases.
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Table 15. Configure Resource Distribution Preferences (continued)
Field Value

Distribution Preference From the picklist, select the distribution preference as follows:

* Anti-collocation. This is the default. PowerHA SystemMirror distributes all service IP
label aliases across all boot IP labels using a least loaded selection process.

* Anti-collocation with source. Service labels are mapped using the Anti-Collocation
preference. If there are not enough adapters, more than one service label can be placed
on one adapter. This choice will allow one label to be chosen as source address for
outgoing communication.

* Collocation. PowerHA SystemMirror allocates all service IP label aliases on the same
network interface card (NIC).

* Collocation with source. Service labels are mapped using Collocation preference. This
choice will allow to choose one service label as source for outgoing communication.
The service label chosen in the next field is source address.

* Anti-collocation with persistent. PowerHA SystemMirror distributes all service IP
label aliases across all active physical interfaces that are not hosting the persistent IP
label.

Note: PowerHA SystemMirror allocates the service IP label alias on the interface that
is hosting the persistent label only if no other interface is available.

* Anti-Collocation with persistent label and source. Service labels will be mapped
using the Anti-Collocation with Persistent preference. One service address can be
chosen as a source address for the case when there are more service addresses than the
boot adapters.

* Collocation with persistent. All service IP label aliases are allocated on the same NIC
that is hosting the persistent IP label. This option may be useful in firewall
configurations where only one interface is granted external connectivity and all IP
labels (persistent and service) must be allocated on the same interface card.

Source IP Label for outgoing packets | This field allows to choose a Service or persistent address to be used as a source address
on the selected network. All the service labels and persistent labels will be shown as
choices.

If you did not configure persistent IP labels, PowerHA SystemMirror lets you select the Collocation
with Persistent and Anti-Collocation with Persistent distribution preferences but issues a warning
and uses the regular collocation or anti-collocation preferences by default.

5. Press Enter to add this information to the PowerHA SystemMirror Configuration Database on the
local node. Return to previous PowerHA SystemMirror SMIT screens to perform other configuration
tasks.

6. Verify and synchronize the changes to the cluster configuration. If the Cluster Manager is running on
the local node, synchronizing the cluster resources triggers a dynamic reconfiguration event.

Related reference:

['Synchronizing cluster resources” on page 252

Whenever you modify the configuration of cluster resources in the Configuration Database on one node,
you must synchronize the change across all cluster nodes. You perform a synchronization by choosing the
Verification and Synchronization option from either the Cluster Nodes and Networks or Cluster
Applications and Resources SMIT panel.

Configuring PowerHA SystemMirror application controller scripts

An application controller is a cluster component that is included in the resource group as a cluster resource,
and that is used to control an application that must be highly available. An application controller consists
of application start and stop scripts.

Configuring an application controller does the following:

* Associates a meaningful name with the application. For example, you could give the tax software a
name such as taxes. You then use this name to refer to the application controller when you define it as
a resource. When you set up the resource group, you add an application controller as a resource.

* Points the cluster event scripts to the scripts that they call to start and stop the application.
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+ Allows you to then configure application monitoring for that application.

Note: This section does not discuss how to write the start and stop scripts. See the vendor
documentation for specific product information on starting and stopping a particular application.

Configuring volume groups, logical volumes, and file systems as resources
You define volume groups, logical volumes, and file systems in the AIX operating system and then
configure them as resources for PowerHA SystemMirror.

Related reference:

[‘Managing shared LVM components” on page 189

These topics explain how to maintain AIX Logical Volume Manager (LVM) components shared by nodes
in a PowerHA SystemMirror cluster and provides procedures for managing volume groups, file systems,
logical volumes, and physical volumes using the PowerHA SystemMirror Cluster-Single Point of Control
(C-SPOC) utility.

Related information:

[nstalling PowerHA SystemMirror

Configuring concurrent volume groups, logical volumes, and file systems as
resources

Concurrent volume groups, logical volumes, and file systems must be defined in AIX and then
configured as resources for PowerHA SystemMirror.

Related reference:

['Managing shared LVM components in a concurrent access environment” on page 217

There are a few different steps for managing a shared LVM components in a concurrent access
environment using the C-SPOC facility compared to managing a non-concurrent access environment.
However, most of the steps are done in exactly the same order and using exactly the same SMIT panels
as a non-concurrent configuration.

Related information:

Planning shared LVM components|

Configuring multiple application monitors
PowerHA SystemMirror can monitor specified applications using application monitors.

These application monitors can:

* Check if an application is running before PowerHA SystemMirror starts it.

* Watch for the successful startup of the application.

* Check that the application runs successfully after the stabilization interval has passed.
* Monitor both the startup and the long-running process.

* Automatically take action to restart applications upon detecting process termination or other
application failures.

You can configure multiple application monitors and associate them with one or more application
controllers.

By supporting multiple monitors per application, PowerHA SystemMirror can support more complex
configurations. For example, you can configure one monitor for each instance of an Oracle parallel server
in use. Or, you can configure a custom monitor to check the health of the database along with a process
termination monitor to instantly detect termination of the database process.

Note: If a monitored application is under control of the system resource controller, ensure that
action:multi are -O and -Q. The -O specifies that the subsystem is not restarted if it stops abnormally. The
-Q specifies that multiple instances of the subsystem are not allowed to run at the same time. These
values can be checked using the following command:
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Issrc -Ss Subsystem | cut -d : -f 10,11
If the values are not -O and -Q, change them using the chssys command.
Process and custom monitoring:

You can select either process application monitoring or custom application monitoring method.
* Process application monitoring detects the termination of one or more processes of an application.

* Custom application monitoring checks the health of an application with a custom monitor method at
user-specified polling intervals.

Process monitoring is easier to set up, as it uses the built-in monitoring capability provided by the
operating system and requires no custom scripts. However, process monitoring may not be an
appropriate option for all applications. Custom monitoring can monitor more subtle aspects of an
application's performance and is more customizable, but it takes more planning, as you must create the
custom scripts.

Using shell environment variables in custom monitoring scripts:
You can use shell environment variables in custom monitoring scripts.

When writing your monitoring script, none of the shell environment variables defined in
/etc/environment will be available to your program. If you need to use any of these variables you must
explicitly source them by including this line in your script:

. /etc/environment
Fallover and notify actions:

In both process and custom monitoring methods, when the monitor detects a problem, PowerHA
SystemMirror attempts to restart the application on the current node and continues the attempts until the
specified restart count has been exhausted.

When an application cannot be restarted within the restart count, PowerHA SystemMirror takes one of
two actions, which you specified when configuring the application monitor:

* Choosing fallover causes the resource group containing the application to fall over to the node with
the next highest priority according to the nodelist. (See Application monitoring prerequisites and
considerations for more information.)

* Choosing notify causes PowerHA SystemMirror to generate a server_down event, which informs the
cluster of the failure.

Related reference:

['Application monitoring prerequisites and considerations” on page 47|
This topic discusses some prerequisites and considerations for planning and configuring application
monitoring.

Monitor modes:

When you configure process monitors and custom monitors for the application controller, you can also
specify the mode in which the application monitor is used.

You can specify the following modes for an application monitor:

Startup Monitoring Mode

In this mode, the application monitor runs when cluster services are starting. The monitor checks
if the application is already running on the node. If the monitor indicates that the application is
already running, cluster services do not run the application controller start script during the
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startup process. This function is useful if you have previously stopped cluster services by using
the unmanage option. The unmanage option keeps the application and other resources active on
the node. When cluster services are restarting, the startup monitor can indicate whether the
application is still running and avoid creating a second instance by running the controller start
script.

The startup monitor is stopped after a specific amount of time that is specified by the
stabilization interval for the application controller. If the monitor returns within the stabilization
interval, a zero return code indicates that the application is already running and the controller
start script is not run. If the monitor returns a nonzero code within the stabilization interval, or if
it does not return at all, the application is not running and the controller start script begins to
run.

Startup monitors are important if you are using parent/child resource dependencies or start after
resource group dependencies. A startup monitor also verifies that the application in the parent
resource group or target resource group is running before the dependent resource group is
started.

Long-Running Mode

Both

In this mode, the application monitor is used after the application is started and the application
monitor checks whether that the application is still running. The monitoring starts after the
stabilization interval expires. For custom monitors, the user supplied monitor is called at regular
intervals. In SMIT, the value for the interval is specified in the Monitor Interval field. For process
monitors, the monitoring relies on the Reliable Scalable Cluster Technology (RSCT) subsystem
that can detect the end of a specified process.

You can configure a monitor in this mode for any application controller, and you can specify
multiple monitors that indicate the health of the application.

For example, you can configure a process application monitor to immediately indicate the end of
a critical database process. You can also configure a custom monitor that periodically sends

transactions to the database. The custom monitor verifies that the database is actively responding
to requests, while the process monitor immediately detects the end of a critical database process.

In this mode, the same application monitor is used for both the startup monitor mode and the
long-running mode. When you are writing and testing a custom monitor to be used in this mode,
the same monitor must operate correctly when started under different circumstances. When the
monitor is called during startup, the monitor is run only for the amount of time specified by the
stabilization interval. If the monitor does not return within the amount of time that is specified
by stabilization interval, the monitor is stopped and the application start script is run.

The interval that you specified for the Monitor Interval field in SMIT, determines how often the
custom long-running monitor is run after the application is started and is stable.

If you use the same application monitor for both startup and long-running monitoring, you must
verify that the monitor can reliably determine the application state and return an appropriate
indication within the associated time period.

Retry count and restart interval:

The restart behavior depends on two parameters, the retry count and the restart interval, that you
configure in SMIT.

* Retry count. The retry count specifies how many times PowerHA SystemMirror should try restarting
before considering the application failed and taking subsequent fallover or notify action.

* Restart interval. The restart interval dictates the number of seconds that the restarted application must
remain stable before the retry count is reset to zero, thus completing the monitor activity until the next
failure occurs.
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Note: Do not specify both of these parameters if you are creating an application monitor that will only be
used as in a startup monitoring mode.

If the application successfully starts up before the retry count is exhausted, the restart interval comes into
play. By resetting the restart count, it prevents unnecessary fallover action that could occur when
applications fail several times over an extended time period. For example, a monitored application with a
restart count set to three (the default) could fail to restart twice, and then successfully start and run
cleanly for a week before failing again. This third failure should be counted as a new failure with three
new restart attempts before invoking the fallover policy. The restart interval, set properly, would ensure
the correct behavior: it would have reset the count to zero when the application was successfully started
and found in a stable state after the earlier failure.

Be careful not to set the restart interval for a too short period of time. If the time period is too short, the
count could be reset to zero too soon, before the immediate next failure, and the fallover or notify activity
will never occur.

Application monitoring prerequisites and considerations:

This topic discusses some prerequisites and considerations for planning and configuring application
monitoring.

Keep the following in mind:

* Any application to be monitored must be defined to an application controller in an existing cluster
resource group.

* If you have configured dependent resource groups, we recommend to configure multiple monitors:
— For applications included in parent resource groups, and for applications in child resource groups.

— For applications included in target resource groups, and for applications in source resource groups
in start after dependency and stopafter dependency

For example, a monitor for a parent resource group can monitor the successful startup of the
application, and a monitor for a child resource group can monitor the process for an application. For
more information, see Monitor modes.

* Multiple monitors can be configured for the same application controller. Each monitor can be assigned
a unique name in SMIT.

* The monitors that you configure must conform to existing configuration rules. For more information,
see Configuring a process application monitor and Configuring a custom application monitor.

¢ It is recommend that you first configure an application controller, and then configure the monitor(s)
that you can associate with the application controller. Before configuring an application monitor,
configure all your application controllers. Then configure the monitors and associate them with the
controllers. You can go back at any time and change the association of monitors to controllers.

* You can configure no more than 128 monitors per cluster. No limit exists on the number of monitors
per application controller, as long as the total number of all monitors in the cluster is less than 128.

* When multiple monitors are configured that use different fallover policies, each monitor specifies a
failure action of either "notify" or "fallover". PowerHA SystemMirror processes actions in the order in
which the monitors indicate an error. For example, if two monitors are configured for an application
controller and one monitor uses the "notify" method and the other uses the "fallover" method, the
following occurs:

— If a monitor with "fallover" action indicates an error first, PowerHA SystemMirror moves the
resource group to another node, and the remaining monitor(s) are shut down and restarted on
another node. PowerHA SystemMirror takes no actions specified in any other monitor.

— If a monitor with "notify" action indicates an error first, PowerHA SystemMirror runs the "notify"
method and shuts down that monitor, but any remaining monitors continue to operate as before.
You can manually restart the "notify" monitor on that node using the Suspend/Resume Application
Monitoring SMIT panel.
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* If multiple monitors are used, PowerHA SystemMirror does not use a particular order for the monitors
startup or shutdown. All monitors for an application controller are started at the same time. If two
monitors are configured with different fallover policies, and they fail at precisely the same time,
PowerHA SystemMirror does not guarantee it processes methods specified for one monitor before
methods for the other.

* The same monitor can be associated with multiple application controllers using the Application
Monitor(s) field in the Change/Show an Application Controller SMIT panel. You can select a monitor
from the picklist.

* If you remove an application monitor, PowerHA SystemMirror removes it from the definition for all
application controllers that were using the monitor, and indicates which application controllers are no
longer using the monitor.

* If you remove an application controller, PowerHA SystemMirror removes it from the definition of all
application monitors that were configured to monitor the application. PowerHA SystemMirror also
sends a message about which monitor will no longer be used for the application. If you remove the
last application controller in use for any particular monitor, that is, if the monitor will no longer be
used for any application, verification issues a warning that the monitor will no longer be used.

* If you configure an application monitor for an application controller, PowerHA SystemMirror starts the
monitor when the application is being brought online to determine the state of the application.
PowerHA SystemMirror event processing is suspended for the number of seconds specified in the
stabilization interval for the monitoring script . If you did not configure an application monitor,
PowerHA SystemMirror event processing is suspended for 10 seconds to allow the application to start.

Related tasks:

['Steps for configuring a custom application monitor” on page 52|
This topic explains the steps for configuring a custom application monitor.

Related reference:

[‘Monitor modes” on page 45|
When you configure process monitors and custom monitors for the application controller, you can also
specify the mode in which the application monitor is used.

[‘Configuring a process application monitor” on page 49|

You can configure multiple application monitors and associate them with one or more application
controllers. By supporting multiple monitors per application, PowerHA SystemMirror can support more
complex configurations.

['Selective fallover for handling resource groups” on page 323

Selective fallover is a function of PowerHA SystemMirror that attempts to selectively move only a resource
group that has been affected by an individual resource failure, rather than moving all resource groups, to
another node in the cluster. Selective fallover provides recovery for individual resource groups that are
affected by failures of specific resources.

Steps for configuring multiple application monitors
These topic outline the procedures for configuring multiple application monitors.

To define multiple application monitors for an application:

* Define one or more application controllers. For instructions, see Configuring application controller
scripts.

* Add the monitors to PowerHA SystemMirror. The monitors can be added using the following path in
SMIT, Configure Applications and Resources > Resources > Configure Resources > Configure User
Applications (Scripts and Monitors) > Application Monitors.

Related tasks:

[‘Configuring application controllers” on page 16|
A PowerHA SystemMirror application controller is a cluster resource used to control an application that
must be highly available. It contains application start and stop scripts.
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Configuring a process application monitor:

You can configure multiple application monitors and associate them with one or more application
controllers. By supporting multiple monitors per application, PowerHA SystemMirror can support more
complex configurations.

Process application monitoring detects the termination of a process and generates an event. This section
describes how to configure process application monitoring, in which you specify one or more processes of
a single application to be monitored.

Note: Process monitoring may not be the appropriate solution for all applications. For instance, you
cannot monitor a shell script with a process application monitor. If you want to monitor a shell script,
configure a custom monitor.

Related tasks:

['Steps for configuring a custom application monitor” on page 52|
This topic explains the steps for configuring a custom application monitor.

Identifying correct process names:

For process monitoring, it is important that you list the correct process names in the SMIT Add Process
Application Monitor panel. You must use the processes that are listed in response to the ps -e command
and not use the -f flag.

Any process that is started through a #!<path name> in the script must use the processes that are listed
in response to the ps -e command. For example, the bsh command and the csh command.

To identify correct process names in your process list, complete the following steps:
1. Enter the following command:
ps -e | awk '{print $4}' | sort -u >/tmp/1listl
2. Run the application controller start script.
3. Enter the following command:
ps -e | awk '{print $4}' | sort -u >/tmp/1ist2
4. Compare the two lists by entering:
diff 1istl list2 | grep \>»

The result is a complete and accurate list of possible processes to monitor. You might choose not to
include all of them in your process list.

Steps for configuring a process application monitor:
An application must have been defined to an application controller before you set up the monitor.

To configure a process application monitor (in any of the three running modes: startup mode,
long-running mode or both):

1. Enter smit sysmirror

2. In SMIT, selectCluster Applications and Resources > Resources > Configure User Applications
(Scripts and Monitors) > Application Monitors > Configure Process Application Monitors > Add
Process Application Monitor and press Enter. A list of previously defined application controllers
appears.

3. Select the application controller to which you want to add a process monitor.
4. In the Add a Process Application Monitor panel, fill in the field values as follows:
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Table 16. Add a Process Application Monitor

Field

Value

Monitor Name

Enter the name of the application monitor. Each monitor can have a unique name that does not
have to be the same name as the application controller name.

Monitor Mode

Select the mode in which the application monitor monitors the application:

* startup monitoring. In this mode the application monitor checks that the application
controller has successfully started within the specified stabilization interval. The monitor in
this mode may run multiple times, as long as it is being run within the stabilization interval
that you specify. If the monitor in this mode returns a zero code, this means that the
application had started successfully. If a non-zero code is returned, this means that the
application did not start within the stabilization interval. Select this mode if you are
configuring an application monitor for an application that is included in a parent resource
group (in addition to other monitors that you may need for dependent resource groups).

* long-running monitoring. In this mode, the application monitor periodically checks that the
application controller is running. The monitor is run multiple times based on the monitoring
interval that you specify. If the monitor returns a zero code, it means that the application is
running successfully. A non-zero return code indicates that the application has failed. The
checking starts after the specified stabilization interval has passed. This mode is the default.

* both. In this mode, the application monitor checks that within the stabilization interval the
application controller has started successfully, and periodically monitors that the application
controller is running after the stabilization interval has passed. If the same monitor is used
in the "both" mode, PowerHA SystemMirror interprets the return codes differently, according
to which type of monitoring is used (see the description of modes).

Processes to Monitor

Specify the process(es) to monitor. You can type more than one process name. Use spaces to
separate the names.

Note: To be sure you are using correct process names, use the names as they appear from the
ps -el command (not ps -f), as explained in Identifying correct process names.

Process Owner

Specify the user ID of the owner of the processes specified above, for example root. Note that
the process owner must own all processes to be monitored.

Instance Count

Specify how many instances of the application to monitor. The default is 1 instance. The
number of instances must exactly match the number of processes to monitor. If you put one
instance, and another instance of the application starts, you will receive an application monitor
error.

Note: This number must be more than 1 if you have specified more than one process to
monitor (1 instance for each process).

Stabilization Interval

Specify the time (in seconds). PowerHA SystemMirror uses the stabilization period for the
monitor in different ways, depending on which monitor mode is selected in this SMIT panel:

* If you select the startup monitoring mode, the stabilization interval is the period within
which PowerHA SystemMirror runs the monitor to check that the application has
successfully started. When the specified time expires, PowerHA SystemMirror terminates the
monitoring of the application startup and continues event processing. If the application fails
to start within the stabilization interval, the resource group's acquisition fails on the node,
and PowerHA SystemMirror launches resource group recovery actions to acquire a resource
group on another node. The number of seconds you specify should be approximately equal
to the period of time it takes for the application to start. This depends on the application
you are using.

* If you select the long-running mode for the monitor, the stabilization interval is the period
during which PowerHA SystemMirror waits for the application to stabilize, before beginning
to monitor that the application is running successfully. For instance, with a database
application, you may wish to delay monitoring until after the start script and initial database
search have been completed. You may need to experiment with this value to balance
performance with reliability.

* If you select both as a monitoring mode, the application monitor uses the stabilization
interval to wait for the application to start successfully. It uses the same interval to wait until
it starts checking periodically that the application is successfully running on the node.

Note: In most circumstances, this value should not be zero.

Restart Count

Specify the number of times to try restarting the application before taking any other actions.
The default is 3 . If you are configuring a monitor that is going to be used only in the startup
monitoring mode, restart count does not apply, and PowerHA SystemMirror ignores values
entered in this field.

Note: Make sure you enter a Restart Method if your Restart Count is any non-zero value.
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Table 16. Add a Process Application Monitor (continued)

Field

Value

Restart Interval

Specify the interval (in seconds) that the application must remain stable before resetting the
restart count. Do not set this to be shorter than (Restart Count) x (Stabilization Interval) . The
default is 10% longer than that value. If the restart interval is too short, the restart count will
be reset too soon and the desired fallover or notify action may not occur when it should.

If you are configuring a monitor that is going to be used only in the startup monitoring mode,
restart interval does not apply, and PowerHA SystemMirror ignores values entered in this field.

Action on Application Failure

Specify the action to be taken if the application cannot be restarted within the restart count.
You can keep the default choice notify, which runs an event to inform the cluster of the
failure, or select fallover , in which case PowerHA SystemMirror recovers the resource group
containing the failed application on the cluster node with the next highest priority for that
resource group.

If you are configuring a monitor that is going to be used only in the startup monitoring mode,
the action specified in this field does not apply, and PowerHA SystemMirror ignores values

entered in this field.

See Application monitoring prerequisites and considerations for more information.

Notify Method

(Optional) Define a notify method that will run when the application fails.
This custom method runs during the restart process and during notify activity.
If you are configuring a monitor that is going to be used only in the startup monitoring mode,

the method specified in this field does not apply, and PowerHA SystemMirror ignores values
entered in this field.

Cleanup Method

(Optional) Specify an application cleanup script to be called when a failed application is
detected, before calling the restart method. The default is the application controller stop script
defined when the application controller was set up (if you have only one application controller
defined. If you have multiple application controllers, enter the stop script in this field that is
used for the associated application controller).

If you are configuring a monitor that is going to be used only in the startup monitoring mode,
the method specified in this field does not apply, and PowerHA SystemMirror ignores values
entered in this field.

With application monitoring, since the application is already stopped when this script is called,
the server stop script may fail.

Restart Method

(Required if Restart Count is not zero.) The default restart method is the application controller
start script defined previously, if only one application controller was set up. This field is empty
if multiple servers are defined. You can specify a different method here if desired.

If you are configuring a monitor that is going to be used only in the startup monitoring mode,
the method specified in this field does not apply, and PowerHA SystemMirror ignores values
entered in this field.

5. Press Enter.

SMIT checks the values for consistency and enters them into the PowerHA SystemMirror
Configuration Database. When the resource group is brought online, the application monitor in the
long-running mode starts (if it is defined). Note that the application monitor in the startup monitoring
mode starts before the resource group is brought online.

When you synchronize the cluster, verification ensures that all methods you have specified exist and
are executable on all nodes.

Related tasks:

[‘Identifying correct process names” on page 49|

For process monitoring, it is important that you list the correct process names in the SMIT Add Process
Application Monitor panel. You must use the processes that are listed in response to the ps -e command

and not use the -f flag.
Related reference:
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[‘Application monitoring prerequisites and considerations” on page 47|
This topic discusses some prerequisites and considerations for planning and configuring application
monitoring.

Configuring a custom application monitor:

You can configure multiple application monitors and associate them with one or more application
controllers. By supporting multiple monitors per application, PowerHA SystemMirror can support more
complex configurations.

Custom application monitoring allows you to write a monitor method to test for conditions other than
process termination. For example, if an application sometimes becomes unresponsive while still running,
a custom monitor method could test the application at defined intervals and report when the
application's response is too slow. Also, some applications (shell scripts, for example) cannot be
registered with RSCT, so process monitoring cannot be configured for them. A custom application
monitor method can monitor these types of applications.

For instructions on defining a process application monitor, which requires no custom monitor method,
refer to Application monitoring prerequisites and considerations.

Defining a monitor method

Unlike process monitoring, custom application monitoring requires you to provide a script to test the
health of the application. You must also decide on a suitable polling interval.

When devising your custom monitor method, keep the following points in mind:

* The monitor method must be an executable program (it can be a shell script) that tests the application
and exits, returning an integer value that indicates the application's status. The return value must be
zero if the application is healthy, and must be a non zero value if the application has failed.

* The method can log messages by printing them to the standard output stdout file. For long running
monitors, the output is stored in the /var/hacmp/log/clappmond.application monitor name.resource
group name.monitor.log file. For startup monitors, this output is stored in the /var/hacmp/1og/
clappmond.application controller name.resource group name.monitor.log file. In PowerHA
SystemMirror Version 7.1.1, or earlier, there is a single log file that is overwritten each time the
application monitor is restarted. In PowerHA SystemMirror Version 7.1.2, or later, a new log file is
created each time the application monitor is restarted.

* Since the monitor method is set up to terminate if it does not return within the specified polling
interval, do not make the method overly complicated.

Related reference:

[‘Application monitoring prerequisites and considerations” on page 47|
This topic discusses some prerequisites and considerations for planning and configuring application
monitoring.

Steps for configuring a custom application monitor:
This topic explains the steps for configuring a custom application monitor.

To set up a custom application monitoring method, complete the following steps:
1. Enter smit sysmirror

2. In SMIT, select Cluster Applications and Resources > Resource > Configure User Applications
(Scripts and Monitors) > Application Monitors > Configure Custom Application Monitors > Add a
Custom Application Monitor and press Enter.

A list of defined application controllers is displayed.

3. Select the application controller for which you want to add a monitoring method.
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4. In the Add Custom Application Monitor panel, fill in field values as follows. The Monitor Method
and Monitor Interval fields require you to supply your own scripts and specify your own preference
for the polling interval:

Table 17. Add Custom Application Monitor fields

Field Value
Application Controller Name Select the application controller from the picklist.
Monitor Mode Select the mode in which the application monitor will monitor the application:

* Startup monitoring. In this mode the application monitor checks that the application
controller has successfully started within the specified stabilization period. If you are
configuring a monitor for an application that is included in a parent resource group,
select this mode (in addition to other monitors that you may need for dependent
resource groups).

* Long-running monitoring. In this mode, the application monitor periodically checks
that the application controller is running. The checking starts after the specified
stabilization interval has passed. This is the default.

* Both. In this mode, the application monitor checks that within the stabilization
interval the application controller has started successfully, and periodically monitors
that the application controller is running after the stabilization interval have passed.

Monitor Method Enter a script or executable for custom monitoring of the health of the specified
application. Do not leave this field blank.

Note that the method must return a zero value if the application is healthy and a
non-zero value if a problem is detected.

The method can log messages by printing them to the standard output stdout file. For
long running monitors, the output is stored in the /var/hacmp/log/
clappmond.application monitor name.resource group name.monitor.log file. For
startup monitors, this output is stored in the /var/hacmp/log/clappmond.application
controller name.resource group name.monitor.log file. In PowerHA SystemMirror
Version 7.1.1, or earlier, there is a single log file that is overwritten each time the
application monitor is restarted. In PowerHA SystemMirror Version 7.1.2, or later, a new
log file is created each time the application monitor is restarted.

Monitor Interval Enter the polling interval (in seconds) for checking the health of the application. If the
monitor does not respond within this interval, it is considered hung.

Hung Monitor Signal The signal the system should send to stop the Monitor Method script if it does not
return within the time specified for the Monitor Interval. The default is SIGKILL(9).

Stabilization Interval Specify the time (in seconds). PowerHA SystemMirror uses the stabilization period for
the monitor in different ways, depending on which monitor mode is selected in this
SMIT panel:

* If you select the startup monitoring mode, the stabilization interval is the period
within which PowerHA SystemMirror monitors that the application has successfully
started. When the specified time expires, PowerHA SystemMirror terminates the
monitoring of the application startup, and continues event processing. If the
application fails to start within the stabilization interval, the resource group's
acquisition fails on the node, and PowerHA SystemMirror launches resource group
recovery actions to acquire a resource group on another node. The number of seconds
you specify should be approximately equal to the period of time it takes for the
application to start. This depends on the application you are using.

* If you select the long-running mode for the monitor, the stabilization interval is the
period during which PowerHA SystemMirror waits for the application to stabilize,
before beginning to monitor that the application is running successfully. For instance,
with a database application, you may wish to delay monitoring until after the start
script and initial database search have been completed. You may need to experiment
with this value to balance performance with reliability.

* If you select both as a monitoring mode, the application monitor uses the
stabilization interval to wait for the application to start successfully. It uses the same
interval to wait until it starts checking periodically that the application is successfully
running on the node.

Note: In most circumstances, this value should not be zero.
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Table 17. Add Custom Application Monitor fields (continued)
Field Value

Restart Count Specify the number of times to try restarting the application before taking any other
actions. The default is 3 .

Restart Interval Specify the interval (in seconds) that the application must remain stable before resetting
the restart count. Do not set this to be shorter than (Restart Count) x (Stabilization
Interval + Monitor Interval). The default is 10% longer than that value. If the restart
interval is too short, the restart count will be reset too soon and the desired failure
response action may not occur when it should.

Action on Application Failure Specify the action to be taken if the application cannot be restarted within the restart
count. You can keep the default choice notify, which runs an event to inform the cluster
of the failure, or select fallover, in which case the resource group containing the failed
application moves over to the cluster node with the next highest priority for that
resource group.

Notify Method (Optional) The full pathname of a user defined method to perform notification when a
monitored application fails. This method will execute each time an application is
restarted, fails completely, or falls over to the next node in the cluster.

Configuring this method is strongly recommended.

Cleanup Method (Optional) Specify an application cleanup script to be invoked when a failed application
is detected, before invoking the restart method. The default is the application controller
stop script defined when the application controller was set up.

With application monitoring, since the application may be already stopped when this
script is called, the server stop script may fail.

Restart Method (Required if Restart Count is not zero.) The default restart method is the application
controller start script defined previously, when the application controller was set up.
You can specify a different method here if desired.

5. Press Enter.

SMIT checks the values for consistency and enters them into the PowerHA SystemMirror Configuration
Database. When the resource group comes online, the application monitor in the long-running mode
starts. The application startup monitor starts before the resource group is brought online.

When you synchronize the cluster, verification ensures that all methods you have specified exist and are
executable on all nodes.

Related reference:

[‘Configuring a process application monitor” on page 49|

You can configure multiple application monitors and associate them with one or more application
controllers. By supporting multiple monitors per application, PowerHA SystemMirror can support more
complex configurations.

Related information:

[Applications and PowerHA SystemMirror|

Suspending, changing, and removing application monitors:

You can temporarily suspend an application monitor in order to perform cluster maintenance. You should
not change the application monitor configuration while it is in a suspended state.

If you have multiple application monitors configured, and choose to temporarily suspend an application
monitor, all monitors configured for a specified server are suspended.

Configuring tape drives as PowerHA SystemMirror resources
The PowerHA SystemMirror SMIT panels enable certain actions for configuring tape drives.

These actions include:
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* Add tape drives as PowerHA SystemMirror resources

— Specify synchronous or asynchronous tape operations

— Specify appropriate error recovery procedures

* Change or show tape drive resources

* Remove tape drive resources

* Add tape drives to PowerHA SystemMirror resource groups

* Remove tape drives from PowerHA SystemMirror resource groups.

Adding a tape resource:

This topic describes how to add a tape drive as a cluster resource.

To add a tape drive:
1. Enter smit sysmirror

2. In SMIT, select Cluster Applications and Resources > Resources > Configure Tape Resources > Add
a Tape Resource and press Enter.

3. Enter the field values as follows:

Table 18. Add a Tape Resource fields

Field

Value

Tape Resource Name

The symbolic name for the tape resource. This is a required field, and must be unique
within the cluster. The name can have up to 64 alphanumeric characters and
underscores.

Description

Description of the tape resource.

Tape Device Name

The name of the special file for the tape drive, for example, /dev/rmt0. This is a
required field.

Start Script

Enter the full pathname of the script called by the cluster event scripts to start the
application controller. You can use a maximum of 256 characters. This script must be
in the same location on each cluster node that can start the server. The contents of the
script, however, can be different.

Note: Passing arguments to this script is not permitted.

Start Processing Synchronous?

If yes, then tape start processing is synchronous. If no, it is asynchronous. The default
is synchronous operation.

Stop Script

Enter the full pathname of the script called by the cluster event scripts to stop the
server. You can use a maximum of 256 characters. This script must be in the same
location on each cluster node that can start the server. The contents of the script,
however, can be different.

Note: Passing arguments to this script is not permitted.

Stop Processing Synchronous?

If yes, then tape stop processing is synchronous. If no, it is asynchronous. The default
is synchronous operation.

Sample scripts are available in the /usr/es/sbin/cluster/samples/tape directory. The sample scripts rewind

the tape drive explicitly.

To change or show the current configuration of a tape drive resource, see Reconfiguring tape drive

resources.

Related reference:

['Reconfiguring tape drive resources” on page 249

Using PowerHA SystemMirror SMIT panels, you can reconfigure tape drives in several different ways.
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Adding a tape resource to a resource group:
This topic describes how to add a tape drive resource to a resource group.

To add a tape drive resource:
1. Enter smit sysmirror

2. In SMIT, select Cluster Applications and Resources > Resource Groups > Change/Show Resources
and Attributes for a Resource Group and press Enter.

SMIT displays the list of resource groups.
3. Select the resource group to which you want to add the tape resource.

SMIT displays the Change/Show all Resources/Attributes for a <selected type of> Resource Group
panel.

4. Enter the field value for tape resource.

Type in the resource name or press F4 to display a picklist of defined tape resources. Select the desired
resource. If there are no tape resources defined, SMIT displays an error message.

Verifying and synchronizing tape drive configuration:

After adding a resource to a resource group, verify that the configuration is correct and then synchronize
shared tape resources to all nodes in the cluster.

Verification ensures the following:
* Validity of the specified tape special file (is it a tape drive?)
* Accessibility of the tape drive (does a device on the specified SCSI LUN exist?)

* Consistency of the configuration (does the device have the same LUN on the nodes sharing the tape
drive?)

* Validity of the user defined start and stop scripts (do the scripts exist and are they executable?)
Dynamic reconfiguration of tape resources:

When a tape drive is added to a resource group, or when a new resource group is created with tape
resources, DARE will reserve the tape and invoke the user-provided tape start script.

When a tape drive is removed from a resource group, or when a resource group with tape resources is
removed, DARE invokes the user-provided tape stop script and releases the tape drive.

Adding a user-defined resource to a resource group
After you create a user-defined resource based on a user-defined resource type, you can add the resource
to a resource group.

To add a user-defined resource to a resource group, complete these steps:
1. Enter smit sysmirror
2. Select the resource group to which you want to add the user-defined resource.

3. SMIT displays the Change/Show all Resources and Attributes for a <selected type of> Resource
Group panel.

4. Enter the field value for the user-defined resource.

5. Enter the resource name or press F4 to display a picklist of user-defined resources and select the
resource that you want to add. If there are no user-defined resources configured, SMIT displays an

error message. Refer to Configuring a user-defined resource type for more information about this type of
resource.
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Dynamic reconfiguration of a user-defined resource type and resources:

When a user-defined resource type is added or when a user-defined resource is added to a resource
group, or when a new resource group is created a with user-defined resource, DARE will start the
user-defined resource according to the order specified in the resource type.

When a user-defined resource type is removed or when a user-defined resource type is removed from a
resource group, or when a resource group with user-defined resources is removed, DARE invokes the
user-provided stop script and releases the user-defined resource.

Customizing resource recovery

PowerHA SystemMirror monitors system resources and initiates recovery when a failure is detected.
Recovery involves moving a set of resources (grouped together in a resource group) to another node.
PowerHA SystemMirror uses selective fallover function when it can. Selective fallover enables PowerHA
SystemMirror to recover only those resource groups that are affected by the failure of a specific resource.

PowerHA SystemMirror uses selective fallover in the following cases:
* Loss of a volume group

* Local network failure

* Resource group acquisition failure

* Application failure

* User-defined resource failure

You can customize recovery for two types of resources where PowerHA SystemMirror uses selective
fallover:

* Service IP labels. By default, for a local network failure, PowerHA SystemMirror responds by scanning
the configuration for any service labels on that network and moving only the resource group
containing the failed service IP label to another available node.

Note: You cannot customize recovery for service IP labels for the secondary instance of a replicated
resource group.

* Volume groups. For volume groups where the recovery is triggered by a loss of quorum for a volume
group, PowerHA SystemMirror moves the resource group to a takeover node.

Note: Customizing volume group recovery (disabling selective fallover) in a cluster with this type of
resource in a replicated resource group applies to both the primary and the secondary instances of the
resource group.

However, selective fallover may not be the behavior you want when one of these resources fails. After
upgrading from a previous release, if you have custom pre-event and post-events to handle these
situations, these may act in unexpected ways when combined with the selective fallover behavior.
PowerHA SystemMirror includes the Customize Resource Recovery option for changing the behavior of
the selective fallover action for these resources. You can select to have the fallover occur, or to simply
receive a notification.

Take the following steps to customize resource recovery for service label and volume group resources
(especially if you have your own custom pre-event and post-event scripts):

1. Enter smit sysmirror

2. In SMIT, select Custom Cluster Configuration > Resource > Customize Resource Recovery and press
Enter.

3. Select the resource to customize from the list.
4. Enter field values as follows:
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Table 19. Customize Resource Recovery fields
Field Value

Name The resource you selected.

Note: Resources with duplicate names will not be listed because this
function only supports resources with unique names. XD resources
(GMD, PPRC, ERCMF, SVCPPRC and GMVG) are not supported.

Action on Resource failure Select either fallover or notify. Fallover is the default.

5. Fallover initiates an rg_move event to move the affected resource group to another node.

6. Notify causes a server_down event that calls out the specific failed resource but takes no recovery
action.

Note: In the Notify Method field, enter the full pathname of your own method to perform
notification when this resource fails. This method will be called by the server_down event. Passing
arguments to this method is not permitted.

7. Press Enter to apply the customized resource recovery action.
8. If you use the Notify Method, make sure it is on all nodes in the resource group nodelist.

9. Verify and synchronize the cluster.
Fallover option and resource group availability:

Be aware that if you select the fallover option of customized resource recovery - which could cause a
resource group to migrate from its original node - the possibility exists that while the highest priority
node is up, the resource group remains down.

This situation occurs when an rg_move event moves a resource group from its highest priority node to a
lower priority node, and then you stop the cluster services on the lower priority node with an option to
bring the resource groups offline. Unless you bring the resource group up manually, it remains in an
inactive state.

For more information on resource group availability, see Selective fallover for handling resource groups.

Related reference:

['Selective fallover for handling resource groups” on page 323

Selective fallover is a function of PowerHA SystemMirror that attempts to selectively move only a resource
group that has been affected by an individual resource failure, rather than moving all resource groups, to
another node in the cluster. Selective fallover provides recovery for individual resource groups that are
affected by failures of specific resources.

Testing customized resource recovery:

Once you have configured the options and synchronized your cluster successfully, you are ready to test
that the new options provide the desired behavior.

Testing the fallover action on resource failure

This is the default behavior. When a resource failure occurs (local_network_down or volume group
quorum loss), an rg_move event will be run for the affected resource group. You can test this behavior by
inducing a local_network_down (fail all interfaces on that network on a single node) or by inducing the
LVM_SA_QUORCLOSE error (power off a disk while writes are occurring such that quorum is lost for
that volume group).
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Testing the notify action on resource failure

Induce the same failures mentioned above, selecting notify but no Notify Method. Instead of an rg_move
event, a server_down event should run. Check the output in hacmp.out.

Testing the notify method

Configure a resource and resource group and specify the notify option for that resource, with a Notify
Method. Induce one of the failures above to trigger the server_down event. The server_down event will
call the Notify Method and any output from that method will be logged in hacmp.out.

Related reference:

[‘Planning disks and volume groups” on page 309
Planning the disk layout is crucial for the protection of your critical data in a PowerHA SystemMirror
cluster.

Configuring PowerHA SystemMirror resource groups

Use the following SMIT menu path, Configure Applications and Resources > Resource Groups to
configure resource groups in a cluster.

The Configure Resource Groups menu path can be used to add, change, show or remove a resource
group, as well as to configure resource group run-time policies.

* Configure Resource Group Run-Time Policies:
Use this set of menus to manage the following:
— Dependencies between resource groups
- Workload Manager parameters
— Resource group processing order
— Delayed Fallback Timer
— Settling Time
* Manage resource group configuration:
From the Configure Resource Groups menu you can complete the following tasks:
— Add a Resource group
— Change or show resource group nodes and policies
— Change or show the resources included in a resource group
- Remove a resource group
— Show all resources by node or resource group

Configuring resource groups

Use these topics to find out how to configure resource groups with different combinations of startup,
fallover and fallback policies, and run-time policies.

You can add resource groups with different startup, fallover and fallback policies. Prior to configuring
resource groups, you should read the planning information.

Note: You can use SMIT to configure and manage the cluster and view interactive cluster status.

Related information:

Planning resource groups|

PowerHA SystemMirror concepts|
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Limitations and prerequisites for configuring resource groups

When configuring a resource group, certain limitations and conditions apply.

These conditions include:

* By default, PowerHA SystemMirror processes resource groups in parallel. You may include a resource
group in a list of resource groups that are processed serially. However, if you do not include a resource
group in a serially-processed list, but specify a settling time or a delayed fallback timer for a resource
group, the acquisition of this resource group is delayed. For complete information, see Configuring
processing order for resource groups.

* Clocks on all nodes must be synchronized for the settings for fallover and fallback of a resource group
to work as expected.

* To view the information about resource groups and for troubleshooting purposes, use the cIRGinfo
command. Also, for troubleshooting purposes, you can use the Show All Resources by Node or
Resource Group SMIT option.

Related information:

Planning PowerHA SystemMirror|

Configuring resource groups by using SMIT

The System Management Interface Tool (SMIT) fields that you use to configure resource groups depend
on whether you configured sites for the cluster.

To configure a resource group by using SMIT, complete the following steps:
1. From the command line, enter smit sysmirror.

2. In SMIT, select Cluster Applications and Resources > Resource Groups > Add a Resource Group,
and press Enter.

3. Enter the field values as follows:

Table 20. Configuring resource group fields

Field Description

Resource Group Name The name of the resource group must be unique within the cluster and distinct from the volume
group and service IP label.

You cannot use more than 64 alphanumeric characters and underscores. You cannot start the
resource group name with a number. Duplicate entries and reserved words are not allowed.

Inter-site Management Policy | This field is only available if you configured sites. The default setting is Ignore. You can select the
following options for this field:

Ignore  The resource group does not have ONLINE SECONDARY instances. Use this option if
you use cross-site LVM mirroring.

Prefer Primary Site
The primary instance of the resource group is brought ONLINE on the primary site at
startup, the secondary instance is started on the other site. The primary instance falls
back when the primary site rejoins the cluster.

Online on Either Site
During startup, the primary instance of the resource group is brought ONLINE on the
first node that meets the node policy criteria (either site). The secondary instance is
started on the other site. The primary instance does not fall back when the original site
rejoins the cluster.

Online on Both Sites
During startup, the resource group (node policy must be defined as Online on All
Available Nodes) is brought ONLINE on both sites. There is no fallover policy or
fallback policy. If no nodes or conditions exist that bring or keep the resource group
online on the site, the resource group moves to another site. The site that owns the
active resource group is called the primary site.
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Table 20. Configuring resource group fields (continued)

Field

Description

Participating Nodes (Default
Node Priority)

Enter the names of the nodes that can own or take over this resource group. Enter the node with
the highest priority first, followed by the other nodes in priority order. Leave a space between
node names.

Note: If you configured sites for the cluster, this field is not available.

Participating Nodes from
Primary Site

This field is only available if you configured sites. Select the nodes that belong to the primary site
for the resource group. Resource group policies that refer to the preferred primary site belong to
the nodes in this list. The nodes in this list are from the same site in the cluster.

Note: If the Inter-Site Management Policy field is set to Ignore, there is no practical distinction
between the primary site and secondary site of the resource group.

Participating Nodes from
Secondary Site

This field is only available if you configured sites. Select the nodes that belong to the secondary
site for the resource group. Resource group policies that refer to the preferred secondary site
belong to the nodes in this list. The nodes in this list are from the same site in the cluster.

Note: If the Inter-Site Management Policy field is set to Ignore, there is no practical distinction
between the primary site and secondary site of the resource group.

Startup Policy

Select the following option that defines the startup policy of the resource group:

Online On Home Node Only
The resource group is brought online only on its home node, the highest priority node,
during the resource group startup. This function requires the highest priority node to be
available.

Online On First Available Node
The resource group is activated on the first participating node that becomes available. If
you configured the settling time for resource groups, it is only used for the startup
policy of this resource group.

Online Using Node Distribution Policy
The resource group is brought online according to the node-based distribution policy.
This policy allows only one resource group to be brought online on a node during
startup.

Online On All Available Nodes
The resource group is brought online on all nodes. If you select this option, you must
verify that the resources in this group can be brought online on multiple nodes
simultaneously.

Fallover Policy

Select the following option that defines the fallover policy of the resource group:

Fallover To Next Priority Node In The List
The resource group that is online on only one node at a time follows the default node
priority order that is specified in the resource group's node list.

Fallover Using Dynamic Node Priority
You can use a predefined dynamic-node priority policy or one of the two user-defined
policies.

Bring Offline (On Error Node Only)
The resource group is brought offline on a node during an error condition. Select this
option if you want to ensure that when a particular node fails, the resource group goes
offline only on the specified node but remains online on other nodes.
Note: Selecting this option as the fallover preference when the startup preference is not
set to Online On All Available Nodes, might allow resources to become unavailable
during error conditions. In this case, PowerHA SystemMirror issues an error message.

Fallback Policy

Select the following option that defines the fallback policy of the resource group:

Fallback To Higher Priority Node In The List
The resource group falls back when a higher priority node joins the cluster. Select this
option if you configured the delayed fallback timer setting. If you did not configure the
delayed fallback timer setting, the resource group falls back immediately when a higher
priority node joins the cluster.

Never Fallback
The resource group does not fall back when a higher priority node joins the cluster.

4. Press Enter to add the
database.

resource group information to the PowerHA SystemMirror configuration
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During the configuration of resource groups, if you selected an option that prevents high availability
of a resource group, PowerHA SystemMirror issues a warning message. Thus, PowerHA
SystemMirror prevents invalid or incompatible resource group configurations.

Related reference:

['Defining delayed fallback timers” on page 77|
A delayed fallback timer lets a resource group fall back to its higher priority node at a specified time.
This lets you plan for outages for maintenance associated with this resource group.

[‘Configuring resource group run-time policies” on page 63|
Review the following for information on resource group runtime policies.

[‘List of reserved words” on page 119|
This topic includes all of the reserved words that you cannot use a names in cluster.

[‘Using the node distribution startup policy” on page 79|
For each resource group in the cluster, you can specify a startup policy to be Online Using Node
Distribution Policy.

['Dynamic node priority policies”]
The default node priority policy is the order in the participating nodelist. However, can have a takeover
node selected dynamically, according to the value of a specific system property at the time of failure.

Related information:

Planning PowerHA SystemMirror|

Dynamic node priority policies
The default node priority policy is the order in the participating nodelist. However, can have a takeover
node selected dynamically, according to the value of a specific system property at the time of failure.

Dynamic Node Priority entails the selection of a node that acquires the resource group based on values of
system attributes calculated at run time. These values are obtained by querying the RMC subsystem. In
particular, one of the following attributes can be chosen for Dynamic Node Priority:

* c1_highest_free_mem - select the node with the highest percentage of free memory
* cl1_highest_idle_cpu - select the node with the most available processor time
* c1_Tlowest_disk_busy - select the disk that is least busy

The PowerHA SystemMirror cluster manager queries the RMC subsystem every three minutes to obtain
the current value of above attributes on each node and distributes them cluster wide. The interval at
which the queries of the RMC subsystem are performed, 3 minutes, is not user configurable. During a
fallover event of a resource group with Dynamic Node Priority configured, the most recently collected
values are used in the determination of the best node to acquire the resource group.

Table 21. Collected values

PowerHA SystemMirror RMC Resource Manager Attribute
cl_highest_free_mem IBM.Host PgSpFree
cl_highest_idle_cpu IBM.Host PctTotalTimeldle
cl_lowest_disk_busy IBM.PhysicalVolume PvPctBusy

The RMC resource monitor on a node may be queried to obtain the current values of these attributes:

Isrsrc -Ad IBM.Host
Isrsrc -Ad IBM.PhysicalVolume

Note: If you have defined a resource group over multiple sites (using the PowerHA SystemMirror

Enterprise Edition software) and a dynamic node priority policy is configured for the group, you will
receive this warning when verification runs:
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"Warning:

Dynamic Node Priority is configured in a resource group

with nodes in more than one site. The priority calculation may
fail due to slow communication, in which case the default node
priority will be used instead."

You can choose Dynamic node priority based on the user defined property by selecting one of the
following attributes:

c1_highest_udscript_rc
c1_Tlowest_nonzero_udscript_rc

When you select one of the these criteria, you must also provide values for the DNP script path and
DNP timeout attributes for a resource group. When the DNP script path attribute is specified, the given
script is invoked on all nodes and return values are collected from all nodes. The failover node decision
is made by using these values and the specified criteria. If you choose the cl_highest_udscript_rc
attribute, collected values are sorted and the node which returned the highest value is selected as a
candidate node to failover. Similarly, if you choose the cl_lowest_nonzero_udscript_rc attribute, collected
values are sorted and the node which returned lowest nonzero positive value is selected as a candidate
node to failover. If the return value of the script from all nodes are same or zero, the default node
priority will be considered. PowerHA verifies the script existence and the execution permissions during
verification.

When you select a timeout value, ensure that it is within the time period for running and completing a
script. If you do not specify a timeout value, a default value that is equal to the config_too_long time is
specified. If you provide a timeout value that is greater than the default allowed timeout value,
PowerHA sets the value to the default timeout value and creates the following warning message:

warning: The parameter "SDNP_SCRIPT_TIMEOUT" value specified is greater than the Maximum allowed timeout value. will use " 360."

Note: In the preceding warning message, 360 seconds is the config too_long attribute time that is
currently set in the cluster.

Do the following to specify these values:
1. Enter smit sysmirror

2. In SMIT, select Cluster Applications and Resources > Resource Groups > Change/Show Resources
and Attributes for a Resource Group

3. Select the resource group with the failover policy of Failover Using Dynamic Node Priority.

The following reminders apply when writing DNP scripts:
* Script return values are considered for DNP calculation.
* A return value of zero on a node indicates that the node is not a candidate node to failover.

* A return value greater than zero on a node indicates that the node can be one of the candidate node.

Configuring resource group run-time policies

Review the following for information on resource group runtime policies.

Resource Group run-time policies include:

* Dependencies between resource groups. See Configuring dependencies between resource groups
* Resource group processing order See Configuring processing order for resource groups

* Workload Manager. See Configuring Workload Manager

* Settling Time for resource groups. See Configuring a settling time for resource groups

* Delayed Fallback Timer for resource groups. See Configuring delayed fallback timers in SMIT

* Node distribution policy. See Using the node distribution startup policy

Related tasks:
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[‘Configuring a settling time for resource groups” on page 76|

The settling time specifies how long PowerHA SystemMirror waits for a higher priority node (to join the
cluster) to activate a resource group that is currently offline on that node. If you set the settling time,
PowerHA SystemMirror waits for the duration of the settling time interval to see if a higher priority node
may join the cluster, rather than simply activating the resource group on the first possible node that
reintegrates into the cluster.

[‘Configuring delayed fallback timers in SMIT” on page 78|
Configure a delayed fallback timer that you want to use. After you have configured the delayed fallback
timer, you can use it in one or several resource groups as the default fallback policy.

Related reference:

['Configuring dependencies between resource groups”|
You can set up more complex clusters by specifying dependencies between resource groups.

[‘Configuring processing order for resource groups” on page 72|
By default, PowerHA SystemMirror acquires and releases resource groups in parallel.

['Configuring Workload Manager” on page 74|

IBM offers AIX Workload Manager (WLM) as a system administration resource included with AIX. WLM
allows users to set targets for and limits on CPU time, physical memory usage, and disk I/O bandwidth
for different processes and applications. This provides better control over the usage of critical system
resources at peak loads.

[‘Using the node distribution startup policy” on page 79|
For each resource group in the cluster, you can specify a startup policy to be Online Using Node
Distribution Policy.

Configuring dependencies between resource groups

You can set up more complex clusters by specifying dependencies between resource groups.

Business configurations that use multi-tiered applications can utilize parent/child dependent resource
groups. For example, the back end database must be online before the application controller. In this case,
if the database goes down and is moved to a different node, the resource group containing the
application controller must be brought down and back up on any node in the cluster.

Business configurations that require different applications to run on the same node, or on different nodes
can use location dependency runtime policies. See Examples of location dependency and resource group
behavior for more information.

The dependencies that you configure are:
* Explicitly specified using the SMIT interface
* Established cluster-wide, not just on the local node

* Guaranteed to occur in the cluster, that is, they are not affected by the current cluster conditions.

You can configure four types of dependencies between resource groups:
* Parent/child dependency

* Start After dependency

* Stop After dependency

* Online On Same Node Location Dependency

* Online On Different Nodes Location Dependency

Related tasks:

['Configuring PowerHA SystemMirror resource groups” on page 21
You can configure resource groups that use different startup, fallover, and fallback policies.

Related reference:
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[“‘Examples of location dependency and resource group behavior” on page 330|
Look here for scenarios that illustrate how location dependent resource groups are processed at startup
and also how they are processed for various failure scenarios.

Related information:

PowerHA SystemMirror concepts|

Planning PowerHA SystemMirror|

Considerations for dependencies between resource groups

Look here for additional considerations you may need to keep in mind when configuring resource group
dependencies. These include interaction with sites, use of pre-and post-event scripts, and information
about the cIRGinfo command.

* To obtain more granular control over the resource group movements, use the cIRGinfo -a command to
view what resource groups are going to be moved during the current cluster event. Also, use the
output in the hacmp.out file. For more information, see Using resource groups information commands.

* Dependencies between resource groups offer a predictable and reliable way of building clusters with
multi-tiered applications. However, node_up processing in clusters with dependencies could take more
time than in the clusters where the processing of resource groups upon node_up is done in parallel. A
resource group that is dependent on other resource groups cannot be started until others have been
started first. The config too_long warning timer for node_up should be adjusted large enough to
allow for this.

* During verification, PowerHA SystemMirror verifies that your configuration is valid and that
application monitoring is configured.

* You can configure resource group dependencies in PowerHA SystemMirror Enterprise Edition clusters
that use replicated resources for disaster recovery. However, you cannot have the combination of any
non-concurrent startup policy and concurrent (Online on Both Sites) inter-site management policy. You
can have a concurrent startup policy combined with a non-concurrent inter-site management policy.

The high-level steps required to specify resource group dependencies are described in the following
sections.

Related reference:

[‘Configuring processing order for resource groups” on page 72|
By default, PowerHA SystemMirror acquires and releases resource groups in parallel.

Steps to configure dependencies between resource groups
This section provides a high-level outline of the steps required to configure a dependency between
resource groups.

These steps include:

1. For each application that is going to be included in dependent resource groups, configure application
controllers and application monitors.

2. Create resource groups and include application controllers as resources. For instructions, see
Configuring resource groups and Adding resources and attributes to resource groups using the
extended path.

3. Specify a dependency between resource groups. For instructions, see Configuring resource groups
with dependencies.

4. Use the SMIT Verify and Synchronize Cluster Configuration option to guarantee the desired
configuration is feasible given the dependencies specified, and ensure that all nodes in the cluster
have the same view of the configuration.

To ensure that the applications in the dependent resource groups start successfully, you should configure
multiple application monitors.

In general, we recommend that you configure the following monitors:
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* A monitor that will check the running process for an application in the child resource group, and a
monitor that will check the running process for an application in the parent resource group.

* A monitor that will check the running process for an application in the source resource group in a
startafter dependency, and a monitor that will check the running process for an application in the
target resource group in a startafter dependency.

For a parent resource group, it is also advisable to configure a monitor in a startup monitoring mode to
watch the application startup. This ensures that after the parent resource group is acquired, the child
resource group(s) also can be acquired successfully. Similarly, for a target resource group in a startafter
dependency, it also is advisable to configure a monitor in a startup monitoring mode to watch the
application startup. This ensures that after the target resource group is acquired, the source resource
group(s) also can be acquired successfully.

For information on monitor modes that you can specify (long-running mode, startup monitoring mode,
and both), see Monitor modes.

For instructions on configuring application monitoring, see Configuring multiple application monitors.
Related tasks:

['Adding resources and attributes to resource groups” on page 80|
You can add, change or show resources and attributes for resource groups.

Related reference:

[‘Configuring resource groups” on page 59|
Use these topics to find out how to configure resource groups with different combinations of startup,
fallover and fallback policies, and run-time policies.

['Configuring resource groups with dependencies”]
You can configure four types of dependencies between resource groups.

[‘Monitor modes” on page 45|
When you configure process monitors and custom monitors for the application controller, you can also
specify the mode in which the application monitor is used.

[‘Configuring multiple application monitors” on page 44|
PowerHA SystemMirror can monitor specified applications using application monitors.

Configuring resource groups with dependencies
You can configure four types of dependencies between resource groups.

These dependencies include:

* Parent/child dependency

* Start After dependency

* Stop After dependency

* Online On Same Node Location Dependency

* Online On Different Nodes Location Dependency

* Online On Same Site Location Dependency.

The following limitations apply to configurations that combine dependencies:

* Only one resource group can belong to a Same Node Dependency and a Different Node Dependency
at the same time

* If a resource group belongs to both a Same Node Dependency and a Different Node Dependency, all
nodes in the Same Node Dependency set have the same Priority as the shared resource group.

* Only resource groups with the same Priority within a Different Node Dependency can participate in a
Same Site Dependency.

Related information:
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Planning PowerHA SystemMirror|

Configuring a parent and child dependency between resource groups:

In this type of dependency, the parent resource group must be online on any node in the cluster before a
child (dependent) resource group can be activated on a node.

These are the guidelines and limitations:

* A resource group can serve as both a parent and a child resource group, depending on which end of a
given dependency link it is placed.

* You can specify three levels of dependencies for resource groups.

* You cannot specify circular dependencies between resource groups.

* A child resource group cannot be acquired on a node until its parent resource group is fully functional.
If the parent node does not become fully functional, the child resource group goes into an ERROR

state. If you notice that a resource group is in this state, you may need to troubleshoot which resources
might need to be brought online manually to resolve the resource group dependency.

* When a resource group in a parent role falls over from one node to another, the resource groups that
depend on it are stopped before the parent resource group falls over, and restarted again once the
parent resource group is stable again.

* For information on dynamic reconfiguration (DARE), see the section Reconfiguring resources in
clusters with dependent resource groups.

To configure a parent/child dependency between resource groups:

1. Enter smit sysmirror

2. In SMIT, select Cluster Applications and Resources > Resource Groups > Configure Resource
Group Run-Time Policies > Configure Dependencies between resource groups > Configure

Parent/Child Dependency > Add Parent/Child Dependency between resource groups and press
Enter.

3. Fill in the fields as follows:

Table 22. Add Parent/Child Dependency between resource groups fields
Field Value

Parent Resource Group Select the parent resource group from the list. The parent resource group provides
services upon which another resource group depends. During resource group
acquisition, PowerHA SystemMirror acquires the parent resource group on a node
before the child resource group is acquired.

Child Resource Group Select the child resource group from the list and press Enter. PowerHA
SystemMirror prevents you from specifying circular dependencies.

The child resource group depends on services another resource group provides.
During resource group acquisition, PowerHA SystemMirror acquires the parent
resource group on a node before the child resource group is acquired. During
release, PowerHA SystemMirror releases the child resource group before the parent
resource group is released.

4. Press Enter and verify the cluster.
Related reference:

[‘Reconfiguring resources in clusters with dependent resource groups” on page 251
These topics describe the conditions under which PowerHA SystemMirror performs dynamic
reconfigurations in clusters with dependent resource groups.
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Configuring a start after dependency between resource groups:

In this type of dependency, the target resource group must be online on any node in the cluster before a
source (dependent) resource group can be activated on a node. There is no dependency when releasing
resource groups and the groups are released in parallel.

These are the guidelines and limitations:

* A resource group can serve as both a target and a source resource group, depending on which end of a
given dependency link it is placed.

* You can specify three levels of dependencies for resource groups.
* You cannot specify circular dependencies between resource groups.

* This dependency applies only at the time of resource group acquisition. There is no dependency
between these resource groups during resource group release.

* A source resource group cannot be acquired on a node until its target resource group is fully
functional. If the target resource group does not become fully functional, the source resource group
goes into an OFFLINE DUE TO TARGET OFFLINE state. If you notice that a resource group is in this
state, you may need to troubleshoot which resources might need to be brought online manually to
resolve the resource group dependency.

* When a resource group in a target role falls over from one node to another, there will be no effect on
the resource groups that depend on it.

* Once the source resource group is online, any operation (bring offline, move resource group) on the
target resource group will not effect the source resource group.

* A manual resource group move or bring resource group online on the source resource group is not
allowed if the target resource group is offline.

* For information on dynamic reconfiguration (DARE), see the section Reconfiguring resources in
clusters with dependent resource groups.

To configure a Start After dependency between resource groups:
1. Enter smit sysmirror

2. In SMIT, select Cluster Applications and Resources > Resource Groups > Configure Resource
Group Run-Time Policies > Configure Dependencies Between Resource Groups > Configure Start
After Dependency > Add Start After Dependency Between Resource Groups and press Enter.

3. Fill in the fields as follows:

Field name Description

Source Resource Group Select the source resource group from the list and press Enter. PowerHA
SystemMirror prevents you from specifying circular dependencies. The source
resource group depends on services that another resource group provides. During
resource group acquisition, PowerHA SystemMirror acquires the target resource
group on a node before the source resource group is acquired.

Target Resource Group Select the target resource group from the list and press Enter. PowerHA
SystemMirror prevents you from specifying circular dependencies.

The target resource group provides services which another resource group depends
on. During resource group acquisition, PowerHA SystemMirror acquires the target
resource group on a node before the source resource group is acquired. There is no
dependency between source and target resource groups during release.

4. Press Enter and verify the cluster.

Configuring a stop after dependency between resource groups:

In this type of dependency, the target resource group must be offline on any node in the cluster before a
source (dependent) resource group can be brought offline on a node. There is no dependency when

acquiring resource groups and the groups are acquired in parallel.
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These are the guidelines and limitations:

A resource group can serve as both a target and a source resource group, depending on which end of a
given dependency link it is placed.

You can specify three levels of dependencies for resource groups.
You cannot specify circular dependencies between resource groups.

This dependency applies only at the time of resource group release. There is no dependency between
these resource groups during resource group acquisition.

A source resource group cannot be released on a node until its target resource group is offline.

When a resource group in a source role falls over from one node to another, first the target resource
group will be released and then the source resource group will be releases. After that, both resource
groups will be acquired in parallel, assuming that there is no start after or parent/child dependency
between these resource groups.

A manual resource group move or bring resource group offline on the source resource group is not
allowed if the target resource group is online.

For information on dynamic reconfiguration (DARE), see the section Reconfiguring resources in
clusters with dependent resource groups.

To configure a Stop After dependency between resource groups:

1.

Enter smit sysmirror

2. In SMIT, select Cluster Applications and Resources > Resource Groups > Configure Resource

Group Run-Time Policies > Configure Dependencies Between Resource Groups > Configure Stop
After Dependency > Add Stop After Dependency Between Resource Groups and press Enter.

3. Fill in the fields as follows:

Table 23. Add Stop After Dependency Between Resource Groups fields

Field Value

Source Resource Group Select the source resource group from the list and press Enter. PowerHA

SystemMirror prevents you from specifying circular dependencies. The source
resource group will be stopped only after the target resource group is completely
offline. During the resource group release process, PowerHA SystemMirror releases
the target resource group on a node before releasing the source resource group.
There is no dependency between source and target resource groups during
acquisition.

Target Resource Group Select the target resource group from the list and press Enter. PowerHA

SystemMirror prevents you from specifying circular dependencies.

The target resource group provides services on which another resource group
provides. During the resource group release process, PowerHA SystemMirror
releases the target resource group on a node before releasing the source resource
group. There is no dependency between source and target resource groups during
acquisition.

4. Press Enter and verify the cluster.

Configuring Online On Same Node Dependency for resource groups:

When you configure two or more resource groups to establish a location dependency between them, they
belong to a set for that particular dependency. This topic discusses the Online On Same Node
Dependency for resource groups.

The following rules and restrictions apply to the Online On Same Node Dependency set of resource
groups:

All resource groups configured as part of a given Same Node Dependency set must have the same
nodelist (the same nodes in the same order).
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 All non-concurrent resource groups in the Same Node Dependency set must have the same
Startup/Fallover/Fallback Policies.

— Online Using Node Distribution Policy is not allowed for Startup.

— If a Dynamic Node Priority Policy is chosen as Fallover Policy, then all resource groups in the set
must have the same policy.

— If one resource group in the set has a fallback timer, it applies to the set.

— All resource groups in the set must have the same setting for fallback timers.
* Both concurrent and non-concurrent resource groups are allowed.
* You can have more than one Same Node Dependency set in the cluster.

* All resource groups in the Same Node Dependency set that are active (ONLINE) are required to be
ONLINE on the same node, even though some resource groups in the set may be OFFLINE or in the
ERROR state.

* If one or more resource groups in the Same Node Dependency set fails, PowerHA SystemMirror tries
to place all resource groups in the set on the node that can host all resource groups that are currently
ONLINE (the ones that are still active) plus one or more failed resource groups.

To configure an Online on Same Node dependency between resource groups:
1. Enter smit sysmirror

2. In SMIT, select Cluster Applications and Resources > Resource Groups > Configure Resource
Group Run-Time Policies > Configure Dependencies between resource groups > Configure Online
on Same Node Dependency > Add Online on Same Node Dependency between resource groups
and press Enter.

3. Fill in the field as follows:

Table 24. Add Online on Same Node Dependency between resource groups fields

Field Value

Resource groups to be Online on the same node Select the resource groups from the list to be in this set of
resource groups to be acquired and brought ONLINE on the
same node (according to the startup policy and the availability
of the node required). On fallback and fallover, the resource
groups are processed simultaneously and brought ONLINE on
the same target node (using the fallover and fallback policy
defined for these groups).

4. Press Enter.

5. Verify the configuration.
Configuring Online on Different Nodes Dependency for resource groups:

When you configure two or more resource groups to establish a location dependency between them, they
belong to a set for that particular dependency. This topic discusses the Online On Different Nodes
Dependency set of resource groups.

The following rules and restrictions apply to the Online On Different Nodes Dependency set of resource
groups:

* Only one Online On Different Nodes Dependency set is allowed per cluster.

* Each resource group in the set should have a different home node for startup.

* When you configure resource groups in the Online On Different Nodes Dependency set you assign
priorities to each resource group in case there is contention for a given node at any point in time. You
can assign High, Intermediate, and Low priority. Higher priority resource groups take precedence over
lower priority groups at startup, fallover, and fallback:

— If a resource group with High Priority is ONLINE on a node, then no other resource group in the
Different Nodes Dependency set can come ONLINE on that node.
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— If a resource group in this set is ONLINE on a node, but a resource group with a higher priority
falls over or falls back to this node, the resource group with the higher priority will come ONLINE
and the one with the lower priority will be taken OFFLINE and moved to another node if this is
possible.

— resource groups with the same priority cannot come ONLINE (startup) on the same node. Priority of
a resource group for a node within the same Priority Level is determined by alphabetical order of the
groups.

— resource groups with the same priority do not cause one another to be moved from the node after a
fallover or fallback.

— If a parent/child dependency is specified, then the child cannot have a higher priority than its
parent.

— If a Start after dependency is specified, then the source cannot have a higher priority than its target.

To configure an Online On Different Nodes dependency between resource groups:
1. Enter smit sysmirror

2. In SMIT, select Cluster Applications and Resources > Resource Groups > Configure Resource
Group Run-Time Policies > Configure Dependencies between Resource Groups > Configure
Online on Different Node Dependency > Add Online on Different Node Dependency between
Resource Groups and press Enter.

3. Complete the following fields and press Enter.

Table 25. Add Online on Different Node Dependency between Resource Groups fields
Field Value

High Priority Resource Group(s) Select the resource groups to be in this set of resource groups to be
acquired and brought ONLINE (according to the startup policy and the
availability of the node required) before lower priority resource groups.

On fallback and fallover, these resource groups are processed
simultaneously and brought ONLINE on different target nodes before any
other groups are processed. If different target nodes are unavailable for
fallover or fallback, these groups (same priority level) can remain on the
same node.

The highest relative priority within this list is the group listed first (on the
left), as for the nodelist.

Intermediate Priority Resource Group(s) Select the resource groups to be in this set of resource groups to be
acquired and brought ONLINE (according to the startup policy and the
availability of the node required) after the high priority groups and before
low priority resource groups are brought ONLINE.

On fallback and fallover, these resource groups are processed
simultaneously and brought ONLINE on different target nodes after the
high priority groups and before low priority resource groups are processed.
If different target nodes are unavailable for fallover or fallback, these
groups (same priority level) can remain on the same node.

The highest relative priority within this list is the group listed first (on the
left), as for the nodelist.

Low Priority Resource Group(s) Select the resource groups to be in this set of resource groups to be
acquired and brought ONLINE (according to the startup policy and the
availability of the node required) after the higher priority resource groups
are brought ONLINE.

On fallback and fallover, these resource groups are brought ONLINE on
different target nodes after the higher priority groups are processed.

Higher priority groups moving to a node may cause these groups to be
moved or taken OFFLINE.

4. Continue configuring runtime policies for other resource groups or verify the cluster.
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Configuring processing order for resource groups
By default, PowerHA SystemMirror acquires and releases resource groups in parallel.

Any pair of resource groups that do not have the following attributes might be processed in any order,
even if one of the resource groups of the pair has a relationship (serial order or dependency) with
another resource group.

The following resource group attributes affect the acquisition order:
* Resource groups that are configured with a serial acquisition order are acquired in the specified order.

* Resource groups that are configured with dependencies with other resource groups are acquired in
phases. Parent resource groups are acquired before child resource groups. Resource groups that are
configured as the target for a Start After dependency are acquired before resource groups configured as
the Source for the dependency.

* Resource groups that include NFS mounts are acquired before resource groups that do not include NFS
mounts.

You can configure your application controller start scripts to run in the foreground or as a background
process. The default setting for the application controller start script is to run as a background process.
When the application controller start script runs as a background process the rest of the resource group
processing continues, possibly starting other resource or groups, without waiting for the start script to
complete. To change the application controller to foreground, see the [Configuring application controllers|
topic.

The following resource group attributes affect the releasing order:
* Resource groups that are configured with a serial release order are released in the specified order.

* Resource groups that are configured with dependencies with other resource groups are released in
phases. Child resource groups are released before parent resource groups. Resource groups that are
configured as the target for Stop After dependency are released before resource groups configured as
the Source for the dependency.

* Resource groups that include NFS mounts are released after resource groups that do not include NFS
mounts.

Related information:

Planning PowerHA SystemMirror|

Resource groups processing order and timers:

PowerHA SystemMirror acquires resource groups in parallel, but if the settling time or the delayed
fallback timer policy is configured for a particular resource group, PowerHA SystemMirror delays its
acquisition for the duration specified in the timer policy.

Settling and delayed fallback timers do not affect the release process.

Prerequisites and notes for resource group ordering:

These sections detail limitations of the resource group ordering.

Serial processing notes

When you configure individual resource groups that depend on other resource groups, you can
customize to use the serial processing order that will dictate the order of processing on the local node. If

you specify dependencies between resource groups, the order in which PowerHA SystemMirror processes
resource groups cluster-wide is dictated by the dependency.

* Specify the same customized serial processing order on all nodes in the cluster. To do this, you specify
the order on one node and synchronize cluster resources to propagate the change to the other nodes in
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the cluster. Also, since resource group dependencies also override any serial processing order, make
sure that the serial order you specify does not contradict the dependencies. If it does, it will be
ignored.

 If you have specified serial processing order for resource groups, and if in some of the resource groups
only the NFS cross-mounting takes place during the acquisition (node_up event), or release
(node_down event), then PowerHA SystemMirror automatically processes these resource groups after
other resource groups in the list.

* If you remove a resource group that has been included in the customized serial ordering list from the
cluster, then the name of that resource group is automatically removed from the processing order list. If
you change a name of a resource group, the list is updated appropriately.

Parallel processing notes

In clusters where some groups have dependencies defined, these resource groups are processed in
parallel using event phasing.

Error handling

If an error occurs during the acquisition of a resource group, recovery procedures are run after the
processing of all other resource groups is complete.

If an error occurs during the release of a resource group, the resource group goes offline temporarily
while PowerHA SystemMirror tries to recover it. If it moves to the ERROR state, you should take care of
it manually.

Related information:

Planning for cluster events|

Job types: Parallel resource group processing|

Steps for changing resource group processing order:
This topic discusses the steps for viewing or changing resource group processing order.

To view or change the current resource group processing order in SMIT:
1. Enter smit sysmirror

2. In SMIT, select Cluster Applications and Resources > Resource Groups > Configure Resource
Group Run-time Policies > Configure Resource Group Processing Ordering and press Enter.

SMIT displays the current processing order for the resource groups.
3. Enter field values as follows:

Table 26. Configure Resource Group Processing Ordering
Field Value

Resource groups Acquired in Parallel The current list of resource groups which are acquired in parallel by
PowerHA SystemMirror on this node.

Serial Acquisition Order The current serial order in which PowerHA SystemMirror serially
acquires the specified resource groups on this node.

New Serial Acquisition Order Enter the new list of resource group names. This list is the new serial
order in which you want PowerHA SystemMirror to acquire the
specified resource groups on this cluster node. The resource groups
that are not included in this list are acquired in parallel by default.

Resource groups Released in Parallel The current list of resource groups which are released in parallel by
PowerHA SystemMirror on this node.

Serial Release Order The current serial order in which PowerHA SystemMirror releases
these resource groups on this node.
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Table 26. Configure Resource Group Processing Ordering (continued)

Field Value

New Serial Release Order Enter the new list of resource group names. This list is the new serial
order in which you want PowerHA SystemMirror to release the
specified resource groups on this cluster node.The resource groups that
are not included in this list are released in parallel by default.

4. Press Enter to accept the changes. PowerHA SystemMirror checks that a resource group name is
entered only once on a list and that all specified resource groups are configured in the cluster. Then it
stores the changes in the PowerHA SystemMirror Configuration Database.

5. Synchronize the cluster in order for the changes to take effect across the cluster.

6. You can determine whether or not the resource groups are being processed in the expected order
based on the content of the event summaries.

Related information:

Using cluster log files|

Configuring Workload Manager

IBM offers AIX Workload Manager (WLM) as a system administration resource included with AIX. WLM
allows users to set targets for and limits on CPU time, physical memory usage, and disk I/O bandwidth
for different processes and applications. This provides better control over the usage of critical system
resources at peak loads.

PowerHA SystemMirror allows you to configure WLM classes in PowerHA SystemMirror resource
groups so that the starting, stopping, and active configuration of WLM can be under cluster control.

Related information:

[ [AIX Workload Manager (WLM) Redbooks|

Steps for configuring WLM in PowerHA SystemMirror:
Follow these basic steps for configuring WLM classes in PowerHA SystemMirror.

These steps include:
1. Configure WLM classes and rules, using the appropriate AIX SMIT panels, as described below.

2. If you select a configuration other than the default ("PowerHA SystemMirror WLM_config"), specify
the WLM configuration to be used in PowerHA SystemMirror, as described below.

3. Assign the classes for this configuration to a resource group, selecting from a picklist of the classes
associated with the default WLM configuration or the configuration you specified in Step 2. For
instructions on adding resources to resource groups, see Adding resources and attributes to resource
groups using the extended path.

4. After adding the WLM classes to the resource group - or after all resource group configuration is
complete - verify and synchronize the configuration.

Note: Once WLM is configured in PowerHA SystemMirror, PowerHA SystemMirror starts and stops
WLM. If WLM is already running when PowerHA SystemMirror is started, PowerHA SystemMirror
restarts it with a new configuration file. Therefore, only the WLM rules associated with classes in a
resource group that can be acquired on a given node will be active on that node. Once PowerHA
SystemMirror is stopped, WLM will be switched back to the configuration it was using when it was
started.

Related tasks:

[‘Adding resources and attributes to resource groups” on page 80|
You can add, change or show resources and attributes for resource groups.
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Creating a new Workload Manager configuration:
You can create a new WLM set of classes and rules

To set up WLM classes and rules, use the AIX SMIT panels.

1. In AIX SMIT, select Performance & Resource Scheduling > Workload Management > Work on
alternate configurations > Create a configuration. (You can also get to the "alternate configurations"
panel by typing smitty wim.)

2. Enter the new name for the configuration in the New configuration name field. It is recommended to
use the default name that PowerHA SystemMirror supplies: PowerHA SystemMirror_ WLM_config.

3. Define classes and rules for the PowerHA SystemMirror configuration.
Defining a non-default Workload Manager configuration in PowerHA SystemMirror:

You may have a non-default Workload Manager configuration. In this case, make this configuration
known to PowerHA SystemMirror, so that it is managed.

To ensure that a non-default Workload Manager Configuration is managed by PowerHA SystemMirror:
1. Change the WLM runtime parameters to specify the PowerHA SystemMirror configuration.

2. From the main PowerHA SystemMirror SMIT panel, select Cluster Applications and Resources >
Resource Groups > Configure Resource Group Run-time Policies > Configure Workload Manager
Parameters and press Enter.

This field indicates the WLM configuration to be managed by PowerHA SystemMirror. By default, the
configuration name is set to PowerHA SystemMirror WLM_config.

3. Specify a different configuration name if needed.
Verification of the Workload Manager configuration:

After adding WLM classes to resource groups, or after you have finished configuring all your resource
groups, verify that the configuration is correct.

Verification checks for the following conditions:

* For each resource group with which a WLM class is associated, an application controller is associated
with this resource group. It is not required that an application controller exists in the resource group,
but it is expected. PowerHA SystemMirror issues a warning if no application controller is found.

* Each WLM class defined to a PowerHA SystemMirror resource group exists in the specified PowerHA
SystemMirror WLM configuration directory.

* A non-concurrent resource group (that does not have the Online Using Node Distribution Policy
startup policy) does not contain a secondary WLM class without a primary class.

* A resource group with the startup policy Online on All Available Nodes has only a primary WLM
class.

* A resource group with the startup policy Online Using Node Distribution Policy has only a primary
WLM class.

Note: The verification utility cannot check class assignment rules to verify that the correct assignment
will take place, since PowerHA SystemMirror has no way of determining the eventual gid, uid and
pathname of the user application. The user is entirely responsible for assigning user applications to the
WLM classes when configuring WLM class assignment rules.

Cluster verification looks only for obvious problems and cannot verify all aspects of your WLM

configuration; for proper integration of WLM with PowerHA SystemMirror, you should take the time to
plan your WLM configuration carefully in advance.
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Reconfiguration, startup, and shutdown of WLM by PowerHA SystemMirror
This section describes the way WLM is reconfigured or started or stopped once you have placed WLM
under the control of PowerHA SystemMirror.

Workload Manager reconfiguration:

When WLM classes are added to a PowerHA SystemMirror resource group, then at the time of cluster
synchronization on the node, PowerHA SystemMirror reconfigures WLM so that it will use the rules
required by the classes associated with the node.

In the event of dynamic resource reconfiguration on the node, WLM will be reconfigured in accordance
with any changes made to WLM classes associated with a resource group.

Workload Manager startup:

WLM startup occurs either when the node joins the cluster or when a dynamic reconfiguration of the
WLM configuration takes place.

The configuration is node-specific and depends upon the resource groups in which the node participates.
If the node cannot acquire any resource groups associated with WLM classes, WLM will not be started.

For a non-concurrent resource group with the startup policy other than Online Using Node Distribution
Policy, the startup script will determine whether the resource group is running on a primary or on a
secondary node and will add the corresponding WLM class assignment rules to the WLM configuration.

For each concurrent access resource group, and for each non-concurrent resource group with the startup
policy Online Using Node Distribution Policy that the node can acquire, the primary WLM class
associated with the resource group will be placed in the WLM configuration; the corresponding rules will
be put into the rules table.

Finally, if WLM is currently running and was not started by PowerHA SystemMirror, the startup script
restarts WLM from the user-specified configuration, saving the prior configuration. When PowerHA
SystemMirror is stopped, it returns WLM back to its prior configuration.

Failure to start up WLM generates an error message logged in the hacmp.out log file, but node startup
and/or the resource reconfiguration will proceed normally.

Workload Manager shutdown:
WLM shutdown occurs either when the node leaves the cluster or on dynamic cluster reconfiguration.

If WLM is currently running, the shutdown script checks if the WLM was running prior to being started
by the PowerHA SystemMirror and what configuration it was using. It then either does nothing (if WLM
is not currently running), or stops WLM (if it was not running prior to PowerHA SystemMirror startup),
or stops it and restarts it in the previous configuration (if WLM was Configuring Resources in a Resource
Group

Once you have defined a resource group, you assign resources to it. SMIT cannot list possible shared
resources for the node (making configuration errors more likely) if the node is powered off.

Configuring a settling time for resource groups

The settling time specifies how long PowerHA SystemMirror waits for a higher priority node (to join the
cluster) to activate a resource group that is currently offline on that node. If you set the settling time,
PowerHA SystemMirror waits for the duration of the settling time interval to see if a higher priority node
may join the cluster, rather than simply activating the resource group on the first possible node that
reintegrates into the cluster.
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To configure a settling time for resource groups:
1. Enter smit sysmirror

2. In SMIT, select Cluster Applications and Resources > Resource Groups > Configure Resource
Group Run-Time Policies > Configure Settling Time for Resource Group and press Enter.

The Configure Settling Time panel appears.
3. Enter field values as follows:

Table 27. Configure Settling Time fields

Field Value

Settling Time (in Seconds) Enter any positive integer number in this field. The default is zero. In this case the
resource group does not wait before attempting to start on a joining higher priority
node.

If you set the settling time, then if the currently available node that reintegrated into
the cluster is not the highest priority node, the resource group waits for the duration
of the settling time interval. When the settling time expires, the resource group is
acquired on the node which has the highest priority among the list of nodes that
joined the cluster during the settling time interval. If no nodes joined the cluster, the
resource group remains offline.

The settling time is only valid for resource groups that have the Online on First
Available Node startup policy.

4. Press Enter to commit the changes and synchronize the cluster. This settling time is assigned to all
resource groups with the Online on First Available Node startup policy.

You can change, show or delete a previously configured settling time using the same SMIT path as
described for configuring a settling time.

Related information:

Using cluster log files|

Defining delayed fallback timers
A delayed fallback timer lets a resource group fall back to its higher priority node at a specified time.
This lets you plan for outages for maintenance associated with this resource group.

You can specify a recurring time at which a resource group will be scheduled to fall back, or a specific
time and date when you want to schedule a fallback to occur.

You can specify the following types of delayed fallback timers for a resource group:
* Daily

* Weekly

* Monthly

* Yearly

* On a specific date.

Note: It is assumed that the delayed timer is configured so that the fallback time is valid. If the
configured time occurs in the past or is not valid, you receive a warning and the delayed fallback policy
is ignored. If you use a specific date, the fallback attempt is made only once, at the specified time.

To make a resource group use a delayed fallback policy, follow these steps:

1. Configure a delayed fallback timer that you want to use. After you have configured the delayed
fallback timer, you can use it in one or several resource groups as the default fallback policy. For
instructions, see Configuring delayed fallback timers in SMIT.

2. Select the Fallback to Higher Priority Node option from the picklist of fallback policies for your
resource group. You can do so when configuring a resource group.

Administering PowerHA SystemMirror 77



For instructions, see Steps for configuring resource groups in SMIT.

3. Assign a fallback timer to a resource group, by adding it as an attribute to the resource group.
If the delayed fallback timer entry does not show up in the list of attributes/resources that you can
add to a resource group, this indicates that you did not follow the instructions in steps 1 and 2,
because PowerHA SystemMirror only displays attributes and resources that are valid in each
particular case.
For instructions, see Assigning a delayed fallback policy to a resource group.

Related tasks:

[‘Configuring delayed fallback timers in SMIT”|

Configure a delayed fallback timer that you want to use. After you have configured the delayed fallback
timer, you can use it in one or several resource groups as the default fallback policy.

[‘Configuring resource groups by using SMIT” on page 60|
The System Management Interface Tool (SMIT) fields that you use to configure resource groups depend
on whether you configured sites for the cluster.

['Assigning a delayed fallback policy to a resource group”
You must define the delayed fallback policies before you can assign them as attributes to resource groups.

Configuring delayed fallback timers in SMIT
Configure a delayed fallback timer that you want to use. After you have configured the delayed fallback
timer, you can use it in one or several resource groups as the default fallback policy.

To configure a delayed fallback timer:
1. Enter smit sysmirror

2. In SMIT, select Cluster Applications and Resources > Resource Groups > Configure Resource
Group Run-Time Policies > Configure Delayed Fallback Timer Policies > Add a Delayed Fallback
Timer Policy and press Enter.

A picklist Recurrence for Fallback Timer displays. It lists Daily, Weekly, Monthly, Yearly and
Specific Date policies.

3. Select the timer policy from the picklist and press Enter. Depending on which option you select, a
corresponding SMIT panel displays that lets you configure this type of a fallback policy.

Assigning a delayed fallback policy to a resource group
You must define the delayed fallback policies before you can assign them as attributes to resource groups.

To assign a delayed fallback policy to a resource group:
1. In PowerHA SystemMirror SMIT, create a resource group, or select an existing resource group.

2. In SMIT, select Cluster Applications and Resources > Resource Groups > Change/Show Resource
and Attributes for a Resource Group and press Enter. SMIT displays a list of resource groups.

3. Select the resource group for which you want to assign a delayed fallback policy. The following panel
appears. (The SMIT panel is abbreviated below. All valid options for the resource group are displayed
based on the startup, fallover and fallback preferences that you have specified for the resource group.)

4. Enter field values as follows:
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Table 28. Resource group fields

Field Value
Resource Group Name The name of the selected resource group displays here.
Participating Node Names (Default Node Priority) The names of the nodes that can own or take over this resource

group. The node with the highest priority is listed first, followed
by the nodes with the lower priorities.

Dynamic Node Priority (Overrides default) The default is blank (the ordered nodelist). The preconfigured
policies are listed.

Note that this SMIT option displays only if you have previously
selected Fallover Using Dynamic Node Priority as a fallover
policy for this resource group.

Fallback Timer Policy (empty is immediate) The default is blank (the resource group falls back immediately
after a higher priority node joins). All configured fallback timer
policies are listed in the picklist.

Note that this SMIT option displays only if you have previously
selected Fallback to Higher Priority Node in the List as a
fallback policy for this resource group.

5. Press the F4 key to see the picklist in the Fallback Timer Policy field and select the fallback timer
policy you want to use for this resource group.

6. Press Enter to commit the changes. The configuration is checked before populating the PowerHA
SystemMirror Configuration Database. You can assign the same fallback timer policy to other resource
groups.

7. Assign fallback timer policies to other resource groups and synchronize the cluster when you are
done.

Using the node distribution startup policy
For each resource group in the cluster, you can specify a startup policy to be Online Using Node
Distribution Policy.

This resource group policy is a cluster-wide attribute that causes the resource groups to distribute
themselves in a way that only one resource group is acquired on a node during startup. Using this policy
ensures that you distribute your CPU-intensive applications on different nodes.

The following statements apply:

* The only distribution policy supported in PowerHA SystemMirror is node-based distribution. You can
use this policy whether or not you have sites configured in the cluster.

 If two or more resource groups with this startup policy are offline at the time when a particular node
joins, the node acquires the resource group that has the least number of nodes in its nodelist. After
considering the number of nodes, PowerHA SystemMirror sorts the list of resource groups
alphabetically.

* If one of the resource groups with this startup policy is a parent resource group (it has a dependent
resource group), PowerHA gives preference to the parent resource group.

* If one of the resource groups with this startup policy is a startafter target resource group (it has a
dependent resource group), PowerHA gives preference to the target resource group.

* If you upgrade from a previous release that allowed network-based distribution, that configuration is
automatically changed to node-based distribution.

 If you are planning to use a single-adapter network that will be configured with IPAT via Replacement,
then set the startup policy for your resource group to Online Using Distribution Policy.

When configuring the node distribution startup policy, take into consideration the following:
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If the number of resource groups is larger than the number of cluster nodes, PowerHA SystemMirror
issues a warning. It is recommended that all resource groups that use node-based distribution have
potential nodes on which they could be brought online during the cluster startup.

resource groups configured for distribution during startup cannot have the fallover policy set to Bring
Offline (on Error Node Only). If you select this combination of policies, PowerHA SystemMirror issues
an error.

resource groups configured for distribution during startup must use the Never Fallback policy. This is
the only fallback policy PowerHA SystemMirror allows for such resource groups.

If you configure multiple resource groups to use the Online Using Node Distribution startup policy,
and you select the Prefer Primary Site inter-site management policy for all groups, the node-based
distribution policy ensures that the primary site hosts one group per node. Whether the resource group
will fall back to the primary site depends on the availability of nodes on that site.

PowerHA SystemMirror allows only valid startup, fallover and fallback policy combinations and prevents
you from configuring invalid combinations.

Adding resources and attributes to resource groups

You can add, change or show resources and attributes for resource groups.

Keep the following in mind as you prepare to define the resources in your resource group:

If you are configuring a resource group, first you configure timers (optional), startup, fallover, and
fallback policies for a resource group, and then add specific resources to it. For information on
configuring resource groups, see Configuring resource groups.

You cannot change a resource group's policies once it contains resources. If you have added resources,
you need to remove them prior to changing the resource group's policies.

If you configure a nonconcurrent resource group (with the Online on Home Node startup policy) with
an NFS mount point, you must also configure the resource to use IP Address Takeover. If you do not
do this, takeover results are unpredictable. You should also set the field value Filesystems Mounted
Before IP Configured to true so that the takeover process proceeds correctly.

A resource group may include multiple service IP addresses. When a resource group configured with
IPAT via IP Aliasing is moved, all service labels in the resource group are moved as aliases to the
available interfaces, according to the resource group management policies in PowerHA SystemMirror.

IPAT functionality is not applicable to concurrent resource groups.

If you configure application monitoring, remember that PowerHA SystemMirror can monitor only one
application in a given resource group, so you should put applications you intend to have PowerHA
SystemMirror monitor in separate resource groups.

If you plan to request PowerHA SystemMirror to use a forced varyon option to activate volume groups
in case a normal varyon operation fails due to a loss of quorum, the logical volumes should be
mirrored. It is recommended to use the super strict disk allocation policy for the logical volumes in
AIX.

To configure resources and attributes for a resource group:

1.
2.

Enter smit sysmirror

In SMIT, select Cluster Applications and Resources > Resource Groups > Change/Show Resources
and Attributes for a Resource Group and press Enter.

SMIT displays a list of defined resource groups.

Select the resource group you want to configure and press Enter. SMIT returns the panel that matches
the type of resource group you selected, with the Resource Group Name, Inter-site Management
Policy, and Participating Node Names (Default Node Priority) fields filled in.

SMIT displays only valid choices for resources, depending on the resource group startup, fallover, and
fallback policies that you selected.
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Be aware that once you add resources to a resource group, its startup, fallover, and fallback policies
cannot be changed unless you remove the resources. You can only change the resource group policies
in a resource group that does not contain any resources yet. Plan your resource group's policies in
advance, before adding resources to it.

If the participating nodes are powered on, press F4 to list the shared resources. If a resource
group/node relationship has not been defined, or if a node is not powered on, the picklist displays

the appropriate warnings.

4. Enter the field values as follows (non-concurrent resource group is shown):

Table 29. Nonconcurrent resource group fields

Field

Value

Dynamic Node Priority (Overrides default)

Select the dynamic node priority policy.The default is blank (the ordered nodelist).
The preconfigured dynamic node priority policies are listed.

DNP Script Path

If the Dynamic Node Priority (DNP) policy is either c1_highest_udscript_rc or
c1_lowest_nonzero_udscript_rc, you must enter the full path and file name of a
script. There is no default value.

DNP Script Timeout Value

If the Dynamic Node Priority (DNP) policy is either c1_highest_udscript_rc or
cl_Towest_nonzero_udscript_rc, you must enter a maximum time for PowerHA
SystemMirror to wait for the script to exit. The default value is config_too_long.

Service IP Labels/Addresses

Enter the IP labels/addresses to be taken over when this resource group is taken
over, or select an IP label/address from the picklist. The picklist includes IP
labels/addresses which rotate or may be taken over.

Application Controller

Enter or select from the picklist the application controllers to include in the
resource group.

Volume Groups

Identify the shared volume groups that should be varied on when this resource
group is acquired or taken over. Select the volume groups from the picklist or
enter desired volume groups names in this field.

If you previously requested that PowerHA SystemMirror collect information
about the appropriate volume groups, the picklist displays list of all shared
volume groups in the resource group and the volume groups that are currently
available for import onto the resource group nodes.

Specify the shared volume groups in this field if you want to leave the field file
systems (empty is All for specified VGs) blank and to mount all file systems in
the volume group. If you specify more than one volume group in this field, then
all file systems in all specified volume groups will be mounted; you cannot
choose to mount all file systems in one volume group and not to mount them in
another.

For example, in a resource group with two volume groups, vgl and vg2, if the
file systems (empty is All for specified VGs) is left blank, then all the file systems
in vgl and vg2 will be mounted when the resource group is brought up.
However, if the file systems (empty is All for specified VGs) has only file systems
that are part of the vgl volume group, then none of the file systems in vg2 will
be mounted, because they were not entered in the file systems (empty is All for
specified VGs) field along with the file systems from vgl.

If you have previously entered values in the file systems field, the appropriate
volume groups are already known to the PowerHA SystemMirror software.

Use Forced Varyon of Volume Groups, if
Necessary

The default is false. If this flag is set to true, PowerHA SystemMirror uses a
forced varyon to bring each volume group that belongs to this resource group
online in the event that a normal varyon for the volume group fails due to a lack
of quorum, and if PowerHA SystemMirror finds at least one complete copy of
every logical partition in every logical volume available for this volume group.

Use this option only for volume groups in which every logical volume is
mirrored. It is recommended to use the super strict disk allocation policy; the
forced varyon operation is unlikely to be successful for other choices of logical
volume configuration.
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Table 29. Nonconcurrent resource group fields (continued)

Field

Value

File Systems (empty is All for specified VGs)

Leave this field blank, if you want all file systems in the specified volume groups
to be mounted by default when the resource group, containing this volume
group, is brought online.

If you leave the file systems (empty is All for specified VGs) field blank and
specify the shared volume groups in the Volume Groups field below, all file
systems will be mounted in the volume group. If you leave the file systems field
blank and do not specify the volume groups in the field below, no file systems
will be mounted.

You may also select individual file systems to include in the resource group. Press
F4 to see a list of the file systems. In this case, only the specified file systems will
be mounted when the resource group is brought online.

file systems (empty is All for specified VGs) is a valid option only for
non-concurrent resource groups.

File systems Consistency Check

Identify the method to check consistency of the fsck (default) or logredo (for fast
recovery) file systems. If you choose logredo and the logredo function fails, then
the fsck runs in its place.

File systems Recovery Method

Identify the recovery method for the file systems, parallel (for fast recovery) or
sequential (default).

Do not set this field to parallel if you have shared, nested file systems. These
must be recovered sequentially. (Note that the cluster verification process does not
report file system and fast recovery inconsistencies.)

File systems Mounted Before IP Configured

Specify whether, on takeover, PowerHA SystemMirror takes over volume groups
and mounts a failed node's file systems before or after taking over the failed
node's IP address or addresses.

The default is false, meaning the IP address is taken over first. Similarly, upon
reintegration of a node, the IP address is acquired before the file systems.

Set this field to true if the resource group contains file systems to export. This is
so that the file systems will be available once NFS requests are received on the
service address.

File systems/Directories to Export (NFSv2/3)

Formerly named file systems/Directories to Export. This field contains a
space-separated list of local file systems managed by the resource group that
should be exported using the NFSv2/3 protocol.

* If the field is left blank (default), then no file systems are exported using the
NFSv2/3 protocol.

* A file system can be listed for both NFSv2/3 and NFSv4 exporting by listing it
in both fields of this SMIT panel.

* This field must be left blank if the resource group contains more than two
nodes.

* For backwards compatibility, if File systems/Directories to Export (NFSv4) is
left blank, then PowerHA SystemMirror uses the protocol versions specified in
the /usr/es/sbin/cluster/etc/exports file. If File systems/Directories to Export
(NFSv4) is not blank, then PowerHA SystemMirror ignores the protocol
versions specified in the exports file.

File systems/Directories to Export (NFSv4)

This field contains a space separated list of local file systems managed by the
resource group that should be exported using the NFSv4 protocol.

* If the field is left blank (default), then PowerHA SystemMirror uses the
protocol versions specified in the /usr/es/sbin/cluster/etc/exports file.

* A file system can be listed for both NFSv2/3 and NFSv4 exporting by listing it
in both fields of this SMIT panel.

* This field is present only if the cluster.es.nfs.rte fileset is installed.
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Table 29. Nonconcurrent resource group fields (continued)

Field Value

File systems/Directories to NFS Mount Identify the file systems or directories to NFS mount. All nodes in the resource
chain will attempt to NFS mount these file systems or directories while the owner
node is active in the cluster.Example: Using /fs1 from the previous entry, you
enter the remote mount, then the local mount:

/rfsly/fsl

Network for NFS Mount (Optional .) Select the network where you want to NFS mount the file systems
from a picklist of a previously defined IP networks.

This field is relevant only if you have filled in the File systems/Directories to
NFS Mount field. The Service IP Labels/IP Addresses field should contain a
service label which is on the network you select.

Note: You can specify more than one service label in the Service IP Labels/IP
Addresses field. It is highly recommended that at least one entry be an IP label
on the network chosen here.

If the network you have specified is unavailable when the node is attempting to
NFS mount, it will seek other defined, available IP networks in the cluster on
which to establish the NFS mount.

NFSv4 Stable Storage Path This field contains the path where NFSv4 stable storage is stored.
* The path should belong to a file system managed by the resource group.

* The path does not have to be an existing directory. PowerHA SystemMirror
creates the path automatically.

* If this field contains a non-empty value and the File systems/Directories to
Export (NFSv4) field is blank, then the contents of this field are ignored and a
warning is printed.

* This field is present only if the cluster.es.nfs.rte file set is installed.

Raw Disk PVIDs Press F4 for a listing of the PVIDs and associated hdisk device names.

If you have previously entered values in the File systems or Volume groups fields,
the appropriate disks are already known to the PowerHA SystemMirror software.

If you are using an application that directly accesses raw disks, list the raw disks
here.

Tape resources Enter or select from the picklist the tape resources that you want started on the
resource group. The picklist displays a list of resources previously defined in the
Define tape resources panel.

Miscellaneous Data Miscellaneous Data is a string placed into the MISC_DATA environment variable.
The MISC_DATA environment variable is accessible by scripts, for example
pre-event and post-event scripts and application controller start and stop scripts.

You can use this field to provide a description to your resource group.

Primary Workload Manager Class Select from the picklist of Workload Manager (WLM) classes associated with the
PowerHA SystemMirror WLM configuration specified.

* For non-concurrent resource groups with the startup policy of Online on Home
Node Only, or Online on First Available Node, if no secondary WLM class is
specified, all nodes use the primary WLM class. If a secondary class is
specified, only the primary node uses the primary WLM class.

* For non-concurrent resource groups with the startup policy of Online Using a
Distribution Policy, all nodes in the resource group will use the primary WLM
class.

* For concurrent resource groups, all nodes in the resource group will use the
primary WLM class.
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Table 29. Nonconcurrent resource group fields (continued)

Field

Value

Secondary Workload Manager Class

(Optional) Press F4 and select from the picklist of Workload Manager class
associated with this resource group.

Only non-concurrent resource groups with the startup policy of either Online On
Home Node Only, or Online on First Available node are allowed to use secondary
WLM classes. If no secondary WLM class is specified, all nodes in the resource
group use the primary WLM 