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Chapter  1.  Virtual  I/O  Server  Version  1.5  enhancements  

There are a number of enhancements in this release of the Virtual I/O Server (VIOS). Several 

enhancements have been made in the area of POWER™ Virtualization. The following sections describe the 

features of each element by product area. 

Virtual  I/O Server (VIOS) 

The following enhancements have been made to VIOS: 

v   AIX has added support for Virtual SCSI fast fail over. This function requires VIOS level 2.1 or later, and 

is enabled by changing the VSCSI fast_fail attribute to true. The change occurs on the next reboot. 

v   File-backed virtual SCSI devices: Provides additional flexibility for virtual SCSI device provisioning and 

management. In addition to backing a Virtual SCSI device (disk or optical) by physical storage, a virtual 

SCSI device can now be backed by a file. All virtual SCSI devices, including file-backed virtual SCSI 

devices, are accessed as standard SCSI-compliant LUNs. 

v   Virtual I/O Server Expansion Pack: Virtual I/O Server installation media includes an expansion pack that 

delivers additional VIOS Security functionality. These include Kerberos (Network Authentication Service 

for users and Client and Server Applications), LDAP (Lightweight Directory Access Protocol client and 

server functionality) and SNMP V3 (Simple Network Management Protocol Version 3). 

v    New storage subsystems: DS3400 IBM® Total Storage device.

Shared Ethernet Adapter (SEA) enhancements 

The following are enhancements to the SEA. 

VIOS network bandwidth apportioning 

The bandwidth apportioning feature for the SEA, also known as VIOS Quality of Service (QoS), allows the 

VIOS to give a higher priority to some types of packets. In accordance with the IEEE 801.q specification, 

VIOS administrators can instruct the SEA to inspect bridged VLAN-tagged traffic for the VLAN priority field 

in the VLAN header. The 3-bit VLAN priority field allows each individual packet to be prioritized with a 

value from 0 to 7 to distinguish more important traffic from less important traffic. More important traffic is 

sent faster and uses more VIOS bandwidth than less important traffic. 

Note:   To use this feature, when the VIOS Trunk Virtual Ethernet Adapter is configured on an HMC, the 

adapter must be configured with Additional  VLAN  IDs  because only the traffic on these VLAN IDs 

is delivered to the VIOS with a VLAN tag. Note that untagged traffic is always treated as though it 

belonged to the default priority class (i.e., as if it had a priority value of 0). 

Depending on the VLAN priority values found in the VLAN headers, packets are prioritized as follows: 

 Table 1. VLAN  traffic  priority  values  and  relative  importance  

Priority  Value  and  Importance  

1 (Most important) 

2 

0 (Default) 

3 

4 

5 

6 

7 (Least important)
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The VIOS administrator can use this feature by setting the SEA qos_mode attribute to either strict or loose 

mode. The default is disabled mode. The following definitions describe these modes: 

disabled  mode  

This is the default mode. VLAN traffic is not inspected for the priority field. 

 Example: 

chdev  -dev  <SEA_device_name> -attr  qos_mode=disabled  

strict  mode  

More important traffic is bridged over less important traffic. This mode provides better performance 

and more bandwidth to more important traffic; however, it can result in substantial delays for less 

important traffic. 

 Example: 

chdev  -dev  <SEA_device_name> -attr  qos_mode=strict  

loose  mode  

A cap is placed on each priority level, so that after a number of bytes is sent for each priority level, 

the following level is serviced. This method ensures that all packets will eventually be sent. More 

important traffic is given less bandwidth with this mode than with strict mode; however, the caps in 

loose mode are such that more bytes are sent for the more important traffic, so it still gets more 

bandwidth than less important traffic. 

 Example: 

chdev  -dev  <SEA_device_name> -attr  qos_mode=loose  

Note:   In either mode, because the SEA uses several threads to bridge traffic, it is still possible for less 

important traffic from one thread to be sent before more important traffic of another thread. 

To enable the SEA to prioritize traffic, client partitions must insert a VLAN priority value in their VLAN 

header. For AIX clients, a VLAN pseudo-device must be created over the Virtual I/O Ethernet Adapter, and 

the VLAN priority attribute must be set (the default value is 0). Do the following to enable traffic 

prioritization on an AIX client: 

1.   In the HMC, create a Virtual I/O Ethernet Adapter with all of the tagged VLANs that are required 

(specified in the Additional  VLAN  ID  list).

Note:   Packets sent over the default VLAN ID (specified in the Adapter  ID  or Virtual  LAN  ID  field) will 

not be VLAN-tagged; and therefore, a VLAN priority value cannot be assigned to them. 

2.   On the VIOS, run the smitty  vlan  command. 

3.   Select Add  a VLAN. 

4.   Select the name of the Virtual I/O Ethernet Adapter created in step 1. 

5.   In the VLAN Tag ID attribute, specify one of the tagged VLANs that are configured on the Virtual I/O 

Ethernet Adapter that you created in step 1. 

6.   Specify an attribute value (0 to 7) in the VLAN Priority attribute, which corresponds to the importance 

the VIOS should give to the traffic sent over that VLAN pseudo-device. Refer to Table 1 on page 1 for 

information about priority values. 

7.   Configure the interface over the VLAN pseudo-device created in step 6 

Traffic sent over the interface created in step 7 will be VLAN-tagged and its VLAN header will have the 

VLAN Priority value specified in step 6. When this traffic is bridged by a SEA that has been enabled for 

Bandwidth Apportioning, the VLAN priority value will be used to determine how quickly it should be sent in 

relation to other packets at different priorities. 

Client-specific SEA statistics 

To gather network statistics at a per-client level, advanced accounting can be enabled on the SEA to 

provide more information about its network traffic. To enable per-client statistics, the VIOS administrator 
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can set the SEA accounting attribute to "enabled" (the default value is “disabled”, so that no per-client 

statistics are gathered by default). When advanced accounting is enabled, the SEA keeps track of the 

hardware (MAC) addresses of all of the packets it receives from the LPAR clients, and increments packet 

and byte counts for each client independently. After advanced accounting is enabled on the SEA, the VIOS 

administrator can generate a report to view per-client statistics by running the seastat  command. 

Note:   Advanced accounting must be enabled on the SEA before the seastat  command can print any 

statistics 

To enable advanced accounting on the SEA, enter the following command: 

chdev  -dev  <SEA_device_name> -attr  accounting=enabled  

The following command displays per-client SEA statistics. The optional -n  flag disables name resolution on 

IP addresses. 

seastat  –d <SEA_device_name> [-n]  

The following command clears (zeroes out) all of the per-client SEA statistics that have been gathered: 

seastat  –d <SEA_device_name> -c 

Tivoli  Identity Manager (TIM) 

Continuing the collaboration between System p™ and IBM Tivoli®, this tool now supports the VIOS. 

v   VIOS is enabled for user administration from the TIM. 

v   TIM provides centralized user management and the ability to apply enterprise specific security policies 

to VIOS administrators and users. For more information about TIM, see the TIM documentation at the 

following Web site: http://www.ibm.com/software/sysmgmt/products/support/
IBMTivoliIdentityManager.html

Partition Mobility 

The Partition Mobility support enables System p users to move partitions easily from one POWER6™ 

server to another. 

v   Live Partition Mobility: 

–   Move a running LPAR and all of its running applications from one server to another server without 

disrupting operation of the LPAR. The operating system and applications are moved with only a 

slight network delay or pause (in seconds). 

–   Avoid application and partition downtime by moving running AIX® and Linux® partitions to other 

systems prior to upgrades or maintenance. 

–   Balance resource utilization on servers. 

–   Limit the impact of planned server outages. 

–   Inactive Partition Mobility. 

–   Move a powered-off LPAR from one system to another. 

–   Move a partition and all virtual devices to the destination server, ready for activation.

v    Partition Mobility requirements: 

–   POWER6 servers with Advanced POWER Virtualization (APV) enabled. 

–   VIOS for virtualizing resources and providing mobility infrastructure on source and destination 

servers. 

–   AIX and Linux partitions with operating system levels supporting Partition Mobility. 

–   HMC managing both source servers and destination servers. 

–   Integrated Virtualization Manager (IVM)-managed to IVM-managed server migrations supported. 

–   Partitions can be diskless and dataless, or can use SAN-attached storage through the VIOS. Any 

virtual disks must be SAN-attached and accessed through VIOS.
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v   Partition Mobility minimum requirements: 

–   HMC V7R3.2.0 or greater 

–   Cec FW EM320_XXX or greater 

–   AIX 5.3 TL7 or greater, 6.x  or greater 

–   VIOS 1.5 or greater 

–   Red Hat RHEL 5.x  or greater 

–   SUSE SLES 10 SP1

Integrated Virtualization  Manager 

The IVM adds support for new POWER6 functions and provides significant enhancements to existing 

functions. 

v   POWER6 hardware support: 

–   IVM is optionally supported on the p550 platforms. 

–   APV Starter Edition offered exclusively on the p550. 

–   IVM provides the virtualization capabilities for the IBM BladeCenter® JS22. All of the virtualization 

capabilities available through IVM on non-blade systems are now available in the blade environment. 

–   IVM now supports system plan create and deploy on POWER6 hardware and JS22 blades.

v    POWER6 feature support: 

–   Live Partition Mobility supports IVM for migrating an active partition between two physical 

IVM-managed systems with no application downtime. 

The partition must be using shared SAN storage, or be running in diskless and dataless mode. 

–   Integrated Virtual Ethernet (also known as Host Ethernet Adapters), allows multiple partitions to 

share a single physical Ethernet port without the need for the Shared Ethernet Adapter bridge. 

–   Support for Dedicated I/O: IVM now offers support for both shared and dedicated I/O by offering 

clients a choice when configuring their system. 

–   Shared Dedicated Capacity allows for the donation of unused dedicated CPU cycles to the shared 

processor pool by increasing overall system performance. 

–   Partition recovery priorities manages a processor failure, assuring that the partitions with the highest 

priority will continue running. 

–   Processor compatibility mode allows the operating system to run in POWER5™, POWER6, or 

POWER6 enhanced mode.

v    Existing feature enhancements: 

–   IVM now supports the assigning of any number of virtual Ethernet adapters to partitions, the 

assigning of virtual Ethernet IDs, and full support for IEEE 802.1Q adapters. 

–   The Virtual optical support is extended to support the loading and unloading of optical media files to 

a virtual optical device in the partition. Read-only support is provided to enable multiple partitions to 

access the same ISO image simultaneously. Read-write support is provided to allow partitions to 

treat the device as a DVD-RAM drive. In addition to the optical support, files can now be used for 

virtual disk in addition to physical and logical volumes. 

–   The terminal or console of a partition can now be accessed through a secure encrypted (SSH) 

connection directly from the Web browser.
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Chapter  2.  Installation,  Migration,  Upgrade,  and  Configuration  

Information  

The following information applies to Virtual I/O Server. 

Note:   This software might contain errors that could result in critical business impact. Install the latest 

available update packages prior to using this software. Update packages can be obtained from the 

following Web site:

http://www14.software.ibm.com/webapp/set2/sas/f/vios/download 

To view the most current version of the Virtual I/O Server release notes, go to the online release notes at 

the following Web site:

http://publib.boulder.ibm.com/infocenter/pseries/v5r3/index.jsp?topic=/com.ibm.aix.resources/53relnotes.htm 

All users of the Virtual I/O Server should subscribe to the Virtual I/O Server subscription service. 

Subscribing to this service allows users to stay current on Virtual I/O Server news and critical product 

updates. To subscribe, go to the following Web site: 

http://www14.software.ibm.com/webapp/set2/subscriptions/pqvcmjd 

 and click the Subscribe/Setup  tab. 
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Chapter  3.  Software  License  Agreements  

There are instances where the software license agreements might not be displayed correctly. In this event, 

the License Agreements can be viewed in all languages at the following Web site:

http://www.ibm.com/software/sla/sladb.nsf 
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Chapter  4.  Online  documentation  for  Virtual  I/O  Server  

For online documentation, see Using  the  Virtual  I/O  Server  at the following Web site:

http://publib.boulder.ibm.com/infocenter/eserver/v1r3s/topic/iphb1/iphb1kickoff.htm 

For additional documentation, including Redbooks®, refer to this Web site:

http://www14.software.ibm.com/webapp/set2/sas/f/vios/documentation/home.html 
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Chapter  5.  Update  to  chlang  command  for  Customers  in  

Japanese  Locales  

Customers in Japanese locales should use the chlang  command to force messages on the left to appear 

in English. Without this option, messages during the boot sequence are corrupted. 

To change the Virtual I/O Server’s locale to Japanese, the user needs to issue the following command: 

chlang  -msg  C@lft  -lang  ja_JP  
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Appendix.  Notices  

This information was developed for products and services offered in the U.S.A. 

IBM may not offer the products, services, or features discussed in this document in other countries. 

Consult your local IBM representative for information on the products and services currently available in 

your area. Any reference to an IBM product, program, or service is not intended to state or imply that only 

that IBM product, program, or service may be used. Any functionally equivalent product, program, or 

service that does not infringe any IBM intellectual property right may be used instead. However, it is the 

user’s responsibility to evaluate and verify the operation of any non-IBM product, program, or service. 

IBM may have patents or pending patent applications covering subject matter described in this document. 

The furnishing of this document does not give you any license to these patents. You can send license 

inquiries, in writing, to: 

IBM Director of Licensing 

IBM Corporation 

North Castle Drive 

Armonk, NY 10504-1785 

U.S.A. 

The  following  paragraph  does  not  apply  to  the  United  Kingdom  or  any  other  country  where  such  

provisions  are  inconsistent  with  local  law:  INTERNATIONAL BUSINESS MACHINES CORPORATION 

PROVIDES THIS PUBLICATION "AS IS" WITHOUT WARRANTY OF ANY KIND, EITHER EXPRESS OR 

IMPLIED, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF NON-INFRINGEMENT, 

MERCHANTABILITY OR FITNESS FOR A PARTICULAR PURPOSE. Some states do not allow disclaimer 

of express or implied warranties in certain transactions, therefore, this statement may not apply to you. 

This information could include technical inaccuracies or typographical errors. Changes are periodically 

made to the information herein; these changes will be incorporated in new editions of the publication. IBM 

may make improvements and/or changes in the product(s) and/or the program(s) described in this 

publication at any time without notice. 

Licensees of this program who wish to have information about it for the purpose of enabling: (i) the 

exchange of information between independently created programs and other programs (including this one) 

and (ii) the mutual use of the information which has been exchanged, should contact: 

IBM Corporation 

Dept. LRAS/Bldg. 003 

11400 Burnet Road 

Austin, TX 78758-3498 

U.S.A. 

Such information may be available, subject to appropriate terms and conditions, including in some cases, 

payment of a fee. 

The licensed program described in this document and all licensed material available for it are provided by 

IBM under terms of the IBM Customer Agreement, IBM International Program License Agreement or any 

equivalent agreement between us. 

For license inquiries regarding double-byte (DBCS) information, contact the IBM Intellectual Property 

Department in your country or send inquiries, in writing, to: 
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IBM World Trade Asia Corporation 

Licensing 

2-31 Roppongi 3-chome, Minato-ku 

Tokyo 106, Japan 

IBM may use or distribute any of the information you supply in any way it believes appropriate without 

incurring any obligation to you. 

Information concerning non-IBM products was obtained from the suppliers of those products, their 

published announcements or other publicly available sources. IBM has not tested those products and 

cannot confirm the accuracy of performance, compatibility or any other claims related to non-IBM products. 

Questions on the capabilities of non-IBM products should be addressed to the suppliers of those products. 

Any references in this information to non-IBM Web sites are provided for convenience only and do not in 

any manner serve as an endorsement of those Web sites. The materials at those Web sites are not part of 

the materials for this IBM product and use of those Web sites is at your own risk. 

This information contains examples of data and reports used in daily business operations. To illustrate 

them as completely as possible, the examples include the names of individuals, companies, brands, and 

products. All of these names are fictitious and any similarity to the names and addresses used by an 

actual business enterprise is entirely coincidental. 

Trademarks 

IBM, the IBM logo, and ibm.com are trademarks or registered trademarks of International Business 

Machines Corporation in the United States, other countries, or both. If these and other IBM trademarked 

terms are marked on their first occurrence in this information with a trademark symbol (® or 

™), these 

symbols indicate U.S. registered or common law trademarks owned by IBM at the time this information 

was published. Such trademarks may also be registered or common law trademarks in other countries. A 

current list of IBM trademarks is available on the Web at Copyright and trademark information at 

www.ibm.com/legal/copytrade.shtml 

Java and all Java-based trademarks and logos are registered trademarks of Sun Microsystems, Inc. in the 

United States, other countries, or both. 

Linux is a trademark of Linus Torvalds in the United States, other countries, or both. 

Microsoft, Windows, Windows NT, and the Windows logo are trademarks of Microsoft Corporation in the 

United States, other countries, or both. 

UNIX is a registered trademark of The Open Group in the United States and other countries. 

Other company, product, or service names may be trademarks or service marks of others. 
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