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VMControl V2.3.1 Overview

Express Edition

= Platform support — Power Systems, x86, z/VM

= Performance Summary

Standard Edition

= Virtual Appliances

= Capture, deploy, import, versioning
Enterprise Edition

= Workloads

m Server System Pools
m Storage System Pools
m Resilience Policies

VMControl V2.3.1 Installation
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IBM Systems Software

Software that delivers consistent management of single virtual systems or pools of
cooperating systems for all IBM server environments

VMControl features:

* Discover virtual resources

For Business

* Display inventory and topology

]
'o'ol

* Monitor virtual resource health
* Relocate virtual resources

‘ IBM® Systems

Director * Create and manage virtual servers

Powwery'M

M * Deploy and manage workloads
* Provision and manage virtual images
" IBM System x .
* Manage virtual resource pools

UC

Power Systems
IBM System z

VMControl encompasses virtual server lifecycle management, image management
and system pool management as an extension to IBM Systems Director.
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IBM Systems Software

VMControl V2.3.1 Overview

> No-charge features

— Manage Virtual Servers, hosts, platforms

IBM" Systems Director Welcome georneau Problems 3@ 54 compliance 0@ 1
+ PowerVM
Power Syste...

| view: [All tasks 3]

- Welcome new
hd VMware, M ICrOSOft My Startup Pages u ;;::j?uc e s

Find a Task SMI-S Providers  Systems And Volumes
o Z/VM Find a Resource Storage Subsystems And Volumes

MNavigate Resources
Q Network Management sz0
Automation Ready

— Performance —— View all network systoms
Sum mary nventory (D) BladeCenter and System x Management sz0

Energy Ready
View I/O module plug-ins  BladeCenter chassis and members

Release Management
Senvers and service processors

> Chargeable features & Securty

System Configuration Power Systems Management szo

Ready

- Image Management B System Status and Health AKILinux virtual servers  IBM i virtual servers

Task Management

System z Management sz0
Ready
zVM hosts  Linux on System z

* Deploy
C HMC and managed System z servers
[ ]
aptu re ﬁ WPAR Manager zzo0

Additional configuration required. WPAR-capable systems have not been identified.

® I m pO rt Setup advisor

Service and Support Manager szo

° VerS|On|ng The state of Service and Support Manager can not be determined at this time

Getting Started with Electronic Service Agent  View support files

Settings [
"

— System Pools @ VMControl Enterprise Edition :ss

Ready
‘Workloads  Virual Servers and Hosts

o ReSIIIence POIICy Virual Appliances  Server system pools

Storage Control  Deploy Virtual Appliance
 Placement Plans

 Workloads
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IBM Systems Software

Express Edition (no-charge) - Included in Systems Director Express Edition
— Create and Edit virtual servers
— Manage and relocate virtual servers
— Monitor, thresholds, automation
Standard Edition (chargeable, 60-day trial) - in Systems Director Standard Edition
— Express edition features plus:
— Discover existing image repositories
— Import OVF images into repositories as virtual appliances
— Capture a running virtual server, including OS, applications and server
— Deploy virtual appliances quickly to create new virtual servers
Enterprise Edition (chargeable, 60-day trial) - in Systems Director Enterprise Edition

— Standard Edition features plus:
— Create server and storage system pools
— Deploy virtual appliances into system pools

— Manage workloads with availability policies

© 2011 IBM Corporation
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VMControl V2.3.1 is a plug-in that installs on the IBM Systems Director Server
running V6.2.1 or later. The following server operating systems are supported:

— AIX

— Linux on Power

— Linux on x86

— Linux on System z

— Windows

VMControl V2.3.1 Standard and Express Editions are available on a 60-day trial
period from the date of installation.

VMControl is licensed based on a per-server metric. A license is required for each
server managed by VMControl based on the size of the server.

— VMControl Enterprise Edition license includes the Standard Edition license
functionality.
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VMControl Express Edition Basic Page

VM Control

> Basics ————— S

_ Install agents VMControl Express Edition

Use server system pools and virtual appliances to manage your data center more efficiently. Deploy virtual appliances and manage
the resulting workloads. Pool your systems to increase resource utilization and automation.

_ DISCOver (FLearn more...
’ Resources Active Status |°| &l o Jobs |&| &=
H 1 Wirtual appliances Problems -1 - Active - |-
— License

2 Workloads Compliance - | 1 - Completed | 1 &
0 Server system pools Scheduled - | 11

Basmg Workloads Virtual Appliances Semver System Pools Vinual Servers/Hosts
a WMControl is ready. Commeon Tasks

Install agents

> Vlrtual ServerS/HOStS Deploy a virtual appliance Discover virtual appliances

View workloads in your data center Import
Capture

> Discover and LIC tasks SiZiETE 21
with TPM for Images License
for VMware and VMControl Express Edition 2.3 o e

License installed

Set up vitualization management
H er-V VMControl Standard Edition 2.3 :
) ; Check for updates
License installed

Launch information center

VMControl Enterprise Edition 2.3
License installed
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Virtual Servers/Hosts

WMControl =0

> Virtual Servers/Hosts  ymcontrol o

> Basics

- Use system pools and virtual appliances to manage your data center more efficiently. Deploy virtual appliances and manage the resulting workloads.
—_— ACtIVe Status Pool your systems to increase rescurce utilization and automation.

=
(Z)Learn more...

— Performance e QO] [ 0B
& Virtual appliances Prablems 2| -] - Active - | -

Summary 2 Workloads Compliance | - - - Completed 2| 3

0 System poaols
’ e Schedulad - | -

— Virtual Servers &

Basics Warkloads virtual Appliances System Pools VlrtuaIServers-" Hostj

24 Virtual servers
Commaon Tasks
. €3 24 critical
_ Vlrtual farms @) . _ Virtual servers and hests
0 Warning =
] Virtual farms
0 Informational Create virtual farm

— Relocation Plans e Roesten plens
— Job Status

3 Hosts with 24 virtual servers
0 Virtual farms

Definition: a Virtual Server is an LPAR or a Virtual Machine; a container for an
operating system
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Multiplatform Virtualization Management

> Multi-Platform Management

— Manage virtual servers &
hosts

— Manage PowerVM via
HMC and IVM

— Manage x86 via VMware
vCenter 4.x, ESX 4.x,
ESX 3.x,

— Manage x86 Linux with
KVM technical preview

— Topology maps

— Create empty
virtual servers

— Monitoring, automation
> Edit virtual resources

> Relocate virtual servers

Virtual Servers and Hosts

Virtual Servers and Hosts (View Members)

?=0

[ actions _*] | [Search the table... | se=rch
Selact J Name $ | State [ J Access z J Problems % J Compliance J 1P Addresse: & J CPU Utilizati $ J Processors % J
g vsmesxi-host & oK =l ok = ok 9.5.23.51 [ i 2
] & z0035erver_Base Stopped ok ok ok [ o= z
O & z0035erver_gws3a Suspended | ox ok ok [ o= 2
¥ & bus_fce Suspanded W ox ok ok [ o= 1
O 4 hatteras Stoppad W ok |l ok | ok [ o= 1
F] 4 Ken Stopped W ok B ok ok [ o= 1
O & mike Stopped ok ok oK o= 1
] & rhsinstall Stopped ok oK W ok [ o= 1
O & testareg Stopped ok ok ok o= 1
il & vm1 Stopped ok ok ok [ low 1
Create Virtual Sarver -0
Create Virtual Sarver
Wealco
—> Welcome Welcome

Host
Namea
Image
Procassor

Memory

Disk

Disk Selection
Network:

Device
Physical Slots
IBM i Settings
Summary

Welcome to the Create Virtual Server wizard.

This =
tashs:
Sroups >

hci062.pdl.pok.ibm.com
=)

O7F2FD.4:SLOT
=

‘ool:0 vian:1 vian:2 vian:9

off off of

vian:1 viam3 vian:4

a

9406520.107F2FD.2:hmc...

i 1T i
é ddiLpar 1 newvm2 i
hci030_520

9406520.107F2FD. 2:\v 1

9406620.107F 2FD. 20

s S

o | vio_sivr 2
X vio_swr_t V/M\; 2

B D,

9406520.107F2FD.2::
5.5
9406520.107F2F D 2r00tvg =

u

9406520.107F 2FD. 2:\v2

9406620.107F2FD. 23 9.

EISIIEISENIO )

Refresh |Lsst refrashed: Mar 5, 2008 4:37:51 PM COT

=
Root: hei031_520 | Desariptin: Topeloay Map | Dapthi 3 )| Razources: 29 Ralationships: 70 Salsctad: 0
P
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Edit Virtual Server — Power Systems, VMware, etc.

> Multi-Platform Management

Edit Host -0

> Edit virtual resources

— Edit Hosts

Processor allocations across the host:
. . T | [ Actions ¥
- Ed It VI rtu al Serve rs Virtual Server JShared J Minimum PrucecJAssigned PrucesJ Maximum PruceJSharing Priority J Minimum P
4| [Medium(12s) =

mpotestaixs

— GUI or command line m2ivst

1] | 1

|
1] || 1] 4| [Medium(128)
mptestaix2 L| | L| 4| Medium(128) *
. mptestaix3 1] || 1| 1| [Mone(csppad)
> Relocate virtual Servers |

|
|
|
|
1] | 1] | 1] [Mene(capped)
1 4| | 4 tedium(128 |
Al None(capped
|

pll0023_SuSELD
Edit Virtual Resources —- virtual server mpotestaix5

zZjltestl

< ¥
Erren e Memary Network Physical Slots Wirtual Disk  Devices = l

Total: 8, Displayed: 8

e Edit Virtual Resources -- virtual server MIKE (=] =]

Processor mode:! Use Shared Processors [

|
|
|
|
|
Edit Virtual Resources -- virtual server mpotestaix3 pva0021.pdl.p... |
I
I

Shared priority:

Processors Processing units Processor Memory Virtual Disk

Minimum: Mipimum:
| 1] (1-4) | 0.1](0-1-0.2)
Assigned: Assigned:
| (-4 | 0.1 (0.1-0.2)

Edit Virtual Resources -- virtual server MIKE

Number of processors:

Maximum: Maximum: (1-4)
| 4|(L-4) | 4|(0.1-4)

[cencel ] Rk
-m
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Relocate Virtual Servers

Relocate -0

> Multi-Platform Management

Source

> Edit virtual resources

Select the virtual server you want to relocate.

> Relocate virtual servers

Relocate a virtual server

Source virtual server:

— Virtual Farms

. . Relocation Plans FEE
- lee relocatlon Relocation Blans (Wiew Members)
Delete Edit [ Actions ¥ ] |Sear|:h the table... | Search
* PowerVM
Select J Name ¥ | Plan type o] J Source ~ J Destination & J Description & J
° VMWare D E. 1171ToSystem?z Single plali7i_AIX3.2 RM SVWT Powerg Sy
(3] Relocate ALL System I to Systemn II | all RM SVWT Powert Sy RM SWT Powert Sy
. N E
VI rtualcenter I:‘ E Relocate ALL System II to System 1 | All RM SVT Powert Sy RM SVT Powert Sy
W|th ESX/ESX' F %Relo:ate plali71 to System I Single plali7i_AIX5.2 RM SVT Powers Sy —_—
O |5l Relocate plal171 to System II Single plali71i_AIXS.3 RM SWT Powers Sy

* VMWare vCenter |
With ESX/ESXi BC -KQDL406

— Static relocation | %{K

* POWerVM Blade -KPDZ948 %‘ Blade -K§QZR800 EEIade-KQZaRSSS Et:?feﬂ EtﬁetZ Fi;!?l :EZ
* Microsoft Virtual

Server /

. VMware ESX e
— Relocation plans 4

11 © 2011 IBM Corporation
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IBM Systems Software

Create Virtual Server — PowerVM, x86

> Creates a new, empty virtual server ———

Create Virtual Sarver

=~ Available from Create Virtual Server
task on Host S Welcome

Host
Name
Image Welcome to the Create Virtual Server wizard.

> P OWe rVM : F’r-_:-celssr-:r

This wizard will help you create a virtual server on a host. It will guide you through the following
tasks:

B Salecting the host where your virtual server vill ba created

B providing 2 name to identify the new virtual server

B Choosing the operating system

B Szlecting the number of processors that will be used

— Virtual CPUs*, entitled capacity
— Memory*

— Disk (existing or new) required
— Network

— Optical devices T —

— Dedicated slots Create Virtual Server

B Satting the memory size

B Szlecting the amount of disk storage to use

B Szlecting = network label

B Selecting the rescurce to assign to this virtual server

> X86: + Welcome

Host

— Image, processors j:l[i:lr::e —
—_ Memory, diSk +' Processor
— Network

— Discover and LIC tasks with
TPM for Images for VMware and
Hyper-V

Select the network label for this virtuzl server.
Network label:

< Back Neft} Finish

* Min/Max values automatically calculated, can be re-configured later
12 © 2011 IBM Corporation
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Delete Virtual Servers

> Virtual Server must be powered off before it can be deleted
> Deleted server is removed from the HMC/IVM

> Virtual disks are removed, if selected

> IBM Systems Director is updated after removal

Are you sure you want to permanently delete virtual server "MyVS3"?

[ aAlso permanently delete all attached virtual disks

| ok || cancel |
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Performance Summary

= Hierarchical views
) = i
includi ng SNAFQU CP U/ cote ot som e 16t o sse browse to salest ane or more trgete. & target it be » sarer, sl sarva or sparaiing systarm
planns4,PLAS139 AT%,pua9214,in9, 12,33, 34 AL%MNIMERY p9.12,33,20 T [ prowse.
memory pools Salec 2 monin o o 5yl 2 e selacid tarzee
Wirtuslization Manager Monitors [
" Live data in columns
Processor Mernary Metwork
[ Relatlonsh I pS between Shows processor performance summary results
Perforrnance Surnmary (ip2.12, 33.34_AIX, NIMSRV_ip2.12,33,20, pla0os...)
VI rtu aI reso u rces |_select Colurm Monitors... | [ Actions ¥ | [Search the table..
|Se|ect | Marne 5 | Processars & |cpu Utilizat,.,, % |cpu Utilizat,,. & | CPU Utilizat.., £ | CPU Utilizat.,, & | Available Pr... % | Entitled Pra... & | Available Pr.., &
= O [H tem 2203 E44 0624304 4+ [ o= 0.018 1 1.5

Activate threShOIdS O & ip9.12.33.34_AI% 1 e 0 0,01 0,01 0.5

- 0
Processor Memary Network

0,006 s
Shows network performance surmrmary results 1 1
Performance Summary (NIMSRY_ip3,12,33,20, PLAS139_AIN, pvadzid) 1
[_select colurn Moniters.. || [_actions ]| | |Search the table... 0.003 0.3
Select | Marne & | 08 Type % | Error Ratefsec % | Pause Fra... £ | MC Packet.. & | Bytes Rec... £ | BC Packet.. & | Pause Fra... & | Packets Tr.. & * t
O [ 1em 2202 E4n DE24304 0.008 o5
] & MIMSRY_ip5.12.33.20
D EDPort 1 4 iz iz 3,491 24 o o
¥ & puaszis
D E IBM 203 E44 06243F4 Processor Mermory Metwark
F] EDPart 0
0O & pLastas_am Shows mermory performance summary results
Performance Sumrmary (ip9 12,33, 34_ATX, NIMSRY_ip9.12,33,20, pla00s...)
[ Select Colurrn Monitors... ] [ Actions V] Search the table...
Select | Marne 8 | Mernory [MB) % | Page-In Delay... £ | I/O Entitled M., % | Mapped If/CO E... % | Physical Mern... % | Available Me... £ | Memory Ouverc.. £
D E IBM 22032 E4A 0624204 16,284 16,284 9,920
| & ip9.12.33.34_AIX 2,176 - - 2,176
O & MIMSRV_ip3.12.33.20 2,176 — — 2,176
O & puaszia 1,538 - - 1,538
D E IBM 22032 E4A DE243F4 16,284 16,284 2,192
O & PLasiza_ax 2,178 - - 2,178
D E IBM 2202 E44 OE244B4 16,284 16,284 2,648
D E‘Eshared Mermory Paal 2,072 262 I7 7 2,176 2,732 12,321
O & planoss 2,178 77 S 1,421

Technical white paper on VMControl Performance Summary:
http://www.ibm.com/systems/power/software/management/whitepapers/perfsummary.html
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IBM Systems Software

Standard Edition

— Virtual Appliances

— Capture, deploy, import, versioning

© 2011 IBM Corporation



IBM Systems Software

Discover e |
— EXxisting image repositories . os
meta-data
Capture e

Virtual Appliance
— A running virtual server that is configured just the way you

want, complete with guest operating system, running applications and
virtual server definition. Can also capture an existing AIX mksysb and
AIX NIM Ipp_source resources.

Import

— Virtual appliance packages that exist in Open Virtualization Format (OVF).

Deploy

— Virtual appliances quickly to create new virtual servers or into empty
virtual servers

Versioning

16 — Allows easier management of different levels of virtual appliances, .. c.. oo



IBM Systems Software w

Definition: |

— A package that contains a virtual server definition that meets N v
the requirements to run it's associated image; where the meta-data

image contains the operating system and installed software \—/
Virtual Appliance

Virtual Server image may contain
— A supported operating system (AlX, Linux on Power, Linux on System z)
— Single AIX rootvg disk only
— Any software applications installed in that operating system image

The Virtual Appliance is described using the methods described in the Open Virtualization
Format (OVF) specification. OVF is an industry standard representation of a virtual server
that contains a configured, tested operating system and optionally, middleware and
software applications, along with the metadata that describes the virtual server.

Virtual appliances can be
— A OS file and the associated metadata file (XML)

— An Open Virtualization Archive format (tar file containing OS+XML)

© 2011 IBM Corporation
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Systems Softe

Image Repositories & NIM

> Definition:

— Image repositories are the place where the OVF virtual appliances
Images are stored or managed

> Requires an Common Agent Sub-Agent to be installed on the repository system

— For AIX NIM servers, appliances only in /export/nim/appliances directory;
suggest a separate file system for images

> After running the Discover Virtual Appliances task against the repository, they
appear in the virtual appliance list.

Image Repositories =0

Use image repositories to store virtual appliances for deployment in your data center.
':?:'Learn mare about creating and discovering image repositories

Image Repositories (View Members)

[ Actions V] |Eear|:h the table...
Select | Mame ¥ | Image Count % | Managed By % | Description =
|:| ol NIM_Server2 4  USABO3 Image Repository
D ol =VM_Serverl 2 LUSABO3 Image Repository

ﬂﬂ Page 1 of 1 ﬂﬂ Selected: 0 Total: 2 Filteraed: 2

18 © ZUll IBM Corporation
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Image Repository - Storage Copy Services

> Uses the Virtual I/0O Server to make
Virtual Appliances directly from

provisioned SAN LUNs
— Only LPARs from SAN-based

IBM Systems
Director Server

WMControl

storage pool
> Speedier capture and deployment

— LPAR must be stopped for capture
— Raw disk image only
— Rootvg only

— Activation Engine must be installed
on OS before capture for proper post-
deploy customization

> Create and delete SCS Repositories

— Requires Common Agent Sub-Agent
installed on VIOS

19

IP network

‘% HMC
o

an IBM Power
server

!' VvIOS
D Image repository

_‘—:_'
I

Common Agent

VMControl Common
Repository subagent

© 2011 IBM Corporation
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Virtual Appliances — User Interface

> Basics

> Virtual Appliances
— What to deploy
— Where to deploy
— What to capture
— Where to store
— Import
— List of VA

> Virtual Servers/Hosts

20

VMControl

VMControl

Use system pools and virtual appliances to manage your data center more efficiently. Deploy virtual appliances and manage the resulting workloads.
Pool your systems to increase resource utilization and automation.

@Learn MM,

Resources

Active Status | el @)|

& Virtual appliances
2 waorkloads
0 System pools

Froblems 2|1 - -

Compliance - - -

Basics

Workloads

2 Workloads
60 Virtual servers

Jobs |@;|@

Active

Completed | 2
Scheduled -

Systemn Pools

Virtual Servers/Hosts

What to deploy: Where to deploy:
& Virtual appliances

&0 Existing virtual servers

&0 Hosts and system pools

What to capture: Where to store:
2 Image repositories

Virtual Appliances (View Members)

Commen Tasks
Deploy
Capture
Impaort

View active and scheduled jobs

[ Capture ][ Deploy ][ Import ]

[ Actions +|

|Search the table... | Search

Select J Name

* J Operating System

] J R.epository

¥

& J Description

OooOoono

% asdfsadfs | Unknown
% asfd | Unknown
5 testcapturename | Unknown
%tim's appliance | Unknown
%tims kitchen appliance | Unknown

zVM_Serverl
NIM_ServerZ
NIM_ServerZ
NIM_Server2

NIM_ServerZ

virtual Appliance
Virtual Appliance
Virtual Appliance
virtual Appliance

Virtual Appliance

H|4] Page 1 of 2 | »|¥

Selected: 0 Total: &

Filtered: &

© 2011 IBM Corporation
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Importing a Virtual Appliance

f: IEM Systems Director
= | management server

Import Image reposito
> Import task stores the virtual appliance (VA) @m e
package on the designated repository S @
. . . package A Image B
> Virtual appliance package must be in OVF e Image A
format (.ovf or .ova file) i 'ZfT"EE —
| applications |
= Import from the Internet (http), system | Dper;:g&ym :
on the local network (Windows share) or e -
local directory on the Director Server [ Metndatn

Welcome Source

& Source Specify the location from which to import the virtual appliance package.

Import the virtual appliance package from the following location:

Examples: Internet: http://ibm.com/virtualization/Image.ova

Network: \\computername\folder\image.ovf (Windows only)

[ < Back ][ Next > J [ Cancel ]

21 © 2011 IBM Corporation
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E)
W
o
a
=
=]
o
g

IBM Systerns Director .

=]
Capturing a Virtual Appliance LgJ mansgement s

Virtual appliance A

1
I
1
1
Software - e
]
1
1
1

= Capture:

— Existing PowerVM virtual server running AlX
or Linux [ —

— Existing AIX mksysb image, mksysb resource,
lpp_source via CLI =

Capture

Virtual server A
Capture =0
+ Welcome MName
':D Name Specify & name and description for the virtual appliance that you want to create.
Source
Summary
#Name: T
I Walcome Source |
Mlmna Salect the virtull Serar b caphure. |
I Soures
DEEEFIDtan: i Select a valid target then add it to the selected list.
Show: | virtual Servers ] s -
I Options
Available:
Virtual liance Sources
Search the table... g
P [Capture vittual appliance - June 30, 2009 11:37:53 AM
Limit of 256 characters select | name % | state ¢ | accass 2| | choosa when to run the job.
=) LE. 169.254.16.102 I offline © run How
Search tags: O |B&e B offiine O schadula
o |ERe @ o access
8] (B B offine
[2) Cs.10.011. B offline
O |Rs.s0u112e Bic sccens
=3 Lriheinez.pdl.pok.ibm.com oK
Enter tags separated by commas. Exampl e B L
') [H 18m 9196 A49 LKDMGYA i@ o access
- © | LRibm-7962cafe618.rchland... i No access
[{Bacl—c”_ Nesd = Finish [Cancel] [el —rr | ; >
H|4]Page1of2 (b[H 1 [[#] Total 18
< Back | [ next > Cancel | [
Cancel ) [_Heln

22 © 2011 IBM Corporation
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Versioning a Virtual Appliance

> Versioning
— Replace with version

Select a valid target then add it to the selected list.

Show: fVirtual Servers | w

Available: Selected:

— Version tagging capability

Replace with Revision 'asdfsadfs’ add =

[ Actions V] |Searchthetable... | Search R

— Advanced search

Selact J Name \‘,J State

Advanced Search =0

|®Learn muore about creating a

Quer',r:| search query

[Name v | [Equals | | [ 2dd condition |

|AND {all must match) Vl [ Add Operator

Virtual Appliances

Creploy I_ Import... ] [ Capture... ] [ Actions v] |5ear1:h the table.. | Search
Select J Name e J TrunkMame ? J Revision 3 J Operating... CJ Repository CJ Description %
D 5 asdfsadfs | asdfsadfs 1.1 Unknown zWM_Serverl virtual Applia...
D % asfd | asfd 1.1 Unknowmn NIM_Server2 Wirtual Applia...
D 5 testcapturename | testcapturena... 1.1 Unknown NIM_Server2 Virtual Applia...
D 5 tim's appliance | tim's appliance 1.1 Unknowmn NIM_Server2 Wirtual Applia...
D atims kitchen appliance | tims kitchen ... 1.1 Unknown NIM_Server2 Virtual Applia...
I:‘ % tims kitchen appliance2 | tims kitchen ... 1.1 - ZWM_Serverl Wirtual Applia...

23 © 2011 IBM Corporation
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Deploy a virtual appliance to:
— A new virtual server on designated host
— An existing virtual server (empty or not)

— A system pool (with VMControl Enterprise
Edition)

Customization of attributes:

— Network settings

* Hostname, IP address, default route
* DNS settings, netmask, etc
— Network mapping

— Unique NIM customization script

Image repository of source virtual appliance
must be available

Cannot use deploy task to create an empty VS
24

0]

IBM Systemns Director
management server

Virtual appliance A

Image A
reference

ﬁ Software

applications

Operating system

L4

Metadata

ULl

Deﬁlcn,-

l

Wirtual server A

Image repository

Image C
Image B

Image A

© 2011 IBM Corporation
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Steps in deployment include:

25

Reading of the virtual appliance's virtual server
metadata for resource information

Verification the target host, VS or pool has the
required resources available

Creation (if new) of the virtual server, including
the storage and multiple VIOS 1/O paths

For NIM performs the netboot via the
virtual server's platform manager (HMC or
VM)

For AIX or Linux on Power using SCS, the virtual
appliance's LUN contents are copied to the new
virtual server's LUN

The virtual server is booted from the installed
image

l

| IBM Systems Director
management server
Virtual appliance A

Image A
! reference

| i Software

applications

Operating system

Metadata

Deﬁlay

l

Virtual server A

L

Image repository

Image C
Image B

Image A

© 2011 IBM Corporation
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Systems Softe

Deploying a Virtual Appliance — PowerVVM storage

> Storage used for new virtual server can be

— Allocated from IBM Systems Director-managed SAN storage system pool
— Allocated from local storage pool on the VIOS (not LPM-capable)
— Utilize multi-path I/O (multiple VIO Servers) — based on VA attributes
* Disk types supported are vSCSI only today
> Storage used for an existing virtual server can also be existing NP1V disk

| Deplov

Welcome
Virtual appliance
Target

G Storage Pools

26

=0

Storage Pools

Specify the disk settings you vant to use when you deploy the virtual appliance.

Select a storage pool whose stora @ for your virtual disks. When you select a storage pool on a SAN sterage system, a storag
rouah the Vi

ge you vant to use
voluma is created on the SAN automaticallv. and connected throug rtual 1/O Saerver to the virtual server.
Storage Pools

Actions '[ ISearch the table...

Select| Pool & | Storage Server Pa g | Free Space (GB)¢ | Description

[w 1 VIOS acmel89 to SAl 66.8027 SAN pool accessed through a V|
c 2 VIOS acmel189 to SAl 66.8027 SAN pool accessed through a V
o DirectorPool0 VIOS acmel189 to SAl 190.0 SAN pool accessed through a V
i DirectorPool00 VIOS acmel89 to SAl 126.0 SAN pool accessed through a v
Lo Fibre Drives VIOS acmel89 to SAl 200.4082 SAN pool accessed through a
c PrimordialStorageP¢ VIOS acmel89 to SAl 1087.7842 SAN pool accessed through a
c rootvg VIOS acme 189 8.375 VIOS logical volume pool. Virtuz

« I B

Mi4lpPage 1 of 1 >I™ |1 ] Selected: 0 Total: 7 Filtered: 7
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Deploying a Virtual Appliance — Summary

= Summary lists all parameters

> Run immediately or schedule for later deployment

Deploy =0

Wealcoma | Su mmary
Virtual appliance

| You are now ready to deploy the virtual appliance.

Target
MName S = . -
b % Type Virtual appliance to deploy: Generic Firewall/Gateway Service [:
Memory Target server; [BM 2084314 00000000000001ABS9A 9.ZVL9228 )}
Network Interfaces NaCIRT 3
Server Settings sadsa

Product

Salected Processors:
.y Summary CPUAddress 01
ProcessorType IFL
dedicatedfalse

Initial memory: [%
2 MB —
Maximum memory: "

| Ne [ Finish ]I_Cannel I
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AIX NIM Server requirements:

28

— Already configured as a NIM server, running AlX 6.1.3 or later
— Running the Common Agent with latest updates (6.2.1 or later)
— Installed filesets: dsm.core, openssh/openssl

— Installed VMControl NIM Sub-Agent

Virtual Appliances (mksysb and OVF-based metadata) are stored in
lexport/nim/appliances file directory (recommend a separate file system)

Image Manager only captures/deploys from/to Virtual Servers
— Only LPARs managed by an HMC or IVM, not standalone
— Only LPARs under a VIOS

Systems Director Server must be at 6.2.1 level or later

Minimum of HMC 7.3.5 (P5/P6) / 7.7.2 (P7) or
IVM 2.1.0.10 (P5/P6) / 2.1.2 (P7) required

With VMControl V2.3.1.2, support for deploying to an existing VS with NPIV
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Image Repository server requirements:
— Running the Common Agent with latest updates (6.2.1 or later)
— Installed VMControl Common Repository subagent

Cannot use VIOS internal storage pools for OS disk, must be SAN-based Storage
Pool

Virtual appliances are captured to provisioned SAN LUNs
AlX or Linux Activation Engine installed and enabled on target capture VS
Before Virtual Server capture:

— Network must be unconfigured (using Activation Engine)

— Virtual server must be powered off (Stopped)

© 2011 IBM Corporation
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Enterprise Edition
— Workloads
— Server System Pools
— Storage System Pools

— Resilience Policies
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Workload

Definition: : r.‘-.-'ir[ual server

— A deployed virtual appliance that allows you
to monitor and manage one or more — — Mkl
virtual servers as a single entity

Workloads
— Created from 'deploy’ task
— Edit
— Group as Workload
— Dashboard

Wirtual server

Waorkloads {(View Members)

[ Group as Worldoad ] Search the table...

Selact Name = State e Problems % | Average ... % Peak CPU... o Created By % Description % Re
] = Cool Started €3 critical [ | |22 USABODZ\testa... Workload Mot
[Fi = Tims Test Workload Started aCriticaI UsaB03\Admi... Workload Mot

< >

M|4|Page 1 of 1 &M (1 Ii—l Selected: 0 Total: 2 Filteraed: 2

Joration
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Workloads - User Interface

VMCantral =0

> Basics e

VMControl
> Workloads

Use system poaols and virtual appliances to manage your data center more efficiently. Deploy virtual appliances and manage the resulting workloads.

Pool your systems to increase resource utilization and automation.
@Learn More..

Resources Active Status |$| @)| Jobs |&| g
L. t & Virtual appliances Eroblams 2| -| - Active - -
— A
IS S 2 Workloads Compliance - - - Completed 2 5
0 System pools Schadulad | - | -

p y w Virtual Appliances System Pools Virtual Servers/Hosts
- Group as 2 Workloads

Commen Tasks
&3 = Critical

Workload /By 0 Warning Deploy

View active and scheduled jobs
0 Informaticnal

Create workload

- Dashboard e Workloads and members

Workleads (View Members)

Edit View Dashboard [ Actions v] |5ear|:h the table... | Search

> Virtual Appliances

Select J Name CJ State CJ Problems < J Average ... 3J Created By 3J Description CJ Resilience
O | |[Erceal | Started €3 Critical - USABOZ\testa... Waerkload Not active

> System POOIS [0 @ [BTims Test Workload i Started €3 Critical - USABO3\Admi... Workload Not active

) |
> Virtual |

< I >

Serve I'S/H OStS |4]4] Page 1 of 1 || Selected: O Total: 2 Filkered: 2
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Workload Dashboard
> Grouped virtual servers that contribute to the business
Dashboard - Wokload1 rar 4w

> Summarize resources
used

> Aggregated monitoring

Workload Dashboard

WL - Workload

Resilience policy: Not Active

Scoreboard

Active Status

oo
Hardware Status el B 3

Virtualization Status = -

Threshold Status

Monitors

£+

Monitor 3] Average < I Peak

CPU Utilization % | 1.01 1.01

33

Workload1 — my web application serving the world

Source virtual appliance: MyVirthpp Virtual Servers

Awailability policy: Active
| [ Actions v]

|Search the table... |

Scoreboard Virtual Server State
Active Status 9 f?’] a Linux Good Addive
Hardware 1 Ssles App Active
Virtualization - 3 - web Site Active
LED - 2 My App Active
Threshold - : ATXplus Active
Compliance 1 TestApp A Active
Testioo B Active

Virtual Servers

Problems

ok
ok
ok
B ox
o
{2 earing

Wl ok

Compliance

CPU Utilization
& oKk O] =o%
& oKk 1
("i"\l Warning T 1 s0%
| ox 11 =z0%
B ok O] o5%
| oK 0 20%
A Warning T 120%
?=-0

Performance Summary | [Actians VJ | !Searchthetable...l Search

Select j Name CJ State < I Access < I Problems

< I Compliance ¢ I

1P Addresses § I CPU Utilizatic $ I

[0 | & 18m 8203E4A 0624304 2 | Started

(] [T

B unknown

@ Minor

B ok
L ]

L Juw
<

9.12.33.20

4|<] page 1 of 1 [»[M | Selected: 0 Total: 1 Filtered: 1

Resources being used by this workload:

A

Resource ¥ | Total
Memory{MB) 2176.0
Virtual Disks 2
Hosts 1
Entitled Processing Units 0.5
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1l
i

Server System Pools =
! —
f—— ~
> Definition: — A
— A logical group of like hosts and their virtual servers — =
: ~ ’ 1| System Pool
with the goal of better resource usage and —

workload resilience.
> Capalbilities:
— Create Server System Pool
— Add/remove hosts

e ————

— Monitor resilient workloads-

— Automatic placement ( \3‘ \3‘
during deploy \3‘ =|= EE=]
— Dashboard

B
u
|
n
i)
Y
|

|

L g S A R e

34

- —————————————

A type of system with IBM System Director, allowing the pool
to be managed a single logical entity in the data center
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Server System Pools — User Interface

VMControl EE

> Basics S @

VMControl
> Workloads

Use system pools and virtual appliances to manage your data center more efficiently. Deploy virtual appliances and manage the resulting workloads.
Pool your systems to increase rescurce utilization and automation.

@Learn More..

> Virtual Appliances

Resources Active Status | ﬁ|@:| Jabs |&| 4

& Virtual appliances Eroblams 2| - | - Active - -

> Server System Pools  JUii. | Lo ] oo
Chedule - -

- Status Basics Workloads Wirtual Appliances

0 System pools

- LiStS 0 0 Critical Commen Tasks

Health )
& 0 Warning == SUhLiELy

0 Informational

— Create S
- Add HOStS Systemn Pools (View Members)

Virtual Servers/Hosts

Monitors

Problems

Create system pool

System pocls and members

Add Hosts Create View Dashb [ Actions V] |SearchthetaHe... | Search

—_ DaSh board Select J Name ¢J State < J Problems ¢J Platform 3J Average ... ¢J Peak CPU... cJ Allocated ..
|
|

> Virtual Servers/Hosts

< il | >
I-'Ihd Page 1 of 1 th Selected: O Total: 0 Filtered: O
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Server System Pools Dashboard

Dashboard - SysPooll

> Workloads running in a i P
Server System Pool Scoreboard
Active saus @) /vy [
> Resources used/available —
> Aggregated monitoring Thehod | -
> Aggregated status
Monitors

36

SysPool1 - my pool that is so cool

Workloads

s77=-0

[ Actions w¥ ]

Search the table... |

Workload State Problems
Linux Good Active E DK
Service Suspended ; O
Sales App Active ok
Web Site Active [ oK
My App Active i ok
Alxplus Active l/i‘-! Waming
TestApp A Active | ox
TestApp B Active | ox
App Tool A Active ok

Compliance
B ok

& ok

f’i“. Warning
| oK

W ox

& ok

{4y Warning
& ok

B ok

Page1lof12 iu|«]| page 1 of 3 |(*|H]| [z Total: 125

Resource usage details:

Resource Free
Processors 18
Memory 200 GB
Virtual Disk

Hests 4
Storage 24 TH
Prowider

Largest Slice Allocated

2 550
2 GB W TE
24
98
1TB 284 TH

Unawvailable

3

0GB

CPU Utilization
LT T20%
[—
T <0%
[CT1s0%
] 20%
CTesx
O] 20%
T J=0%
T 120%
Filtered: 125

Total
=T |
2230 GB
24

105

2823 TB
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Server System Pools can be defined from

a combination of new or existing servers = \a‘ >
— For new systems, all of the system's )
capacity is added to the server system
pool
— For existing systems, all of the remaining e @@@
system's capacity is added and managed as  / \

part of the server system pool

— Any pre-existing workloads are recognized, i
but not managed as part of the system |
pool |

Existing Workloads can be migrated to a system
pool:

— Capture the existing virtual appliances Server System Pool
— Deploy as a workload into a system pool

37 © 2011 IBM Corporation
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Workload Resilience within a Server System Pool

> Resilience Policy can:

— Relocate virtual servers between hosts in the Pool

* Supports both single VS and host evacuation
— Move virtual servers away from a failing host

Create System Pool

¥ Welcome Pooling Criteria
¥ Name Select the pooling criteria to use for this system pool.
o Pooling Criteria

Initial Host

Shared Storage Resilience criteria:

Additional Hosts Only add hosts capable of live virtual server relocation
Summary

Note: When adding hosts that contain existing virtual servers, the existing virtual servers will be

excluded from system pool management. These virtual servers will still run on the host, but not be
managed by the system pool.

':?:'Learn about system pool capabilities

< Back || Net > || Finish
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Workload Resilience Policy

> Resilience Policy associated with the Workload

Name Resilience

— Provide Workload resilience: yes/no

The resilience policy can identify problems on the hosting systems and take

_ 1 1 appropriate action to maintain the resilience of the workload. The policy can
Enables hOSt SyStem mon ItOI’I ng for D?:Fnrlin actions immediately, or ask for your approval before thxan,rparrac"r
predictive failures performed,

— Automates recovery action based on plicts SRt ok
admin choice

o Users Can add aUtomatlon for Require approval before policy-based actions are performed?
customer thresholds @¥es, requie approval

(’_}No, immediately perforn policy-based actions without approval

> Automation Policy associated with the

Workload
Mote: If a policy-based action requires approval, you will be notified through .

_ Requ”'e approval VMCOntrol the problem status for the system pool.
makes a recommendation

— Automate: VMControl takes
the action without prompting

© 2011 IBM Corporation
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Definition:

— A logical group of similar storage subsystems to
facilitate the allocation of storage for Server System

Pools [f:::::])

Storage System Pools must be created before Server System Storage system pol
Pools in order to use the two together

Capabilities:
— Creating / Deleting

— Adding / Removing
storage

— View dashboard

— Rename pool

© 2011 IBM Corporation
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Server Maintenance Mode

>  Hosts are suspended for server system pool activity
>  Hosts are not valid targets for Deploy while in Maintenance Mode

> A relocation plan for Virtual Servers to other hosts in the server system pool
IS created e

You have sclected to enter host [EM B204 EZA LOFE41L Into maintanznce mode for systam paool itzo_systam Poal.

'\L tso_systemPoal can enter the selede=d hosts inko maintenance made buk 2rrars may rezult,. Se= below for details
Troposed actions! Suspanded resources:
Frocassors: 2
a Memary: 23536 MEB
B & sdvice violation Hosts: 1
3 wirtual sarvar 'pE50zps’

B & patziled arrors

Bl = ralacats = virual servars
El Relocats pS503pS to IBM EZ04 E2A 10FE401

Bl Relocat= 2550306 to 1B E204 EBA 10FE401

Add Hosts I Create
Salect | Name 1 | i
r __'E tso_systemPool ok| cancal |
r [H 1em o204 E2A 10FE401 Started & oK - -_i-::u-c: -
r [H 1eEm 8204 EBA 10FE411| In Service B ok B ok
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VMControl and Storage: Mid-Range

> Managing storage with IBM Systems Director + VMControl:

> Configuration support for storage fabric/switches inherent to ISD

— IBM mid-range storage products: DS3/4/5/6000
— Various SAN switches (see documentation)
— Requires storage-specific SMI-S proxy installed on separate system

Manage, Configure devices, fabric

Storage
Control

VMControl
Dynamic Allocation 4
[BM Mid-Fange:
D83k D84k, DStk h 4
Brocade, qLogic
| Dynangic Attach
w
o
=
Non-IBM Storage Controllers EE
Logical Volume Group: no mobility Power
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VMControl and Storage: High-End

> IBM Systems Director + VMControl + Storage Control plug-in

— Storage Control has embedded TPC V4.2.1 for inventory and provisioning of
storage for deployment and Storage Pools (standalone TPC is also an option)

— Supports IBM high-end storage:

* IBM DS8x000, SVC TPC
° Sto |’W|Z€ V8000 Manage 3VC, SAN Controllers
° XIV (I S D 6 . 2 . 1 . 2) Manage, Configure devices, fabric
Manage, Configure devices, fabric E’J E VMC I Dynamic Allocation
=5
38 ontro SVC

Dynamic Allocation ﬁ
[BM Mid-Fange:

D53k, D54k, DSk

Dynamic Attach

Brocade, qLogic TPC managed domain

Non-IBM Storage Controllers

- Logical Volume Group: no mobility Power
© 2011 IBM Corporation
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Download code from web (includes sub-agent)

— SysDir_VMControl_Linux_AlX.tar.gz
* Power AlX, Power Linux, x86 Linux, Linux for System z
— SysDir_VMControl_Windows.zip

Default installer is GUI-based (Windows or X11)

Alternative is console-based
— Modify the installer.properties file

INSTALLER_UI=Silent
LICENSE_ACCEPTED-=true

— Installer script/‘command is invoked with “-i silent” flag

* Detailed output goes to
<DIRECTOR_HOME>/VMControlManager/installLog.txt
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Subagent installation via “Install Agents” task in base ISD

All < V2.3 subagents must also be upgraded

> List of subagents

VMControl NIM-2.3.1 (AIX NIM Server)
VMControl_CommonRespository 2.3.1 (on VIOS for SCS)
VSM VC4x-6.2.1 (VMware vCenter 4.X)

VSM_VC2x-6.2.1 (VMware VirtualCenter 2.x)
VSM_ESC4x-6.2.1 (VMware ESX 4.x)

VSM_ESX3x-6.2.1 (VMware ESX 3.x)

> z/VM requires Manageability Access Point Agent for each z/VM system managed

> The permanent license key installation is a separate task from plug-in installation

45
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Requirements VMControl Enterprise Edition
— IBM Systems Director Server must be at 6.2.1 level or later

— For predictive failure notification for automated relocation:

« HMC V7.3.5 or later, IVM 2.1.2 or later

— For creation of, and deployment into, a Storage System Pool, you must
have shared storage managed by IBM Systems Director either directly or
via TPC (standalone or part of Storage Control) in addition to the SAN
switch(s) in IBM Systems Director

— Relocation within a Server System Pool requires LPM-capable (and
appropriate PowerVM licensed) environment

© 2011 IBM Corporation
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IBM Systems Director InfoCenter:

publib.boulder.ibm.com/infocenter/director/ver2x/index.jsp

IBM Systems Director Best Practices wiki:

www.ibm.com/redbooks/community/display/director/VMControl+for+Power+Troubleshooting+Guide

>|BM Systems Director customer forum:

www.ibm.com/developerworks/forums/forum.jspa?forumiD=759

>VMControl V2.2 Implementation Guide (Redbook)

www.redbooks.ibm.com/abstracts/sg247829.html
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