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Some frequently asked questions
POWER7/7+ Performance

Entitlement (E) 
Virtual Processors (VP)
& Affinity and Memory
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Email 1 from Jim

My VM has 
Entitlement of 8 uncapped, 
Virtual Processors (VP) at 10 and 
SMT=4 
so why with only a 20 users online out of 40,
is it using 9 physical CPU cores already?
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Answer 1

�You set VP=10 which states:
“You are happy for the VM to use 10 whole CPUs”

�AIX default behaviour is to use all the VPs for 
maximum performance

� If VP is 10 then as workload grows 
it will use up all 10 CPU cores quickly

�AIX first uses SMT thread 1 on all 10 CPU cores 
before allocating work to the 2nd SMT thread, 
ditto 3rd & 4th SMT threads
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Answer 1

With just 

– 10 busy processes or 

– 20 processes using an average of half a CPU each

– 30 processes using an average of a third a CPU each

– …

Then all 10 virtual processors =10 CPU cores are used 

The CPU cores are 100% allocated to this LPAR’s use

That is what you asked for (VP=10) & what you got
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Answer 1

But you can still use the 
2nd, 
3rd & 4th

SMT threads to get more work done

Ball park guess 40% to 60% more, 
depending on the application instructions 
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Can we see this on the machine?

�Quick reminder

– SMT threads are reported as Logical CPUs

– SMT = Simultaneous Multi-Threading threads

– Virtual Processor map to physical CPU core (when running)

– If SMT=4 then 1 VP shows up as 4 Logical CPUs

– Intelligent SMT threads = dynamic switch SMT mode



© Copyright IBM Corporation 2011 4

v
© 2013 IBM

PO
W

ER
7 Perform

ance

7

7 of 69 or 82

Three spinning programs

}
1 VP

running on
1 physical CPU core 
with 4 SMT threads

1st thread of 
3 different 
Physical CPU cores
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mpstat 1

0.63 of a CPU= 63%
Trying to show spare capacity

of other SMT threads

See later: LPAR Utilisation numbers have been Fiddled with
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topas –L
- - or - -
topas 
then L

� 0.63 of a CPU= 63%
� Trying to show spare capacity

of other SMT threads
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Answer 1 for Jim

This is expected behaviour

Go check your spare capacity

I suspect you will have the resources needed 
for the other users
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Email 2 from Jane 

�Power 770 is 85+% busy
�Vital LPAR settings E=0.4 VP=4 uncapped

– Same as our POWER6 machine

�Performance is slow, application seems to hang
and the users are revolting!
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Answer 2a

� I liken this set up to my son just passing his driving 
test and I would like him to stay below  40 MPH, so I 
set the governor on the accelerator to 400 MPH so 
he can overtake safely!

�Doh! 

�Obviously dumb

– He does not need that size safety margin
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Email 2 from Jane 

�Power 770 is 85+% busy
�Vital LPAR settings E=0.4 VP=4

– Same as our POWER6 machine

�Only Entitlement  = 0.4 - guaranteed
�Virtual Processor = 4 - LPAR can be spread out
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VM placement at start up time

� E=0.4 and VP=4
� Hypervisor will do this …

� E = Normal usage so allocate that much now

� Place home on 1 CPU core

� Others LPARs too

0.4

0.4

0.2
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VM placement at start up time

0.4

0.4

0.2

� Memory allocated 
on the first CPU 

core (POWER7 

chips controller)
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0.4

0.4

0.2

� You start processes that use 

more than 0.4 cores
� Say the other LPARs on this 

CPU are busy too
� Hypervisor needs to find more 

cores for extra CPU cycles
� Uses SRAD to determine the 

best ones that are free(-ish)
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� Can’t predict the free cores in advance
� So at run-time determines which to use

0.4

0.4

0.2

0.5 0.60.5

v

© 2013 IBM

PO
W

ER
7 Perform

ance

18

18 of 69 or 82

� Can’t predict the free cores in advance
� So at run-time determines which to use
� Could be local (same P7 chip), near 

(same motherboard) or far memory

0.4

0.4

0.2

0.5 0.60.5

� App dependant but 
might get large 

memory movement
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� Say the whole machine gets very busy
� Guaranteed 0.4 CPU only
� We are competing for CPU cycles with home LPARs
� If other LPAR go busy we could be forced down to 0.4 

plus a little bit based on our weight

0.1

0.1

0.1

0.1 0.10.1
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Answer 2b E=0.4 VP=4

�How much Physical CPU time is it getting?

– Answer: about 1.2 physical CPU cores.

�How much spare capacity in the shared CPU pool?

– Answer: very little
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Answer 2b E=0.4 VP=4

�How much Physical CPU time is it getting?

– Answer: about 1.2 physical CPU cores.

�How much spare capacity in the shared CPU pool?

– Answer: very little

� If this is an important LPAR put the Entitlement up to 
cover the demand CPU peaks like E=1.5

– Result: sudden & dramatic leap in performance, 
responsiveness & zero user problems

�Next consider reducing the VP !!!!

– Yes I am serious VP is too high = not efficient 
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� E=1.5 and VP=2  we have 33% headroom
� Hypervisor will do this …

� E = Normal usage so allocate that much now

� Place home on two local CPU cores

0.75 0.75
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Email 3 from Rod   nmon & Top Process data

�Please... I need to know why ORACLE shows
95% of memory usage?

� The Oracle SGA + PGA is not greater than 10 GB; 
of the total RAM that is 32 GB
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Answer 3

�Rod was having a bad day!

� nmon reporting Oracle process size 95MB
not 95% of memory
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Email 4 from Sally

�We seem to have a memory leak!!!

– When busy the processes grow in size

– Later (when idle) - they don’t get smaller
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Email 4 from Sally

�We seem to have a memory leak!!!

Start with 

small 
Virtual 

Memory
& RAM size

When not used, 
the heap is 
paged out, 
Virtual Memory 
size unchanged

When busy, 
process grows 

Virtual Memory 
size using malloc() 

system call

When idle, 
process uses 
free() but 
memory still 

within the 
process

Heap: free

page list

Heap: free

page list
malloc() system call

free()



© Copyright IBM Corporation 2011 14

v
© 2013 IBM

PO
W

ER
7 Perform

ance

27

27 of 69 or 82

Email 4 from Sally

�We seem to have a memory leak!!!

– When busy the processes grow in size

– When later when they don’t get smaller

Heap: free

page list

When not used, 
the heap is 

paged out, 
Virtual Memory 
size unchanged

Resident set size (RSS)
the part in RAM

Only gets paged out if 
memory is short supply
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Email 5 from Bob

�Can you review our whole machines LPAR settings
& recommend what to do?

� Then the details arrive in many bizarre formats

– Spreadsheets

– Hand written notes/documents

– Screen grabs of HMC

– Camera pictures of HMC screens!!!
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Best tools

�HMCscanner

– Very cool, quick and a spread sheet

�Reports

– Hand made - have to assume it is accurate!

– Automated via HMC commands - often things missing

�Systems Plans from the HMC

– Large PDF is a bit of a pain if 100’s of LPARs & profiles
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Answer 5

� I normally work on “big iron” = big LPARs
– but now seeing many micro-partition setups

� I have had to rethink what to recommend
� Lots of:

– E=0.2 and VP=2
– E=0.3 and VP=3
– E=0.4 and VP=4

– …
– = Ghastly but Common



© Copyright IBM Corporation 2011 16

v
© 2013 IBM

PO
W

ER
7 Perform

ance

31

31 of 69 or 82

Answer 5

� I can see the pressure
– Loads of LPARs but limited physical processing units

– VP is free, allocate lots and no need to monitor

– = Bad thinking

� End up with total VP up to 10 times total physical CPU cores
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Answer 5

Just because IBM says: “You can do this”
�Does not make it a good idea
�Specially doing it everywhere and every time!

But but but IBM promised this over-commit was OK
� True it is OK
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Answer 5

Just because IBM says: “You can do this”
�Does not make it a good idea
�Specially doing it everywhere and every time!

But but but IBM promised this over-commit was OK
� True it is OK
�But it is just like:

Over-committing disk space with thin provisioning is 
OK … provided users don’t all demand their 
maximum disk space (otherwise it is a nightmare)

� If lots of LPARs demand their maximum VP they 
have to fight for resources 

�Only Entitlement is guaranteed and memory affinity 
side effects hurts too
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Low Entitlement + High Virtual Processors

�Good for flexibility but I call this LPAR shredding
�Can cause unnecessary CPU

cache misses and memory bus transfers
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Same Entitlement + Lower Virtual Processors

�More work = monitor

– Set E (normal peak) and VP correctly (a little higher)

� Factor of ten better affinity 
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�Which set of LPARs is more efficient?
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Hit the wall ���� thrashing the memory sub-system

�CPUs get busy & throughput hits a limit

Shredded LPARs

Clumpy LPARs
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Revisit - Entitlement to Virtual Processor ratio
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“Good olde days” – 80:20 rule
or Dedicated CPU LPAR

Normal daily work
running in here

Contingency buffer
for exceptional peaks
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Shared CPU LPAR but Capped with 80:20 rule

Normal daily work
running in here

Contingency buffer
for exceptional peaks

POWER4 or Dedicated
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Shared CPU LPAR but Uncapped
- what gets implemented all too often
- actually worse as E is < typical CPU use

Normal daily work
running in here

Why?

E VP

Answer: we run out of Entitlement
(HMC: Desired Processing units)
as we over-commit the CPUs
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Shared CPU LPAR but Uncapped
- what gets implemented all too often
- VP = 10 times E

Normal daily work
running in here

Why?

E VP

1. VP it feels like they are free

2. High VP feels safe

3. Costs of high VP are 

only recently understood

4. IBM did not expect this use!

5. No one thinks VP:PP ratio
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New Role of Thumb (ROT)

�Small shared uncapped LPARs 
hard to assign sensible VP numbers

�Rule E:VP ratio
– 0.05 to 0.6 VP=1 VP head room = 100% to 33%

– 0.7   to 1.4 VP=2 VP head room =   65% to 30%
– 1.5   to 2.3 VP=3 VP head room = 100% to 24% 

– 2.4 to etc.

Policy: 
�E = regularly in busy peaks & 

you think it should have that much guaranteed
�VP allows some head room ~25-50% more

No real choice as 1 is the minimum
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Hence the need for:
whole machine config docs
whole machine monitoring

Answer: HMCscanner, IBM or ISV tools, LPAR2RRD, Ganglia, nmon2web
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Power Systems Performance Guide
Implementing & Optimizing

� Updated recently
� 360 pages
� SG24-8080

� http://www.redbooks.ibm.com/abstracts/sg248080.html
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POWER7 Optimization & Tuning Guide

A single “first stop” definitive source for 
a wide variety of general information 

and guidance, referencing other more 

detailed sources on particular topics

� Redbook SG24 8079

� Lots of guru level 

Advanced Technical content

� http://www.redbooks.ibm.com/abstracts/sg248079.html
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Email 6 - Sue asks for 
Hints & Tips when using rPerfs for 
Sizing new machines or server consolidation
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Email 6 - rPerf Sizing hints

� Website about rPerf to POWER7
– http://www.ibmsystemsmag.com/aix/tipstechniques/Migration/rperf_metric/

1. Sizing by adding up old box rPerf’s scaled to LPAR 
and scaled down based on utilisation

2. Add guestimate of new workloads
3. Add guestimate of growth
4. Add comfort factor

A. Find suitable matching box or boxes
B. Decided sensible config
C. Ask for price
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BUT

� There are a large number of assumptions
being made here 

� These can catch you out
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Ten golden rules of using rPerf for sizing 
(avoiding a performance mess-up by assuming to much)

1. Highly threaded workloads - 2 to 3 times total SMT threads 

2. Well tuned system - not out of the box settings

3. Full Spec RAM - all slots used & lots of memory 
4. No Disk Issues
5. No Network Issues
6. Current app, RDBMS, middle-ware & web servers 

software levels - not what the old box ran

7. Latest AIX with Service Packs - like benchmarks
8. Large LPARs - rPerfs NOT based on micro-LPARs

9. Firmware is Current
10.Bug Free - user MUST upgrade FW, AIX and Apps. 

� Find this info on http://tinyurl.com/AIXpert
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Email 7 from John is my box full or not?

In other words:-
Finding ‘Spare’ Capacity
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Finding ‘Spare’ Capacity

� POWER7 spreads across cores to maximise performance
� 32 VP on 8 cores VP:PP = 400%

� Here every core is used with a few busy programs (X)

� Can we cope with a peak?

� Can I add a new LPAR?

XXXX

XXXXX

XXX

XX

XXXX

8 Physical Cores

10 LPARs
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Finding Spare Capacity – Problem Analysis

�Uncapped, high VP & few busy threads per VM

– All physical CPUs rapidly get used

�AIX command: lparstat & column “app” = 0.0

– app = available physical processors in share CPU pool 

– No spare cores

– Looks like 100% machine used 

�Plenty of unused 2nd, 3rd, 4th threads (have to check every VM �)

� Typical user ask: 

“You promised I could run 3 more VMs!!”
“How can I measure the ‘spare’ capacity?”

v

© 2013 IBM

PO
W

ER
7 Perform

ance

54

54 of 69 or 82

Finding Spare Capacity

Answer:

– Tricky!

– If my car uses all 4 cylinders driving to the local shops; 

How fast can I go on the Autobahn?

– POWER Optimised for max performance - not min HW use

– Lots of island of overlapping spare capacity

– No single whole machine statistic can tell you

– If you have 100’s of VMs, this is very hard work
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Finding Spare Capacity - Approach 1

�Review every VM to raise E to peak use (efficiency) 
& lower VP (force higher SMT thread use)

� Then monitor CPU pool for unused CPUs

–lparstat app column

�Downside: man-power intensive + lots of VM changes

xxxx

XXxxX

XXX

xx

Xxx

Spare CPU

Forcing up SMT use
to free up physical 

CPUs
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Finding Spare Capacity – Approach 2

�Use Approach 1 for the important and/or larger VMs
�Squeeze the other VM

– Use a Rule of Thumb for the rest VP=round(E+1) CPU

�Monitor as above

–Wait for complains to arrive & adjust back
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Finding Spare Capacity – Approach 3

� Fix a few large Virtual Machines (as above) then
�Remove 1 CPU from the pool each day until it hurts

– By “Parking” CPUs in a Dedicated CPU LPAR

�When performance dips or complaints rise!

– DLPAR a CPU back to the pool

�Parked CPUs = ‘spare’ capacity

Xxxxx

XXxx

X

xxXX

xx
Dedicated
CPU LPAR
Started but 
doing nothing
= spare CPUs
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POWER7 Performance FAQ Summary

1. You need to monitor SMT use
2. Set Entitlement to typical use & monitor/tune it
3. Get to know your performance statistics - RTFM
4. Memory leak - unlikely & processes don’t shrink
5. Lower the VP to get SMT threads working for you
6. rPerf sizing is fine but watch those assumption
7. Spare Capacity is hard to determine

� Watch those ratios

� LPAR Entitlement : Virtual Processor

� Machine    Total VPs : Physical CPUs in the Pool
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Utilisation Numbers 
have been fiddled with!
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POWER6 vs POWER7 SMT Utilization

POWER7 SMT=2 70% & SMT=4 65% tries to show potential spare capacity
� Escaped most people attention
� VM goes 100% busy at entitlement & 100% from there on up to 10 x more CPU
� IMHO Utilisation 100% is confusing and just about meaningless now!

busy

idle

POWER6 SMT2

Htc0

Htc1

100% 
busy

busy

idle

POWER7 SMT4

~65% 
busy

idle

idle

busy

idle

POWER7 SMT2

~70% 
busy

busy

busy

100% 
busy

busy

busy

100% 
busy

Htc0

Htc1

Htc0

Htc1

Htc0

Htc1

Htc0

Htc1

Htc2

Htc3

“busy” = user% + system%

Reference Whitepapers on POWER7 SMT and Utilization
Simultaneous Multi-Threading on POWER7 Processors by Mark Funk

http://www.ibm.com/systems/resources/pwrsysperf_SMT4OnP7.pdf

Processor Utilization in AIX by Saravanan Devendran

https://www.ibm.com/developerworks/mydeveloperworks/wikis/home?lang=en#/wiki/Pow
er%20Systems/page/Understanding%20CPU%20utilization%20on%20AIX

~77%
~88%

Up to 100%
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POWER6 vs POWER7 Virtual Processor Unfolding

In POWER5 & 6
� 1st & 2nd SMT threads are loaded to ~80% utilization then VP unfolded

In POWER7 – called Raw Throughput mode
� 1st threads (on each VP) are loaded ~50% utilization then VP unfolded
� Only then 2nd threads are used 
� Once 2nd threads are loaded, only then more threads used

Why? 
� Raw Throughput provides the highest per-thread throughput and best 

response times at the expense of activating more physical cores

POWER6 SMT2
busy

idle

POWER7 SMT4

~50% busy

idle

idle

busy

busy

~80% busy

Htc0

Htc1

Htc0

Htc1

Htc2

Htc3

� Virtual Processor is activated at the utilization threshold below

� - both systems report physical consumption of 1.0

Virtual
ProcessorActivate

Virtual
ProcessorActivate
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1. With excess VP’s - POWER7 may activate more cores at 
lower utilization levels than POWER5 & 6

2. Users may complain that the physical consumption (physc or 
pc) metric is equal to or even higher after migrations.
They may also note that CPU capacity planning is more difficult 
in POWER7

3. Expect complaining POWER7 users to also have significantly 
higher idle% percentages

4. If consolidating workloads they may also have many more 
VP’s assigned to the POWER7 partition

POWER7 Consumption: A Problem?
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Scaled Throughput
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POWER7 & POWER7+ with 
AIX 6.1 TL08 & AIX 7.1 TL02 

� It will dispatch more SMT threads to a VP core 
before unfolding additional VPs

�Considered a bit more like POWER6 unfolding 
but is a generalization, not a technical statement

Scaled Throughput?
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�Raw provides the highest per-thread throughput 
and best response times at the expense of 

activating more physical core

�Scaled provides the highest core throughput at the 
expense of per-thread response times and 
throughput. 
It also provides the highest system-wide 
throughput per VP because tertiary thread capacity 
is “not left on the table.”

What is Scaled Throughput?
v
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Raw vs Scaled Throughput

lcpu
0-3 

proc0

lcpu
4-7 

proc1

lcpu
8-11 

proc2

lcpu
12-15 

proc3

proc0 proc1 proc2 proc3

Primary

Secondary

Tertiary's

Raw

Scaled
Mode 2

proc0 proc1 proc2 proc3

Scaled
Mode 4
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� Not restricted, but 
anyone experimenting without understanding may 
suffer significant performance impacts

� schedo –p –o vpm_throughput_mode=

0 Legacy Raw mode (default)

1 “Enhanced Raw” mode with a higher threshold than legacy
2 Scaled mode, use primary and secondary SMT threads
4 Scaled mode, use all four SMT threads

� Dynamic tunable

Scaled Throughput: Tuning
v
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� Workloads

– Workloads with many light-weight threads with short dispatch cycles 

and low IO (the same types of workloads that benefit well from SMT)

– Customers who are easily meeting network & I/O SLA’s may find the 

tradeoff between higher latencies & lower core consumption attractive

– Customers who will not reduce over-allocated VPs & prefer to see 

behavior similar to POWER6

� Performance

– It depends, we can’t guarantee what a particular workload will do 

– Mode 1 may see little or no impact but higher per-core utilization

– Workloads that do not benefit from SMT & use Mode 2 or Mode 4 

could easily see double-digit per-thread performance degradation 

(higher latency, slower completion times)

Scaled Throughput: Workloads
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Are you keeping up to date?

mr_nmon on twitter

– Only used to POWER /  AIX 
technical content, hints, tips and links

125 techie hands-on videos on YouTube at

http://www.youtube.com/user/nigelargriffiths
� 45 minute movie covering some of these topics

AIXpert Blog

– Lots of mini articles & thoughts

– http://tinyurl.com/AIXpert

� http://tinyurl.com/PowerVMVirtualUserGroup - Replay 2 hours
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Entitlement, Memory 
& Partition Placement
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Shared CPU VM Partition Placement

�On VM start, Hypervisor tries to localise base on:
– Primarily driven by Entitlement (HMC: Desired Processing Units) & 

Desired Memory + Page tables
– Less initially important Virtual Processor & Max Memory

– If undersized Entitlement home CPUs shared with many VM

– When VP scheduled=forces use of near/far SRADs
– Max. Memory force Page table allocation (don’t go massive)

– Power 795 SPPL settings
– 3 books to have LPAR>32 cores

– Capacity-On-Demand CPU/RAM can help flexibility (fw730+)
– Watch those internal boundaries

– Core per chip, chips per CEC

– RAM per chip, RAM per CEC
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If you suspect bad placement!
So what can you do? 

1. Use lssrad -av to build a picture
2. Restart the machine from cold = total rethink

then start large & important LPARs first
� The Hypervisor does the right thing
� Can be painful to schedule

3. Start LPAR with 0.1 CPU & 1GB RAM profile & 
no adapters then restart the regular profile 

� This gets the Hypervisor to rethink placement

4. Use DPO               – needs 760+ firmware*
5. Use Affinity Group – needs 730+ firmware*
6. If you have bad performance – raise a PMR

* also needs matching HMC version
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Physical LPAR Placement
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Finding out about Physical LPAR Placement

�lssrad –av gives you logical placement

– All relative, starts REF1=0, SRAD=0

�99% of the time pretty good
� 1% of the time “could do better” often due to history
�History like causing bad placement

1.Start large production LPAR after the small ones
2.Create large LPAR months later

3.Large DLPAR of LPM changes over months

��Cold reboot, start large/prod 1st, reduce DLPAR

�So how badly are my LPARs placed?
– lssrad can show bad orphan CPU’s and Memory
– There is no publically available tool for listing physical layout
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Finding out about Physical LPAR Placement

�After 12 years of logical CPU and memory

– IBM does not want to encourage you to do this

– Does not want you to worry about it

– Does not spend man-days time physically laying out your 

LPARs – major step backwards to the previous century

�Placement tools

– Only used to investigate/explain a performance issue

Given ½ a chance the Hypervisor will do the right thing
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Finding out about Physical LPAR Placement

� There are internal IBM Support tools

– Not documented, not public, not for users nor recommended

– Only used in PMR problem diagnostics

– Data extracted via machine dumps on the HMC

– The data is largely binary format

� Two types

– Full non-destructive live dump – exact details

– Quick Summary dump – can get out of date

Don’t ask me how to do this as I am not allowed to say
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Example of Summary – Two CEC Power 770
Just for back ground information

|-----------|-----------------------|---------------|------|---------------|---------------|-------|
|   Domain  |     Procs       Units |     Memory    |      |   Proc Units  |     Memory    | Ratio |
| SEC | PRI | Total | Free  | Free  | Total |  Free |  LP  |  Tgt |  Aloc |  Tgt |  Aloc |       |
|-----|-----|-------|-------|-------|-------|-------|------|-------|-------|-------|-------|-------|
|   0 |     |  1600 |   400 |    20 |   512 |    84 |      |    |       |       |       |   656 |
|     |   0 |   800 |   300 |     0 |   256 |    32 |      |    |       |       |       |   331 |
|     |     |       |       |       |       |       |   13 |   500 |   500 |   205 |   205 |       |
|     |   1 |   800 |   100 |    20 |   256 |    52 |      |    |       |       |       |  1625 |
|     |     |       |       |       |       |       |    1 |   200 |   200 |    32 |    32 |       |
|     |     |       |       |       |       |       |    5 |    50 |    50 |    16 |    16 |       |
|     |     |       |       |       |       |       |   13 |   100 |   100 |    51 |    51 |       |
|     |     |       |       |       |       |       |   14 |    80 |    80 |    16 |    16 |       |
|     |     |       |       |       |       |       |   15 |    50 |    50 |    16 |    16 |       |
|     |     |       |       |       |       |       |   16 |    50 |    50 |    16 |    16 |       |
|     |     |       |       |       |       |       |   18 |    50 |    50 |    16 |    16 |       |
|     |     |       |       |       |       |       |   20 |    50 |    50 |    16 |    16 |       |
|     |     |       |       |       |       |       |   21 |    50 |    50 |    16 |    16 |       |
|-----|-----|-------|-------|-------|-------|-------|------|-------|-------|-------|-------|-------|
|   1 |     |  1600 |   100 |     0 |   512 |   248 |      |    |       |       |       |  7750 |
|     |   4 |   800 |   100 |     0 |   256 |    63 |      |    |       |       |       |  1968 |
|     |     |       |       |       |       |       |    3 |   100 |   100 |    16 |    16 |       |
|     |     |       |       |       |       |       |    4 |   100 |   100 |    16 |    16 |       |
|     |     |       |       |       |       |       |   11 |   200 |   200 |    64 |    64 |       |
|     |     |       |       |       |       |       |   12 |   200 |   200 |    72 |    72 |       |
|     |     |       |       |       |       |       |   17 |   100 |   100 |     2 |     2 |       |<-
|     |     |       |       |       |       |       |   19 |    |       |    16 |    16 |       |
|     |   5 |   800 |     0 |     0 |   256 |   185 |      |    |       |       |       |     0 |
|     |     |       |       |       |       |       |   17 |   800 |   800 |    14 |    14 |       |<-
|     |     |       |       |       |       |       |   24 |    |       |    51 |    51 |       |
|-----|-----|-------|-------|-------|-------|-------|------|-------|-------|-------|-------|-------|

Notes:
SEC = the CEC in the Power 770 – we have just two

PRI = POWER7 chips with 8 cores each on this machine hence 800

LPAR placement is good in this example

“Procs” in 100ths of a CPU to avoid floating point maths in the kernel

“Memory” is in LMB (Logical Memory Block) size chunks on this machine 128MB

- This machine has 128 GB of memory

“LP” is the LPAR number as seen on the HMC
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Affinity Group 
LPAR Placement

This is for awareness & not for you to try later today ☺☺☺☺
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Affinity Group 

� Firmware 730+ [latest level please!]
�Only to be used to address very specific performance 

issues i.e. you know more than the Hypervisor

� L3 Support should be involved
= not simple

�Redbook SG24 8079
�Section 3.2.3 – Physical LPAR 

placement using Affinity Groups

v
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Affinity Group 

�Group id = 255, 254, 253, 252 …… 1
�Assuming you ensure all the cores/RAM in one 

group_id can’t fit in one CEC/book

– 255 is first CEC or Book

– 254 next CEC or Book, etc.

� This is set with the HMC command (no GUI)

– chsyscfg -r prof -m <system_name> 
-i name=<profile_name> 

lpar_name=<partition_name>,affinity_group_id=<group_id>

�Example:

– chsyscfg -r prof -m myPower770 

-i name=normal 
lpar_name=LPAR_42,affinity_group_id=255
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Affinity Group 

� Treat each group_id = CEC/Book as a bucket
�You need to assign LPAR(s) with

– Entitlement & VP 

– and memory sizes

that fit and you have to allow for memory for

– Page tables 1/64th

– Hypervisor – tricky System Planning tool can help

– DMA buffers for adapters – ditto

�You end up with a spreadsheet to write HMC script
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Affinity Group 

�Apply the HMC script to the LPAR profiles

– Can do this in advance with the LPARs running

�Shutdown the machine
�Cold start the machine
�Hypervisor places them the way you like

� Then get the Physical LPAR placement

– With L3 Support (of course)


