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Introduction

= Pictures are from an Early Ship Program (ESP) Server
— Arrived in the ATS, London, UK - 21t June 2018
— Yours might be slightly different

= This is a Single node and System Control Unit
— So you will not see the inter-node cables (until the end)7

= A heads-up on what to expect with POWER9 Enterprise

= POWER9 E980 is SSR (Client Engineer) install
= |f you have E880 experience you know 75% already
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Arrives in June

System Control Unit unpack

Rails
Front bezels
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System Unit
is not heavy
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System Control Unit
pretty standard

rails are easy to fit
& the Unit slides on
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Thin handles
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E980 node rear
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E980 Adapter cassette

E980 Adapter cassette
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E980 Adapter cassette
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Is the E980 Adapter cassette the same
as the E880 Adapter cassette?

Looks very similar - working the same way

But not the same:
Mechanically slightly different = slimmer
Additional RAS & usability features
Now PCle Gen4 based

Note there are electronics in the cassette
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E980 node rear
= 8 Low profile adapters cassettes — all PCle Gen4
= 4 NVMe (where clock cables were in E880)

" 12 inter node cables,

Power to System Control Unit
3x,USB3.0 /
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2 inch NVMe device (works as a fast SSD)
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Cable support bracket side pieces screw on
(unlike the E950!)

E980 front
- Five air movement devices (fans)

- Four power supplies
- - Power Cable run down channels to the rear
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How different to E880?

E980 2018 E870/E880 2015
- Memory DDR4 - Memory DDR3 initially
- 15 VRMs - 12VMRs
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Improvised
lifting device
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Used the E880 approach

Nail heads nearest the rack locked in first
then lower front down

Don’t let go until you have triple checked

- | am not clear whose insurance would
pay out if it got dropped!

- for E980 damage or client injury
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Electrical power’

Single node is simple to connect up

Electrical power’

Single node is simple to connect up
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Yes, that is far to easy but we did not cheat!

Only one node = zero node to node cables

Next chart is borrowed from Gareth’s
E980 Deep Dive for high numbers of nodes

0,
%, ©2018 IBM
s

SMP cabling — o
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SMP cabling
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Summary: Hardware Install ©
= Easy

— OK we only had 1 low down node & no inter node cables
= If previously installed a E880 = no brainer
= If new - follow manual
= If not new - follow the manual

= No clock cable makes the E980 simpler
= Inter node cables are clever:
on plugging-in LEDs flash to highlight if you got it right/wrong

= Regular E880/980 rules apply
— HMC’s running 920 or above
— Prepare for arrival: site survey, weight, height, power, network, SAN
— Not client install
— Its heavy so buy / order a Lift Tool
— These are high end servers — so get it right first time > RTFM
— Ear protection on power up fan noise

Software Install ©

= Connect up the HMC running 920+ software

= Quickly setup the basics
— Quad VIOS
— VIOS have FC SAN adapters to Shared Storage Pool (SSP)

— A major asset for our crash & burn environment
— Our record beating AIX LPAR with 11,000 LPMs

= Bad news
— It's a 3 month loaner

— E980 (like the E880) take quite a long time to cold boot-self test
These servers only start once and then run for five years
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Initial power - up % e

Hardware Management Consocle

hmc15 Resources >  All Systems ~

All SyStemS All ¥ | Filter x | & 2] Connect Systems... H = = »°=

View and monitor the state. health, and capacity information of all the systems that are connected to the management console.

7] Select All Actions ~ | Total: 4 Selected: o

= S @ g v TheHMC

guys promised to
fix the picture

CE R B

P9-E950 silver P9.5922_ amber P9.5924.red Server-9080-M35-SN

130A148
1) Operating !) Operating !) Operating Initializing
I ] 0.6% I 1 0.3% 1 04% /1, Attention LED
) 3% [ — T [ — 7 -
\ 1 0% I 1 0% | | % | 2% Amiebe

5120 §53%.
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Server renamed to “brick” S
— all servers are colours!

Hardware Management Console

All ~

hmec15 Resources > All Systems v

All Systems Al ¥ | Filter x|@) | 0 Connect Systems___ ==

View and monitor the state, health, and capacity information of all the systems that are connected to the management console.

(]
i
%
i

Select All Actions ~ | Total: 4 Selected: o

B E

- T

PY.E950-silver P9-E980-brick P9-§922-amber P9-5924-red
1) Operating 1) Operating !) Operating l) Operating
 — G 26CPU 0% [ e— P 1)
— 63% Avallable [ — T LY - 2%

GB 453.5GB
| m— 1 385 Available —_— 44% - 4%
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Hardware Management Console

hme15 Resources > All Systems ~ A i
d All Systems All » | Filter x | @& 0 Connect Systems__ = =
View and monitor the state, health, and capacity information of all the systems that are connected to the management console.
| Select All Actions « | Total: 4 Selected: o
)
N~
i ]
P9-E950-silver P9-E980-brick .
P9-E980-brick Data Collection
"« : e |
!) Operating 1) Operating
Processors (CPU) Installed: 32 h
| — A /o™ 26CPU Activated: 32 4 X 8 Cores
Available =

—— 6% Available: 26

{R— 1?: 453.5 CB

| S— | Available

777 Memory Installed: 512.0 GB h 1/2 TB RAM
Activated: 512.0 GB
Available: 453.5 GB
View Performance Dashboard

Processor, Memory, and 1/O Force Save Cancel » =

View or change the memory, processor, and physical /O resource settings for the managed system. Open All  Close All
Learn More ¥

¥ Processors

Available: 260
Assigned to Partitions: 6.0
Configurable: 32.0
Installed: 320

Multiple Shared Processor Pools Support: Yes

* Memory

Available: 453.50 GB (464384.0 MB)
Assigned to Partitions: 48.00 GB (49152.0 MB)
Reserved: 10.50 GB (10752.0 MB)
Configurable: 512.00 GB (524288.0 MB)
Installed: 512.00 GB (524288.0 MB)
Memory Region Size: 0.25 GB (256.0 MB)
Active Memary Sharing Support: Yes
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P

rocessor, Memory, and I/O

Force Save

View or change the memory, processor, and physical IO resource settings for the managed system.
Learn More

1/0 Pools Expand All
Adapter Description Physical Location Code Owner Bus Number * SR-IOV Capable (Logical Port Limit]

PCle2 4-port (10Gbk FCoE & 1GbE) SR&RJA5 Adapter U78D5.001.CSS151D-P1-C1-C1 | brickvios1 16 Yes (Dedicated mode)

1 Gigabit Ethemnet (UTP) 4 Port Adapter PCIE-4x/Short U78D5.001.C55151D-P1-C2-C1  Unassigned 17 No

PCle2 4-port(10Gb FCoE & 1GbE) Copper&RJ45 U78D5.001.CS5151D-P1-C3-C1 | brickvios2 18 Yes (Dedicated mode)

Empty slot U78D5.001.C55151D-P1-C4-C1  Unassigned 19 Yes (510)

Empty slot U78D5.001.C8S151D-P1-C5-C1 | Unassigned = 20 Yes (510)

PCle3 4-Port 16Gb FC Adapter U78D5.001.CS8151D-P1-C6-C1  brickvios1 21 P o

CleG

8 Gigabit PCI Express Dual Port Fibre Channel Adapter U78D5.001.C55151D-P1-C7-C1 | brickvios2 22 Nne en 4

Empty slot U78D5 001.CS31561D-P1-C8-C1_ Unassigned 23 Yes (610)

800GB NVMe Gen3 U.2 Slim SSD U78D5.001.CSS151D-P1-P2-C1 | brickvios1 24 Mo

Empty slot U78D5.001.CS3151D-P1-P2.C2 | Unassigned = 25 Yes (240) NVMe
800GB NVMe Gen3 U.2 Slim SSD U78D5.001.CSS151D-P1-P2-C3 | brickvios2 26 No

Empty slot U78D5.001.CSS151D-P1-P2-C4  Unassigned 27 Yes (240)

Universal Serial Bus UHC Spec U78D5.001.C53151D-P1-C13 Unassigned 28

No |

USB 3.0 built-in to first node also cabled to the front of the System Control Unit

Call to Client Action

Good News

1. E980 is not a massive external change from E880

2. HW Install is a no brainer
3. No clock cables = easier
4. Expecting a large POWER9 performance boost

Bad News

. Nothing like the shocks we had with the E950 ©
. Shows confidence to loan us a E980 this early

SECRET:

Nothing unexpected 14 weeks before GA
Many already addressed by developers
Reporting a few PMR / PMH to get fixed

1
2
3
Al Some teething issues — for sure
3
6
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NVMe Usability

= nmvemgr command . . .

= NVMe is like SSD — it wears out
= Built with plenty of “spare” capacity to replace wear

= Life depends on its use = 1/O’s per day
= We don’t count that on disks — they just fail

= NVMe has better engineering & monitors/reports wear

silverviosl:/home/padmin $

# nvmemgr -M -1 nvme0
Critical Warning ..............

Available Spare (%) ...........

Data Units Read (1000 units of

#

# lsvg rootvg

VOLUME GROUP: rootvg
VG STATE: active
VG PERMISSION: read/write

Composite Temperature (Kelvin) .

Percentage of NVM subsystem life used ...
512 bytes) ....

8 NVMe Usability

brickviosl:/home/padmin $ lsdev | grep —-i nvme
hdisk0 Available NVMe 4K Flash Disk
nvme0 Available PCIe3 x4 NVMe Flash Adapter

VG IDENTIFIER:

PP SIZE:
TOTAL PPs:

........... 1928423

Data Units written (1000 units of 512 bytes) ............ 2141752
Host Read COMMANAS . .viiiiinnnnietiiiiiiinannnnaannnaas 14109948
Host Write Commands ............iiiiiiiniininnnnnnnnnnnnns 29866123
Number of Power CyCles ...ttt ininenininenenenens 30

Power ON HOUILS .ttt ittt it iiiiieeaanaaannan 1620
Unsafe Shutdowns ..........i.i.iiiiiiiiiiiiiiiinnnnnannnnans 10

Media and Data Integrity EXrors .......eenieninenenenennnn 0

Number of Error Information Log Entries ................. 54

00fb601£f0000163b6bdcOb7
1024 megabyte (s)
745 (762880 megabytes)
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& hime13: Acvanced System Menag

U8 hetpe/9237 5220w 5 = esh= ws k-

Copyright © 7002, 2018 TBM Corporation
| Al rights reserved |

DD} 2021-¢

Expand all menu

Welcome
all menus

Machine type-model: 9040-MR9

Serial number. 13601FX

Date: 2018-6-6

Time: 10°52:31 UTC

Service Processor: Primary (Location: U78D4 001 CSS149W-P1-C1)

Current hardware uptime: 0 Days 2 Hours 21 Minutes 37 Seconds
Current firmwara uptime: 0 Days 2 Hours 9 Minutes 24 Seconds
Currentusers
|User 0| Lacation

admin |10.255.128.1

User Status

User ID Status
dev Dasabled

[celogin |Enabled

|celopin1| Enabled
celopin| Disabled

130 52 27 ssrnprsty/ amaPresyea asevip-10.255.1 28 b &farm- 101

Power and Performance Mode Setup

Current Power Saver Mode : Enable Maximum Performance mode

Disable all modes
Enable Static Power Saver mode @
Enable Dynamic Performance mode @

7

® Enable Maximum Performance mode @

Note: Enabling any of the Power Saver modes will cause changes in the processor frequencies, changes in processor
utilization, changes in power consumption, and performance to vary. Other effects are possible as well. Please see the
EnergyScale "™ white paper for more information on power saving modes.

Continue | @
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POWER9 mode at 3,4 GHz + MTM+serial O
AIX 7200-02-02-1810
N4

o :

Moy

M Mo >

M M0 > e

Max Perf mode
at 3.9 GHz
Beta chips

u=16 mem=16384MB ent=2.00 Power=Dynamic-Performance

# Iparstat-E 1 3
System configuration: type=Shared mode=Uncapped smt=
Physical Processor Utilisation:

0.001 0.001 0.000 1.998 3.8GHz[111%] 0.001 0.001 0.000 1.998
0.000 0.001 0.000 1.999 3.8GHz[111%] 0.000 0.001 0.000 1.999
0.000 0.001 0.000 1.999 3.8GHz[111%] 0.000 0.001 0.000 1.999
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E980
during an explosion!
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PDF of todays slides & replay
from

http://tinyurl.com/PowerVUG

Going to share the PowerPoint
on the Power VUG website

http://tinyurl.com/AlXpert

I have ~250 slides including

~ 100 picture slides of the server
- Pictures are of a beta machine
- GA servers might differ slightly

+ More links to information
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