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Introductionto the IBM 1 Performance Data Investigator

Session Abstract

IBM Navigator for i has 'Performance’ tasks that include many traditional i
performance capabilities. It also has the ability to manage your
performance data collections. The most exciting feature is the
'Investigate Data' task, which provides the ability to graphically view
your i performance data through a browser interface; Collection
Services, Disk Watcher, Job Watcher, and Performance Explorer data
can all be 'investigated' through this interface.

This session will go through all the capabilities of the Performance
Data Investigator, including an overview of many exciting
enhancements that have been been added in the 7.2 and 7.3 releases.
You will learn how to look at your performance data through the
Performance Data Investigator, discover various IBM-supplied views of
your performance data, and how you can use the Performance Data
Investigator for performance reporting.

© 2016 IBM Corporation 2
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Why PDI?

» |[BM i does a fantastic job of collecting a lot of useful performance
metrics.

- Awnt.. ALOT... A LOT'

© 2016 I1BM Corporation
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Why PDI?

* You could write your own SQL over the database files \\
produced to get the data you need.....

= Or.....youcouldlet PDI do the hard work for you.....

FeLecT )
QSY.INTNUM,
QSY.CSDTETIM AS CSDTETIM,
MAX(PCTSYSCPU) AS PCTSYSCPU,
SUM(TIMEO1) * .000001 AS WBSECO1,
SUM(TIMEO2) * .000001 AS WBSECO02,
SUM(TIMEOS + TIMEO6 + TIMEO7 + TIMEOS + TIMEO9 + TIME10) * .000001 AS WB050607080910,
SUM(TIME11) * .000001 AS WBSEC11,
SUM(TIME14 + TIME15 + TIME1S + TIME32) * .000001 AS WB14151932,

SUM(TIME16 + TIME17) * .000001 AS WB1617,
SUM(TIME18) * .000001 AS WBSEC18,

100 AS PCT100,

DTETIM AS DTETIM,

DTECEN AS DTECEN

FROM

SELECT
DTECEN || DTETIM AS CSDTETIM,
DOUBLE(JWTMO01) AS TIMEO1,
2

© 2016 IBM Corporation
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Why PDI?

* You could pour through raw performance data reports to spot
problemareas.......

-Transaction- -CPU Util-- --High-- Pool Fault
Count Rsp Tot Int Bch i Dsk Unit Mch Usr ID
2595 .06 8 0022 59 02
2925 .04 0022 04
2447 .05 0022 04
0004 02
0004 02
0022 04
0021 02
[CRONORE 04
0020 02
0022 02
More. ..

2173 .06
2551 .06
2529 .05
3558 .05
2968 .06
4341 A
3378 .07
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= Or.....youcouldlet PDI give youclues.......

System Resources Health Indicators (7.2+)

PYVACRS RN

Intervals Distribution (Percent)

Q R I [ ® Al

CPU

Disk

Memory Pools | -

5250 OLTP Response Time -

Performance Metric

Database

Percentage of intervals w Percentage of intervals with values above Warning threshold

[l Percentage of intervals with values above Action threshold

© 2016 IBM Corporation
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Why PDI?

* You could busy yourselffiguring out complex data, putting it in
spreadsheets, creating your own charts, producing reports,
etc...(notto mention keeping up with new metrics!)
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Why PDI?
* You could simply choose to ignore performance data.....

s
(S

* Or, you could become a superstar and use PDI to proactively
monitor your system to ward off potential issues before they
Impact productivity...... :

© 2016 IBM Corporation
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Why PDI?

* |[ntegrated and free!
» EFasy to use

= Simplifies analysis

| PDI, do you?

© 2016 IBM Corporation
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Let’s get started using PDI........
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——
for Business

IBM Navigator for i

« IBM Navigator for i is the Web console for managing IBM i

— Has much of the function as System i Navigator
= but with a browser user interface

— Simply point your browser to hitp://systemname:2001

IBM. Navigator for i

© 2016 I1BM Corporation
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Updates to the Performance Data Investigator - PTFs

* Major enhancements have been made to Navigator for i and the
Performance Data Investigator
~ IBMi7.3!

O O O O

HTTP Server group PTF SF99722

Java group PTF SF99725

Database group PTF SF99703
Performance Tools group PTF SF99723

— For 7.2 - install the latest level of:

HTTP Server group PTF SF99713

Java group PTF SF99716

Database group PTF SF99702
Performance Tools group PTF SF99714

— For 7.1 - install the latest level of:

@)
@)

(©)

O
© 2016 IBM Corporation

HTTP Server group PTF SF99368

Java group PTF SF99572

Database group PTF SF99701
Performance Tools group PTF SF99145

become single source and
many functions are
supported on all releases

11
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Java 64-bit Requirement

 Admin2 server was updated to use JDK 64bit in the December 2015
DG1 group (HTTP server fori)

 Java SE 6 or 7 64-bit must be installed in order for Amin2 server to
function properly

* Product install requirements:

© 2016 IBM Corporation
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A\ Unsupported Web Browser
“ & IBM Navi for i I ion of Mozilla Fi Google Chrome, Apple Safari, ant
V Microso date to the st current version:

Apple Safar igher
B I OWS e r S upp O rt You may continue and use your unsupported Web browser, but it is not recommended.

[ Do not show this message again
« IBM Navigator for i supports the latest versions of the following browsers:

@ - Mozilla Firefox
€ - Google Chrome 25 or higher

@ for Google Chrome releases 44
and later with the

Power Systems

¢ — Support for Apple Safari & Microsoft Edge is new

Recommend most current versions

* Browser tips:
— Unexpected results could be browser related. Example problems are....
o Hung charts
o Empty tables
» Clear your browser cache after installing the PTFs
* Review your browser security settings
— For details see the following web page:

© 2016 IBM Corporation
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Tips for Best Performance for Navigator

(and the Performance tasks)

« Good system tuning practices are essential
- CPU

— Memory
— Disk

PDI makes extensive use of SQL to gather data for charts and tables
Navigator tasks run in the ADMINZ2 job in the QHTTPSVR subsystem
Ensure no bad DNS entries on the system

Use Application Runtime Expert to validate your environment

— Network health checker can be run from QShell:
/QIBM/ProdData/0S/0SGi/templates/bin/arevVerify.sh —network

Use the Web Performance Advisor to validate your Web Performance

© 2016 IBM Corporation 14
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Performance Tasks

« “Performance” is a major function in
Navigator

— Investigate Data

— Manage Collections

— And much more!

© 2016 IBM Corporation

B Performance

Investigate Data
Manage Collections

Configure Collection Services

Graph History
Bl All Tasks

=)

Active Jobs

Disk Status

Investigate Data Search
Investigate Data

Manage Collections
Performance Management for Power
Systems

System Status
Collections

Performance Data Reports
Collectors

Disk Watcher

Job Watcher
Collection Services
Graph History

Sizing
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Packaging: Performance Tools Licensed Program Product

= |BM i for Collection Services, Health Indicators, Monitors

and Graph History

» Performance Tools Licensed Program Product
« 5770PT1 for 7.1 and 7.2

« Performance Tools - Manager Feature
» Disk Watcher, Performance Explorer, Database, Batch Model

« Performance Tools - Job \Watcher

© 2016 IBM Corporation
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Packaging: Performance Tools Licensed Program Product

7.1

Investigate Data - Performance Data Investigator

Perspectives Selection —

uDisk Watcher

/ IBM Performance Tools —
r Dperformance Explorer Manager feature

ol L.JJOb Wattcher IBM Performance Tools —

i JHealth Indicators Job Watcher feature

collection Services \

i uDatabase

Included with the base

Collection operating system
Collection Library Collection Name
QPFRDATA ~ Most Recent

/]

IBM Performance Tools —
Manager feature
and latest PTFs

Display J _ Search J ~ Options J _ Close J

© 2016 I1BM Corporation 17
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Packaging: Performance Tools Licensed Program Product

7.2and 7.3

Investigate Data - Performance Data | Included with the base

Perspectives operating system

t JHealth Indicators /
| pay

F L—-'Monitor
F UCollection Services

B Upatabase IBM Performance Tools —
B d30b watcher Manager feature

_# uDisk Watcher

‘F Jperformance Explore/r,/

_F u Batch Model

\

IBM Performance Tools —
Job Watcher feature

© 2016 I1BM Corporation 18
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Prerequisites: Authorizing Users to PDI

« Users need to be authorized to use the Investigate Data and Manage
Collections performance tasks

* |Include users on the QOPMCCDATA and QPMCCFCN authorization
lists

— Can be done via GUI or green screen

Edit Authorization List

Object . . . . . . . : QPMCCDATA Owner . . . . . . . : QSYS
Library . . . . . : QSYS 39 Opmccfen.autl Permissions - Localhost

Type changes to current authorities, press 1 Object:
/QSYS.LIB/Qpmccfen.AUTL

Obj eCtl'— List Type: Owner: Primary group:
User Authority Mgt Authorization list Qsys (None)
gggguc :gigLUDE % Authorities view: Details ¥ | Go
FDIO1 *USE T ® | - Select Action ---~ |
PDIO2 *USE
PDIO3 *USE Select Name AUTL Management Use Change All Excdude Custom
PDI04 *USE ¥ & (Public [ ] |&
PDIOS *USE O 8 Qsys ' 7
PDIO6 *USE - N .
PDIO7 *USE Remove | Customize... |
PDIOS8 *USE 6] apa
PDIOY *USE '-.«Owner mPrlmarv Group @ Secured Objects

OK |  Cancel | Apply |
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Verify CollectionServicesis Active

» Collection Services is the foundation for many performance tasks
— Make sure Collection Services is active (it is started by default)

[F] Collectors Collection Services Status
Disk Watcher Status: Started AA
Job Watcher Library: QPFRDATA
[5] Collection Services Collection object: Q115000003 g
Active Collection Services Collections Collection profile: Standard plus protocol

Collection Services Collections

Started: Apr 28, 2016 12:00:03 AM
Collection Services Status .
Configure Collection Services Cycle time: 00:00:00
Cyc]e Collection Services DefaUIt collection interval: 00:05:00
Start Collection Services OK |

Stop Collection Services

© 2016 I1BM Corporation 20



()
| &

Power Systems

Prerequisites — Create Database Files During Collection

* PDI requires data in the Collection Services DB2 files

— The default is to create the database files during performance data
collection

— If you have turned this off, you will not be able to view performance data
with PDI until the data is created in the files

— Recommendedto leave this setting at the default

General Library: lepFrDATA
Data to Collect Default collection interval: @ 15 ~ seconds 1
Data Retention Cycling
C d . t f . System Monitor Categories Cycle every day at: |12:00 AM  Example: 12:30 PM
ommanda interrace: Cycle every: ~a | hours

System options

The “Create Database files” option for the MR ULl
performance CO"eCtlon Should be *YES ¥l Create database files during collection

¥l Create performance summary data when collection is cycled
CFGPFRCOL command -CRTDBF (*YES) Send PM Agent data to IBM

© 2016 IBM Corporation 21
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Investigate Data
[E Performance Welcome 3 | Dashboard 3 Investigate Data ¢
B Investigate Data
¥ Investigate Data Search Perspectives Selection
Health Indicators
= # C]Health Indicators
Monitor # ﬁMonitor
Collection Services ®- Ecollection Services
Database # Opatabase
Job Watcher t globw—atcha
Disk Watcher i
Perf Exp] GPerformance Explorer
+] Performance Explorer
P i‘ E]Batch Model
Batch Model
Collection
Collection Libra Collection Name
QPFRDATA rb Most Recent

. Display | | Search | | Save as Favorite | | Options | | Close |

© 2016 IBM Corporation 22
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Investigate Data - Perfcirmance Data

|Perspectives

JHeaIth Indicators \
JMonitor

JCoIIection Services

JData base

;]Job Watcher

;]Disk Watcher

_]Performance Explorer

Perspectives are a logical
grouping of similar or related
views that benefit from being
rendered side-by-side for
reference or context.

\\

Content Package is a set
of perspectives that share a
commonality (major theme)

\L;]Batch Model /

© 2016 IBM Corporation
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Investigate Data — Select Collection

Investigate Data - Performance Data Jkdalasils Selection
Name
Perspectives E GM CPU Utilization and Waits Overview

DMonitor
= Description
‘A collection Services

) Py This chart shows CPU utilization and some categories of the
I l . CPU Utilization and Waits Overview i i i ibuting i
Hea Ith IndlcatOI’S . n;mre interesting waits for al_l contnbutmg jobs and tasks ov-er
CPU Utilization by Thread or Task time for the selected collections. Use this chart to select a time
| ' lM t ® ¢ ocource Utilization Overview frame for further detailed investigation.
onitor B1ob statistics Overvievs View List
[ ) . Bwaits CPU Utilization and Waits Overview
I collection Services Blepy
Bpisk

JIDatabase

Dph',:sical Disk I/O
DSynchronous Disk I/O

uJob Watcher Elmemory

Spisk watcher Olpage Faults

DLoqical Database I/O
Blvirtual 170

L]Performance Explorer

L-]Communications

DSZSO Display Transactions

uBatch Model

@ Physical System

Biava
. mTimeline
The Collection boxes Blworkload Group

DCollection Services Database Files

allow you to specify which A
COIIeCtion you Want to mJob Watcher

mDisk Watcher

WO rk With . [:]Performance Explorer

mBatch Model

DCustom Perspectives - PDITESTO

Only collections valid for Collection
Collection Library Collection Name
the type of chart you QPFRDATA = Most Recent .

SeleCt Wi" be displayed . | Display | | Search | | Save as Favorite | | Options | | Close |

N
e
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Selecting a Collection

« Collections have the date and time to help you identify the one you are

interested in
 Note Q* and R* collections

— R* collections were added in 7.2
o System monitor data

© 2016 IBM Corporation

)',_-..-.I—\..T nnnnnn oo o

IS
il Most Recent o

| Q117000006 (*CSFILE) - Apr 27, 2014 12:00:07 AM
R117000006 (*CSFILE) - Apr 27, 2014 12:00:07 AM
Q116000006 (*CSFILE) - Apr 26, 2014 12:00:06 AM
e R116000006 (*CSFILE) - Apr 26, 2014 12:00:06 AM
| Q115000005 (*CSFILE) - Apr 25, 2014 12:00:05 AM
< R115000005 (*CSFILE) - Apr 25, 2014 12:00:05 AM
0! Q114000006 (*CSFILE) - Apr 24, 2014 12:00:06 AM
R114000006 (*CSFILE) - Apr 24, 2014 12:00:06 AM
Q113000006 (*CSFILE) - Apr 23, 2014 12:00:06 AM
>l R113000006 (*CSFILE) - Apr 23, 2014 12:00:06 AM
. Q112000006 (*CSFILE) - Apr 22, 2014 12:00:06 AM
= R112000006 (*CSFILE) - Apr 22, 2014 12:00:06 AM
Q111000005 (*CSFILE) - Apr 21, 2014 12:00:05 AM
R111000005 (*CSFILE) - Apr 21, 2014 12:00:05 AM
= Q110000005 (*CSFILE) - Apr 20, 2014 12:00:05 AM
r< Q109000006 (*CSFILE) - Apr 19, 2014 12:00:06 AM
Q108000004 (*CSFILE) - Apr 18, 2014 12:00:05 AM
Q107215508 (*CSFILE) - Apr 17, 2014 9:55:08 PM
Q107000006 (*CSFILE) - Apr 17, 2014 12:00:06 AM

|ll

m

Most Recent

25




Investigate Data - Performance Data Investigator

@ Perspectives

Power Systems

Suggested Starting Points Oltealth ndicators
. . mMonitor
—

‘Acollection Services

Perspectives Selection

Blhealth Indicat Name ® Cpy utilization and Waits Overview

€a naicators -1 . .

CPU Utilization and Waits Ovel . .
EMonitor ® Cpy utilization by Thread or Task
Description o R I -
esource Utilization Overview

aCOIIeCtlon Sewlces This chart shows CPU utilizatiCu I OV O \.\-Bml\-ﬂ A2l A R A R R A S LA AN Wy R N AN ) IB VY UIILD 1w o wun

‘ CPU Utilization and Waits Overview contributing jobs and tasks over time for the selected collections. Use this chart to select a time

‘ CPU Utilization by Thread or Task frame for further detailed investigation.

Investigate Data - Performance Data Investigator

Perspectives Selection
& ' Name
Health Indicators CPU Utilization by Thread or Task
mMonitor - .-
a Description
& Collection Services Charts that show CPU usage by thread or task and ranked by the largest contributors. Use this
® Cpy utilization and Waits Overview chart to select contributors for further detailed investigation.
* L
n .
A CPU Utilization by Thread or Task View List
Investigate Data - Performance Data Investigator [4
Perspectives Selection
[3 Name
Health Indicators Resource Utilization Overview
[:]Monitor .
a Description
SCollection Services Charts that show utilizations and rates for some of the more common collection metrics on an
® (py utilization and Waits Overview interval by interval basis. Use this information to find and compare relationships and select a time
® Dy Utilization by Thread or Task frame for more detailed investigation.
® Resource Utilization Overview View List
Q Job Statistics Overviews Resource Utilization Percentages

E] ) Resource Utilization Rates
Waits
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CPU Utilizationand Waits Overview

CPU Utilization and Waits Overview

Perspective Edit ] view [#] History

Collection
Name(s): CS2282239ND

Library: COMMON

Type: Collection Services File Based Collection

File level: 28

System
Name:

Time
Start: Feb 28, 2008 12:00:02 AM
Feb 29, 2008 12:00:00 AM

RCHASTND

End: Release: VER1MO

--- Select Action --- ¥ | ‘

CPU Utilization and Waits Overview
60,000: 100
50,000 3 .
] ] ~80
] 1 Q
= }0,000 : c
E : ' 60| 2
030,000—5 : g-
£ : ¥ ) F40 |3
= po,000 3 " A
B 3 Vs ’, : P
. A v'+’<\ - 'l =
(1540 s 0L % X = ol 2
19919 I L 11 e
S HHHH R R R R R e e -20
1°°°°‘ R PR R R R R G nni‘*lﬁ i ol X
FUOEOaae R R RN NN S ez e o B ¥l DD s s s]sjslafif x
] g;""‘!!!_!;-_n,zwmuius_s_s;s-;',-'i g : "
. N B i!ssssilihﬂizﬂmii T aismmi I ,
12215AM 2:15AM 415AM  6:15AM  815AM 10:15AM 12:15PM 2:15PM 415PM 6:15PM  8:15PM 10:15 PM
Date - Time
=l Dispatched CPU Time B CFU Queuing Time BRI Disk Time
Journaling Time Qperating System Contention Time [E] Lock Contention Time
E Ineligible Waits Time = Partition CPU Utilization
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CPU Utilizationby Thread or Task

Perspective »] egit 2l view ® History »]

Collection Time System
Name(s): CS228229ND Start: Feb 28, 2008 12:00:02 AM Name: RCHASTND
Library: COMMON End: Feb 29, 2008 12:00:00 AM Release: V6R1IMO

Type: Collection Services File Based Collection
File level: 48

CPU Utilization by Thread or Task - Top 50 Contributors

| --- Select Action == v |
CPU Utilization by Thread or Task - Top 50 Contributors

CPU Utilization (Percent)
Q 1 & (3 ® A0 AV AN AS AD
||||||]|||||||||||||||||||||||||ll||||lll||||ll|||]|||||||| ||||||| ||||l
RMNODHASKMOVER AVARARANAN AV AV AV A A AN AT AV ANANACANAV AV AVAVAVAVAVAVATANACACAVAVAVAVAVAVAVAVAVAVAVACAVAVAVAVAVAVAVAVAVAVAVAVAVAVAVAVANA AVAVAVE TAVAVAY) FAVAVAVAYY
I'TTTYTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTYTTTTTYTTTTTTTTTTTTTTTTT"YTTTTTTT\
JUVVUUUVUUVUUUVUVUUUUUVUVUUUUVVUUUUUVVUUVUVVUUUUUVUUUVUUUUUUU UV UL LU
= Y Y A A Y Y Y Y A Y Y A Y Y A aaaaananaaaaannananannng
QRWTSRVR/QUSER/351073 - 00000005 4 A A A A A A A A A A A A A A A A A A A A A A A A A AR A A A A AN A AR AN

QJVACMDSRV/TPOIRIER/351425 - 0000006E

QPOZSYSC/QCPMGTDIR/351069 - 00000003

Thread or Task

QPOZSYSC/QCPMGTDIR/351055 - 00000002

QPO ZSYSC/ Qc PMGTD'R/ 34 660 1 = ooo oo 0 08 llllllllllll!lllllllllllllllll!lllll!!llll!llllll!llllll'
[y CPU Utilization

© 2016 I1BM Corporation 28
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Resource Utilization Overview |Summary for general overall health:
— =  CPU Utilization

Perspective [»] Edit 2] view 2] History ) u D iS k U ti I izatio n

Collection Time System .
Name(s): CS228229ND Start: Feb 28, 2008 12:00:02 AM  Name: RCHASTND | D |S k B u Sy
Library: COMMON End: Feb 29, 2008 12:00:00 AM Release: VE6R1MO

Type: Collection Services File Based Collection u 52 5 O Tra n S a Ctlo n S

File level: 28

Resource Utilization Percentages u I/OS pe r S e CO n d
--- Select Action --- ¥ |

e = Page Faults

el E

100
80+
=)
=
b
S 60
&
g Resource Utilization Rates
F=]
© 40 --- Select Action --- ¥
g | Resource Utilization Rates
204 16,000
| /V\ 14,000 -
0 T T T T T T T T 'g |
1215AM  2:15AM  4:15AM  615AM  815A S 12,000
g .
— Percent Disk Busy Disk 5 10,000 -
o .
. g
= 8,000
z <4
=
2 6,000
=
& \
Z 4,000
>

z,ooo; | N
ol i

T T T T T T T T T T T T T T T T
12215AM 2:15AM  415AM  6:15AM  815AM  10:15AM 1215PM 2:15PM  415PM

T 1

T T T
6:15 PM 8:15PM 10:15PM

Date - Time
—— Total Physical Disk IfOs Per Second ——Total Logical Database 1/0s Per Second Total 5250 Display Transactions Per Second

© 2016 IBM Corporation — Total Page Faults Per Second
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View Collectionand System Details

Toggle on/off the detailed information regarding the collection or the
system from which the collection originated

Perspective [2] Edit ] View R|E
pective (] Edit Bl View bl 7 Show Context
Collection Show System Information

Mo~ CCH209%2ann Chemrd,. C

CPU Utilization and Waits Overview

Perspective 2] Edit 2] view 2] History ®]

—

Collection Time System
ShOW/h |de Name(s): Q234000002 Start: Aug 22, 2013 12:00:02 AM  Name: ETC3T1
C t t "< Library: = QPFRDATA End: Ongoing Release: V7R1MO
ontex Type: Collection Services File Based Collection

N— File level: 36
( System Information

Name: ETC3T1 Total Processors: Not Available Interactive Threshold: 100%
. Release: V7R1IMO  Processors / Cores Active: 4 System ASP Capacity 88.89 GB
ShOW/h Ide Type: 7998 Available Processors: Not Available Hypervisor Memory: 1,152 MB
System < Model: 61X Virtual Processors: 1 Primary Partition: 0
I fO rmat|0n Serial Number: 10-065FA Installed Processor Count: 4 Partition ID: 21
n Processor Feature Code: 52BE Processor Units (allocated to partition): 0.5 Partition Count: 3
Processor Feature: 8400 Processor Sharing/Capped: Yes / No Partition Memory: 8 GB
\ Generated On: ETC3T1

Provides quick access to system information from Collection Services
QAPMCONF file for the Collection being viewed
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This one 1s a large partition on a big Power box

CPU Utilization and Waits Overview

Perspective 2] Edit 2] view ®] History #]

Collection Time System
Name(s): Q116130121 Start: Apr 26, 2014 1:01:21 PM Name: LP8!
Library: QPFRDATA End: Ongoing Release: V7R2MO
Type: Collection Services File Based Collection

File level: 42

System Information

Name: LP8! Total Processors: 256 Interactive Threshold: 100%
Release: V7R2MO  Processors / Cores Active: 128 System ASP Capacity

Type: 9119 Available Processors: 128 Hypervisor Memory: 63,744 MB
Model: FHB Virtual Processors: 32 Primary Partition: 0

Serial Number: 02-88C55 Installed Processor Count: 128 Partition ID: 89
Processor Feature Code: 4700 Processor Units (allocated to partition)y 32 Partition Count: 109
Processor Feature: 4700 Processor Sharing/Capped: Yes / No Partition Memory:
Generated On: LP8__ . _7| QPFRAD] System Value: 0

QPFRADJ System Value setting is new in 7.2

© 2016 I1BM Corporation
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Navigation History

= Keeps track of where you have visited, easy to “back-track”
» Quick way to get back to “Home” (main navigation tree)

Waits by Pool

perpectue Bl a8 vin & it 2

Collection Waits Overview
Name(s): Q058000002 Waits for One Job or Task :02 £
Library: ~ QPFRDATA Waits by Job or Task
Type: Collection Services File Base Disk Waits Overview
File level: 36 CPU Utilization and Waits Overview

© 2016 IBM Corporation
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Tools to Interact with the Charts

Select Show Tooltips Zoom out

Pan Zoom Region

© 2016 I1BM Corporation

Reset Zoom
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Selection

Select data points

CPU Utilization and Waits Overview
Perspective 2] Edit ] View 2] History 2]

Collection Time System

Name(s): CS228229ND Start: Feb 28, 2008 12:00:02 AM Name: ~ RCOHARTNN

Library: COMM.0N2 o | End: Feb 29,2008 1200.00AM  Release: VER1MO QFutu re d r|"-d owns
| will respect

- ‘ - Select Action — ¥ ‘ D>
CPU Utilization and Waits Overview ti m efra m e S e Ie Cted
100
] %
50,000 - ;:.
: K3 80
K
).c
«
] ’:;. I
40,000 6 S
c
o 60
2 g
= =
o 4 N
% 30,000 =
& 30, E L =1
@ 1 =
E 2
= 40 3
: ]
20,000 <
1 -20
10,000
] [ x4 (
@ b ] ALLLEY F
- [ ) X
b &lo E ~ 1 %3
e TH R Y | ,
12:15 AM 2:15 AM 4:15 AM 6:15 AM 8:15 AM 2:15 PM 4194 PM 6:15 PM 8:15 PM
( Eﬂ Dispatched CPU Time E CPU Queuing Time Disk Time Journaling Time || Operating Systemn Contention Time
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CPU Utilization and Waits Overview

Pan

ight or left, up or down

19

ift chartr

Sh

View 2] History

Perspective 2] Edit 2]

System

Time

Collection

Name:

Start: Feb 28, 2008 12:00:02 AM
End: Feb 29, 2008 12:00:00 AM

Name(s): CS228229ND

Release: V6R1MO

COMMON2

Library:

Collection Services File Based Collection

Type:

‘ | -—Select Action — ¥ | ‘

CPU Utilization and Waits Overview

100

4:15 PM

. Anooonoooork YO0

2:15 PM

12:15 PM

a|m|u|u)u|u| | AP
wialafafarals AAY

4:15 AM 6:15 AM 8:15 AM 10:15 AM

2:15 AM

Date - Time

s TN
T

60,000

50,000 -

40,000 4

12:15 AM

_
=

=

=

S

n

20,000 -
10,000 -

(Spu0la awiy
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Tool Tips H See metric details for an interval

CPU Utilization and Waits Overview s?2-0

Perspective =l Edit »I View 2l History

Collection Time System
Name(s): CS228229ND Start: Feb 28,2008 12:00:02 AM  Name:
Library: COMMON2 End: Feb 29,2008 12:00:00 AM Release: V6R1IMO

Type: Collection Services File Based Collection

\ --- Select Action --- \
CPU Utilization and Waits Overview

100
Ml Operating System Contention Time: 31,360.91 Seconds I
| [Interval Number: 20
B - 80
B | r\
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o
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in on a range of data

ion - Zoom

CPU Utilization and Waits Overview

ZoomReg

s?2-=-0

Perspective 2l Edit I View 2l History

Collect

System

Time

2008 12:00:02 AM  Name:
Feb 29, 2008 12:00:00 AM  Release: V6R1MO

Start: Feb 28,

End:

Name(s): CS228229ND

COMMON2

Library:
Type:

Collection Services File Based Collection

--- Select Action ---

CPU Utilization and Waits Overview

B
CPU Utilization (Percent)
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Zoom Region Results
CPU Utilization and Waits Overview s2-0
Perspective I Edit »I View =l History
Collection Time System
Name(s): CS228229ND Start: Feb 28, 2008 12:00:02 AM  Name:
Library: COMMON2 End: Feb 29,2008 12:00:00 AM Release: V6R1MO
Type: Collection Services File Based Collection
\ --- Select Action ---
CPU Utilization and Waits Overview
a
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3 i a
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o 3 N
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E 3 40
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Zoom Out -

CPU Utilization and Waits Overview +2-0 Zoom OUt expands the graph
Perspective 2l Edit 2l View | History each time it iS CI icked
Collection Time System
Name(s): CS228229ND Start: Feb 28, 2008 12:00:02 AM  Name: RCHASTND

Library: COMMON2 End: Feb 29,2008 12:00:00 AM Release: V6R1IMO
Type: Collection Services File Based Collection
| --- Select Action ---

CPU Utilization and Waits Overview

CPU Utilization and Waits Overview

Perspective »l Edit 2 View ] History

Time Seconds)
w
o
°
(=]
o
Liss

20,000

10,000

[ pispatched CPU Time

CPU Queuing Time

Collection

Time System

XX

>
2

Name(s): CS228229ND

o
5o,
&

7 RIS
b

[
[

Start: Feb 28, 2008 12:00:02 AM  Name:

nuiino rnNw

Poteled

<
b

CPU Utilization and Waits Overview

:EI Library: COMMON2 End: Feb 29,2008 12:00:00 AM Release: V6R1MO
<

555 Type: Collection Services File Based Collection

2 | --- Select Action ---
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®

Drill-down

Fle

CPU

D

Time Seconds)

level: 28

--- Select Action --- w |

Waits Overview

Graph options for next
step in analysis

Seizes and Locks Waits Overview
Contention Waits Overview

Disk Waits Overview

Journal Waits Overview V
Classic JVM Waits Overview

CPU Utilization by Thread or Task
Resource Utilization Overview

CPU Health Indicators

Export
Modify SQL
Size next upgrade

Change Context

Other options to

work with data or

Show as table

Table Actions I

R [ ¢ ¢ m—

© 2016 IBM Corporation
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Image (*.png) |~

Export - *.png, *.jpeg, *.csv, *.txt e

Jpeg)
Comma Delimited (*.csv)
Tab Delimited (*.txt)

S B .

CPU Utilization and Waits Overview

Perspective 2] Edit 2] view ®] History ®] Title
. CPU Utilization and Waits Overview
‘ [ --- Select Action --- w ] ‘ | l
CcpPU Waits Overview Format
Seizes and Locks Waits Overview Image (*.png) v
Contention Waits Overview Data Range
Disk Waits Overview & Al data
Journal Waits Overview .
) ) ) @ Displayed data
Classic JVM Waits Overview
® - . Data Series
CPU Utilization by Thread or Task © User-defined range: - _ -
Dispatched CPU Time >
Resource Utilization Overview CPU Queuing Time -
a ] CPU Health Indicators Disk Time
= ' Journaling Time
g . _ Operating System Contention Time ~
S ] Modify sQL |
Q@ . First Record Number |1 l 1.2.3...28
Size next upgrade crees
@
- Change Context Last Record Number |2g | 1,2,3...28
= Show as table . ‘
. oK | | cancel |
Table Actions I

© 2016 IBM Corporation 42
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Modify SQL — customize the queries

CPU Utilization and Waits Overview

Perspective 2] Edit 2] view ®] History 2]

‘ | --- Select Action ---w | ‘ I
CPUL  \yaits Overview

Seizes and Locks Waits Overv QL Statement

Contention Waits Overview | Reset |
Disk Waits Overview ~
. . SELECT F
Journal Waits Overview QSY.INTNUM,
Classic JVM Waits Overview QSY.CSDTETIM AS CSDTETIM, E
- MAX(PCTSYSCPU) AS PCTSYSCPU,
CPU Utilization by Thread or T SUM(TIMEO1) * .000001 AS WBO1,

SUM(TIMEO2) * .000001 AS WB02,

Resource Utilization Overview SUM(TIMEOS + TIMEO6 + TIMEO7 + TIMEOS + TIMEO9 + TIME10) * .000001 AS WB050607080910,

~ 1  CPU Health Indicators SUM(TIME11) * .000001 AS WB11,
B | SUM(TIME14 + TIME15 + TIME19 + TIME32) * .000001 AS WB14151932,
= Export SUM(TIME16 + TIME17) * .000001 AS WB1617,
S - : SUM(TIME18) * .000001 AS WB18,
@ : 100 AS PCT100,
< Size next upgrade DTETIM AS DTETIM,
v DTECEN AS DTECEN
= Change Context FROM
= (
= Show as table SELECT
Table Actions DTECEN || DTETIM AS CSDTETIM,

DOUBLE(JWTMO1) AS TIMEO1, Y
DOUBLE(JWTMO02) AS TIMEO2,

Allow collection choice

. OK J | Cancel ]

© 2016 I1BM Corporation




( --- Select Action --- ¥
< -’
3 L CPU Utilization for Jobs or Tasks
POWG r SySte ms CPU Utilization by Thread or Task

CPU Utilization by Job or Task

Export

Modify SQL CPU Utilization (Percent)

Change Context . .

Show as table
Table Actions »
QBRMSYNC/QBRMS/338021
QRWTSRVR/QUSER/436569
QRWTSRVR/QUSER/436661
g QRWTSRVR/QUSER/436570
Z QZDASOINIT/QUSER/436740

o)

2

Details
Use the fields below to adjust your current context. These changes will only affecjfthis panel and any subsequent panel, not previous panels.
Variable
Variable
Variable | Description | Value | Requi AAANNAAAANAAAANNN
v Setl
P
MINDTECEN  Century Digit [ | No
MINDTETIM IntervalDate [ | No
And Time
RAXDIECEN CenturyPIiE I: CPU ptilization by Job or Task
MAXDTETIM L::gr;:::)ate ; l — T T ]
Collection PDIDEMO CPU Utilization by Job or Task
Library
Collection Q071123118 I =) =
Name
CPU Utilization (Percent)
it (Go Row QRWTSRVR/ QUSER/436699
ol e QRWTSRVR/QUSER/436569
QRWTSRVR/QUSER/436661
QRWTSRVR/QUSER/436570
QRWTSRVR/QUSER/436662

© 2016 I1BM Corporation 3

g QRWTSRVR/QUSER/436518
5 QRWTSRVR/QUSER/436551
S QRWTSRVR/QUSER/436492
“ QRWTSRVR/QUSER/436658
QRWTSRVR/QUSER/436698
QRWTSRVR/QUSER/436672
QRWTSRVR/QUSER/436487
QRWTSRVR/QUSER/436657
QRWTSRVR/QUSER/436666

CPU Utilization
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Perspective - Save As

CPU Utilization by Job or Task

Perspective ®]

CPU Utilizat

When a table or chart is modified, you can
save that table or chart for your own
custom perspective using “Save As...”

© 2016 I1BM Corporation

Saving a custom perspective
Original Location
Collection Services > CPU > CPU Utilization by Job or Task

Save Location
Perspectives Selection

b— — Name
ﬂCustom Perspectives - DMMAY

L [Empty

Custom Perspectives - DMMAY
Description

Perspectives that have been saved by the user.

Perspective
*Name: CPU Utilization by Job or Task - QRWTSRVR

Description: |Thjs chart shows CPU usage by job or task and ranked by the largest
contributors, limited to mmjobd. Use this chart to select contributors for
further detailed investigation.

Locked

\ SaveJ Cancel J




Power Systems@
Perspective - Save As

CPU Utilization by Job or Task q
Perspective ] Edit ®] view 2] History ] = (-

Save Complete
n This perspective was saved successfully.

URL to saved perspective:
https://isz1lp13.rch.stglabs.ibm.com:2005/ibm/action/launch?pagelD=com.ibm.i50S.webnav.navigationElement.WebnavBasePortlet&system=localhost&

Close Message

Investigate Data - Performance Data Investigator

Perspectives Selection
& Name
Performance Explorer Custom Perspectives - DMMAY

[:]Disk Watcher
[:]Job Watcher
[:]Collection Services
[:]Health Indicators

‘custom Perspectives - DMMAY
L ® cpy utilization by Job or Task - ORWTSRVR

Description
Perspectives that have been saved by the user.

Collection
Collection Library Collection Name
QPFRDATA ~ Most Recent v

| Display | | Search | | Options | | Close |

© 2016 1BV 46




| --- Select Action ---w |

, \ 4  Waits Overview

@ Seizes and Locks Waits Overview
Power SySte ms Contention Waits Overview

Disk Waits Overview

Journal Waits Overview
S how a.s Tab 1 e Classic JVM Waits Overview
CPU Utilization by Thread or Task
Resource Utilization Overview
CPU Health Indicators
Export
Modify SQL
Size next upgrade
Change Context

Table Actions

| 8 | 22 | 88 [ o o | o e

I

CPU Utilization and Waits Overview

Perspective [»] Edit ®] View [#] History »]
0O % 2 § & | - select Action —-w |
- CPU Operating
Select | Interval Number | Date - Time o [izstion [ DEDNCIGERY L (Gueing O | TS o e
(Seconds) (Seconds)
1 Feb 28, 2008 12:15:00 AM 41.65 2125.7 12.25 64.4 35.71 22.6 | *
2 Feb 28, 2008 12:30:00 AM 41.4 2110.42 12.16 10.72 34.68 3.62 ﬂ
3 Feb 28, 2008 12:45:00 AM 41.14 2096.73 12.38 5.32 35.3 3.5
4 Feb 28, 2008 1:00:00 AM 41.23 2104.27 11.71 5.67 s 3:29
S Feb 28, 2008 1:15:00 AM 52.99 2959.23 37598.2 1180.33 47.49 141.01
6 Feb 28, 2008 1:30:00 AM 64.62 3847.86 9061.6 217.47 32.11 113.34
7 Feb 28, 2008 1:45:00 AM 78.58 4853.43 11796.74 41.63 41.27 308.02
8 Feb 28, 2008 2:00:00 AM 84.22 5367.69 13984.72 23.12 52.58 35.85
9 Feb 28, 2008 2:15:00 AM 84.89 5469.88 14931.39 2163.59 69.93 3686.04
10 Feb 28, 2008 2:30:00 AM 84.07 5406.56 15063.64 697.16 72.47 399.18
11 Feb 28, 2008 2:45:00 AM 82.82 5272.46 13472.69 57.49 438.64 46.06
12 Feb 28, 2008 3:00:00 AM 70.36 4141.47 9068.85 20.63 1.19 22.3 il
< | m ] 3
Total: 96 Filtered: 96

© 2016 IBM Corporation 47
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Table Features

Select All

i *1’*

4

Deselect All

Show Filter Row

© 2016 IBM Corporation

o) (5] @
L\

Edit Sort

Clear All Sorts

Clear All Filters

48
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Filter

Show Filter Row

@ | § @ | |--- Select Action --- -
Select al Date - Time Partition Dispatched CPU Queuing Disk Time Journaling Operating
CPU CPU Time Time (Seconds) Time System
S 4 Utilization ~ (Seconds) ~ (Seconds) & ~ (Seconds) ~ |Contention
(Percent) Time
(Seconds)

Filter Filter Filter @ Filter Filter Filter Filter

W @ ¥ @ | |--- Select Action --- A

Select | Interval Date - Time Partition Dispatched CPU Queuing Disk Time Journaling Operating
Number CPU CPU Time Time (Seconds) Time System
2 4 Utilization ~ |(Seconds) (Seconds) ~ |(Seconds) ~ Contention
(Percent) Time
| | | , | (Seconds)
Filter Filter Filter Filter Filter Filter Filter

>

Condition
£ All numbers |
All numbers
Numbers less than
Numbers less than or equal to
Numbers greater than
~ Numbers greater than or equal to

A

A

Numbers equal to 5:00 AM 41.65 2125.7 12.25 64.4 35.71 22.6

Numbers not equal to

Numbers between 30:00 AM 41.4 2110.42 12.16 10.72 34.68 3.62

Numbers between and including 5:00 AM 41.14 2096.73 12.38 5.32 35.3

W 2U 10 15IVI LOrporation a4y

B
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Sort

~ |(Seconds)

& &7 2 |--- Select Action --- ~|
Select | Interval & - Time Partition CPU
Number Utilization
4 |(Percent)
First Sort
| Date - Time ~| |Ascending |
Second Sort
| ~| | Ascending -~
Third Sort

|Interval Number

~ Date - Time
Partition CPU Utilization (Percent)
Dispatched CPU Time (Seconds)
CPU Queuing Time (Seconds)
Disk Time (Seconds)
Journaling Time (Seconds)
Operating System Contention Time (Seconds)
Lock Contention Time (Seconds)
Ineligible Waits Time (Seconds)
100 Percent Utilization (Percent)
Interval Date And Time
Century Digit

© 2016 IBM Corporation

~| |Ascending |

41.65

41.4
41.14
41.23
52.99
64.62
78.58
84.22

Dispatched
CPU Time

2125.7
2110.42
2096.73
2104.27
2959.23
3847.86
4853.43
5367.69

CPU Queuing

Time

~ |(Seconds) &

12.25
12.16
12.38
1/l
3759.2
9061.6
11796.74
13984.72

Disk Time
(Seconds)

A

64.4
10.72
5.32
5.67
1180.33
217.47
41.63
23.12

Journaling Time

(Seconds)

Operatil

System

~ |Contenti

Time

|(Second:

35.71
34.68

S5t
85585
47.49
sl
41.27
52.58
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Columns...

| --- Select Action ---w |

Waits Overview Dis
{ Seizes and Locks Waits Overview Timu

Contention Waits Overview
Disk Waits Overview

Journal Waits Overview

O oo

CPU Utilization by Thread

Resource Utilization Ovenr

, Available columns Current columns
CPU Health Indicators v ,
Export [Empty] ~| | Add Before J Interval Number ~| | Remove J
: : Date - Time F
Modify SQL . e
. Bt ___Add After J Partition CPU Utilization
T e Dispatched CPU Time _|| | Moveup |
ST CPU Queuing Time [
Show as chart Disk Time | Move Down J
i | Journaling Time [ 3
Show find toolbar Operating System Contention Time
AT Lock {:ontent.ion Time
e —— v Ineligible Waits Time -

- OK | | Cancel | | Help |

© 2016 IBM Corporation 51
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Show find toolbar / Hide find toolbar

Searchthe table

CPU Utilization and Waits Overview

Perspective #] Edit ®] View #] History (]

Collection
Name(s): Q067000002
Library: QPFRDATA
Type: Collection Services File Based Collection

File level: 36

Time

Start: Mar 8, 2013 12:00:02 AM

End: Ongoing

System
Name:

Release: V7R1MO

Search for: Condition

Column:

Direction

| |
" Find |

Contains v

Match case

All columns

v Down «

e § @ | --- select Action ---w |
Partition CPU =
Select |Interval ~ | Date - Time 4 |utilization B | S T | LEE N
Number Time (Seconds) Time (
(Percent)
1 Mar 8, 2013 12:15:00 AM 0.13 32.95
2 Mar 8, 2013 12:30:00 AM 0.02 5.61

© 2016 I1BM Corporation

_-~ Select Action --- w

Waits Overview

Seizes and Locks Waits Overview
Contention Waits Overview

Disk Waits Overview

Journal Waits Overview

Classic JVM Waits Overview

CPU Utilization by Thread or Task
Resource Utilization Overview
CPU Health Indicators

Export

Modify SQL

Size next upgrade

Change Context

Show as chart

Col

Table Actions

=

Columns...

52
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Enhanced Table Support — Same Features, New Ul

Configure Options for Columns

Configure Options

Indicate which columns are visible:
==

Job Name
Detailed Status
Current User
Type

CPU %

Run Priority
Thread Connt

;<<<<<£ ”@*

1| oK ‘ | Cancel ‘

g for condition

Filter column data

Sort Columns

Current User 1« Type

X
Filter X
D
Match: all rules ~
B
B "N Rule 1
E Fq
r Cohamn Filter X
fd| Any Column
B .
. Match: all rules ~
71| Condition
b q -
L contains Current User starts with dmmay o~
- 3 d
: ; \llalue ‘CPU % is greater than 10 PAS
q
Qcpmgtdir D 1 Rule 3 ) 4
o : Column
Il '/Any Column v
f .
) Il Condition
fq[ contains v
[+] |
fd. uoyucuc Value
]
]
2 Alv CPU % Run 1 & I -
o.r ( Filter ’ Clear | Cancel 1
[NestedSort-CIicktosortAscending | R T wepriig e
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Modify SOL

SQL Statement

( Reset '

CPU Utilization and Waits Overview

SELECT
QSY.INTNUM, ; N it el vi el Hi N
oy DT AS CSDTETIM, Perspective ®] Edit 2] view ®] History 2]
MAX(PCTSYSCPU) AS PCTSYSCPU, _
SUM(TIMEO1) * .000001 AS WBO1, - ’ | --- Select Action --- » | ‘
SUM(TIMEO2) * .000001 AS WB02,

SUM(TIMEOS + TIMEO6 + TIMEQ7 + TIMEOS + TIMEO9 + TIME10) * .000001 AS WB05060708! CPU
SUM(TIME11) * .000001 AS WB11,

SUM(TIME14 + TIME15 + TIME19 + TIME32) * .000001 AS WB14151932,
SUM(TIME16 + TIME17) * .000001 AS WB1617,

SUM(TIME18) * .000001 AS WB18, Contention Waits Overview
100 AS PCT100,
DTETIM AS DTETIM,
DTECEN AS DTECEN

Waits Overview

Seizes and Locks Waits Overview

Disk Waits Overview

2

FROM Journal Waits Overview
( ] . . .
SELECT | Classic JVM Waits Overview
DTECEN || DTETIM AS CSDTETIM, | cpu utilization by Thread or Task
DOUBLE(JWTMO01) AS TIMEO1, ]
DOUBLE(JWTMO02) AS TIMEO2, Resource Utilization Overview
Allow collection choice 1 CPU Health Indicators

Export

ok ||| cancel |

Size next upgrade

Change Context

Time Geconds)

Show as table

Table Actions 3

© 2016 I1BM Corporation 54
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Size Next Upgrade
Send data directly to the IBM Workload Estimator

Takes the measured data from

Collection Services and inputs it to the Perspective ®] Edit B] view [8] History ]
IBM Workload Estimator (WLE)

| --- Select Action --- ¥ |

CPU U Waits Overview

F‘ Seizes and Locks Waits Overview

Intended for a one-time sizing activity

Contention Waits Overview

Disk Waits Overview
Journal Waits Overview
Classic JVM Waits Overview

CPU Utilization by Thread or Task

Resource Utilization Overview
CPU Health Indicators

Export

Modify SQL

Change Context

Time Seconds)

Show as table

Table Actions I
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B Performance

Search

Sea rch In:

. Package Name

./ Perspective

Type at least 3 non-empty
characters

Case Sensitive

Description |

4 View

' Whole Words Only

Metrics

SQL

B Investigate Data

Show Columns:

| Metrics

©osqQL

l “ Investigate Data Search l
Investigate Data Search

© 2016 I1BM Corporation

Package Name

.........................................

Collection Services

Collection Services

Monitor

: Perspective

Storage
Allocation/Deallocation by
Thread or Task

Storage
Allocation/Deallocation
Overview

Disk Storage Utilization
(Average)

Description

This chart shows allocation and deallocation
of the temporary and permanent storage,
net frames requested by thread or task. Use
this chart to select a thread or task for
viewing its storage statistics over time.

This chart shows allocation and deallocation
of the temporary and permanent storage for
all contributors over time for the selected
collections. Use this chart to select a time
frame for further detailed investigation.

Charts show the disk storage utilization
(average) metric of the performance data
monitored, as well as the metric breakdown
details by ASP.

View

Storage
Allocation/Deallocation by
Thread or Task Sorted by
Allocation

Storage
Allocation/Deallocation
Overview

Disk Storage Utilization
(Average)

56




Collection

‘@) Collection Library Collection Name
QPFRDATA ~ Most Recent v

Metrlc Pinder _ Display ! | Search Jll Options J | Refresh Perspectives J | Close ]

Power Systems

Investigate Data - Performance Data Investigator

Investigate Data - Performance Data Investigator

Metric Finder

Metric Metric Finder
Metric Name: Metric
Primary Affinity Domain ID Metric Name:

' SMAPP Evaluations Serviced

Pe SMAPP Index Build Time Estimations
SMT Hardware Threads: Perspective
SQL Cursor Count

SQL Cursor Reuse Select | Perspective
STRPFRMON Trace Type:

Samples Taken

SaveDocument URLs Received

Scaled CPU Microseconds

0 Scaled CPU Tme |
" Scaled CPU Time Microseconds

~— Scaled CPU Time Used

Q| scaled cpu utilization

1 Search String Commands

_Disl second Most Frequent Journal Entry Type

Secondary Affinity Domain ID

Secondary Control Unit

Secondary Line Description

Secondary Thread Flag

Secondary Thread Thresh (ms):

Scaled CPU Time

Collection Services --= CPU --> CPU Utilization Overview

Collection Services --> CPU --> CPU Utilization by Generic Job or Task
Collection Services --> CPU --> CPU Utilization by Job Current User Profile
Collection Services --= CPU --=> CPU Utilization by Job User Profile
Collection Services --> CPU --> CPU Utilization by Job or Task

Collection Services --= CPU --> CPU Utilization by Pool

Collection Services --= CPU --> CPU Utilization by Server Type

Collection Services --> CPU --> CPU Utilization by Subsystem

Collection Services --= CPU --> CPU Utilization by Thread or Task

OO0 O0|0|0|0(0(0|0O

Collection Services --> CPU Utilization by Thread or Task

Page 1 of 1 ‘ l Go ‘ Rows g Total:

Collection
Collection Library Collection Name
QPFRDATA ~ Most Recent v

| Display ] | List ] | Options ] | Refresh Perspectives ] . Close ]

© 2016 I1BM Corporation
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Collection
Options Collection Library  Collection Name
QPFRDATA v Most Recent v

( ]
_ Display | | Search | | Save as FavoriteIJ . Options | \ICIose J

Investigate Data - Performance Data Investigator

Options
| Use patterns Use patterns where applicable in charts.
Show charts Whenever possible, show charts instead of tables.
" Enable design mode Enable advanced features allowing design and development of new content.
" Show help Show help messages for many tasks.

Show SQL error messages Show SQL error messages to user.

| Set table size Rows: |15 Columns: |8 Specify the number of visible rows and columns shown for tables.
Default library Specify the default library that will be used when a collection is
© Use Collection Services configured library selected.
~ Use last visited library
~ Use library: |
System Monitor
| Show thresholds JShow thresholds in system monitor charts.
7.2 _OK | [ cancel |
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Options— Show SQL Error Messages

Modify SQL window will provide error message to help solve SQL errors.

Investigate Data - Performance Data Investigator

Options
~ Use patterns Use patterns where applicable in charts.
Show charts Whenever possible, show charts instead of tables.
~| Enable design mode Enable advanced features allowing design and development of new content.
| Show help Show help messages for many tasks.

[ Show SQL error messages Show SQL error messages to user. ]

— Set table Size ROWS: |15 Welcome X || Performance X | InvestizateData X

Default library
O Use Collection Services configu

Modify SQL ?-0

o ) The query you entered can not be understood by this application. Please correct and try again.
~ Use last visited library

(LRPOWELL) - SQLQuery.executeQuery() - Select String: SELECT QSY.CSDTETIM AS CSDTETIM, QSY.PARTCPUUTIL,

) Use library: QDK.PCTDSKFULL, QDK.PCTDSKBUSY, QSY.INTNUM, QSY.DTETIM AS DTETIM, QSY.DTECE AS DTECEN FROM ( SELECT
DTETIM, DTECEN AS DTECEN, INTNUM, DTECEN || DTETIM AS CSDTETIM, DOUBLE(SYSPTU)/DOUBLE(SYSCTA) * 100 AS
System Monitor PARTCPUUTIL FROM QTEMP.QPFRDATAQAPMSYSTEMQ146000002 QSY) QSY INNER JOIN ( SELECT CSDTETIM, CASE
WHEN SUM(DSCAP) <> 0 THEN (SUM(DSCAP - DSAVL) / SUM(DSCAP)) * 100 ELSE 0 END AS PCTDSKFULL,
| Show thresholds Show threshol AVG(PCTDSKBUSY) AS PCTDSKBUSY FROM ( SELECT QSY.DTECEN || QSY.DTETIM AS CSDTETIM, DOUBLE(MAX(DSCAP))

AS DSCAP, DOUBLE(MIN(DSAVL)) AS DSAVL, AVG(CASE WHEN DSSMPL <> 0 THEN DOUBLE(DSSMPL - DSNBSY) /
DOUBLE(DSSMPL) * 100 ELSE 0 END) AS PCTDSKBUSY FROM QTEMP.QPFRDATAQAPMSYSTEMQ146000002 QSY LEFT
OUTER JOIN QTEMP.QPFRDATAQAPMDISKQ146000002 QDS ON QSY.INTNUM = QDS.INTNUM WHERE ((DSASP = '1"))
GROUP BY QSY.DTETIM, QSY.DTECEN, DSARM, DMFLAG) A GROUP BY CSDTETIM) QDK ON QSY.CSDTETIM =
QDK.CSDTETIM ORDER BY CSDTETIM

[SQL0205] Column DTECE not in table QSY in *N.
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Design Mode

“Enable Design Mode” provides additional options to create and edit your own
charts and tables.

Investigate Data - Performance Data Investigator

Perspectives Selection

- Collection Services
JHealth Indicators

0 ) Description
Monitor ) ) o ) )
- Chart and table views over a variety of performance statistics from Collection Services
JCollection Services performance data.
a i
_ Datanass Default Perspective
3ob Watcher Resource Utilization Overview
[:lDisk Watcher
/| Locked \

DPerformance Explorer
UBatch Model
Sl custom Perspectives - PDITESTO |_Edit ) [_Advanced Edit ] _Delete )

| Move Up ) [ Move Down |

| New Folder... J | New Perspective... J

Collection )
Collection Library  Collection Name
QPFRDATA v  Most Recent -

_ Display | | Search | | Save as Favorite | | Options | | Refresh Perspectives | | Close |

http://ibmsystemsmag.blogs.com/i can/2011/08/customizing-a-perspective-in-pdi.html e




Power Systems@
Creating Custom Content Packages

e

View
*
Name l Name: |Dawn May
Description Type: ¢ Table @ Chart
Data Set
Drilldown
I OK | l Camel | mHealth Indicators
l:ICoIIectlon Services
E]Dawn May
Chart Properties

[ Transpose Axes
Data Series

[Empty] Add

Investigate Data
Perspectives Selection
Threshold =
resnho’cs Gpawn May
@Disk Watcher
[Empty] @performance Explorer
@Job Watcher
OCollection Services
@Health Indicators
OTech Sales2
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Advanced Edit — Edit the markup language directly

Edit PML

Performance Markup Language (PML) Text:

label="Testing" locked="false">

Perspectives Selection e e o
<chartProperties transposeAxes="false">
= Name <dataSeries chartType="line" renderMode="clustered" >
SDawn May <domain>
DL ® Testing Testing <field value="INTNUM"/>
E]E;:o\r?/:atﬁzerxplorer Description </d°main>
@Job Watcher <range>
SiCollaction Services Test <field backgroundColor="RANDOM" color="RANDOM"
(@Health Indicators I~ Locked pattern="RANDOM" value="JBLWT"/>
@Tech Sales2 New Folder... | New Perspective... /d</ ragge>
[Advanced Edit | PEEEY </dataS eries>
1= B Advanced Edit | BEETY </chartProperties>
Move Down | <dataSet>
<from>
<value>
<collection file="QAPMJOBOS"/>
</value>
</from>
<select>

<field value="
<field value=",
<field value=",

. <field value=")
© 2016 I1BM Corporation oz
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Design Mode - Edit View
CEditview |

Perspective ] Edit 2] view ®] History ®] View
Name: |cpuy Utilization and Waits Overview ‘

Collection T
Name(s): Q067000002 Type: @ Table @ Chart
Library:  QPFRDATA Daj:a Set 7
Type: Collection Services File Based Collection ‘MJ
File level: 36 Drilldown

aCollection Services

ﬂ * CPU Utilization and Waits Overview
* CPU Utilization by Thread or Task
Seizes and Locks Waits Overview ® Resource Utilization Overview

Contention Waits Overview Qjob Statistics Overviews

’ | --- Select Action --- | ‘

CPU Waits Overview

Disk Waits Overview Dwaits
Journal Waits Overview ® \hits Overview
Classic JVM Waits Overview ® Scizes and Locks Waits Overview
CPU Utilization by Thread or Task ® Contention Waits Overview
| Resource Utilization Overview ® pisk waits Overview
1 cPU Health Indicators ® 50urnal Waits Overview
@ ! ; ® (lassic JvM Waits Overview
§ port _D ® Al waits by Thread or Task
6 Modify SQL _D ® \aits by Job or Task
@ _D ® \aits by Generic Job or Task
§ S R _D ® \aits by Job User Profile
= Change Context _D ® \aits by Job Current User Profile
Show as table —D ® \aits by Pool
Table Actions _’_ _D ® \aits by Subsystem

1 -
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Design Mode - Edit View

Add Data Series

Domain: Date - Time ~| The domain is locked since this chart already has a domain specified.
Range: Available Selected
Interval Number Add >> | Select | Name | Color | Background Color | Pattern |

100 Percent Utilization ‘ None

Chart Properties
Transpose Axes Type: [Line (poly) E
) Breakdown: [None </
Data Series Tooltip fields:  None

( < |1 | Numb
[ Add.. ) I P

Partition CPU Utilization .. _ Sl |
I Edit... ] CPU Queuing Time v
)

o ! Delete ]
_ Move Up ]
_ Move Down ]
Thresholds —y R
[Empty] ~| | Add... Name | |
— Field E Lock Contention Time |
(ST f
«| | Delete | I
CurrentValue [ | seconds | Reset to Default Value I
| OK | Default Value [ | seconds | Update to Current Value |
| OK | | cancel |
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/‘ .\,\ " ® Disk Overview for System Disk Pool
Power Systems ® Disk Throughput Overview for Disk Pools

® Disk Overview by IOP Name

Examp].e use Of DeSign MOde ® Disk Overview by Adapter Name

® Disk Overview by Disk Pool

Add D ata Series : Disk Overview by Disk Unit
Disk Overview by Disk Path

® Disk Details by IOP Name

® Disk Details by Adapter Name

The Add Data Series option allows you to add § i Detas by Dise oo
Disk Details by Disk Unit
additional data to your graphs |~ ® Disk Deais by Disk Path

® Disk Overview for IOPs
* Disk Overview for Adapters

® Disk Overview for Disk Pools
® Disk Overview for Disk Units
® Disk Overview for Disk Paths
® Disk Details for IOPs
® Disk Details for Adapters
. ® Disk Details for Disk Pools
Combine the and ® Disk Details for Disk Units

— ® Disk Details for Disk Paths

metrics on one chart -

Example use of Design Mode - Edit View:

Start with ...
Disk — Disk Overview for Disk Pools
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Disk Overview for Disk Pools gives us two charts
We want this in one chart...

Average Response Time

© 2016 I1BM Corporation

(| (—select Action — 5
Average Response Time
55
44
] Percent Disk Busy
w7 -
'E 3 f ‘ [ --- select Action --- 4] ‘
l Percent Disk Busy
w
: 50
1 3
: 40 -
0 T T T 3
12:45 PM 1:45 PM 2:45 PM 3:45 PM 4:4! 3
Date - Time 30 3
— Average Response Time (1) § 3
-
g ]
20
10
o - T T T T I I
12:45 PM 1:45 PM 2:45 PM 3:45 PM 4:45 PM 5:45 PM 6:45 PM
Date - Time
— Percent Disk Busy (1)
66




@

Power Systems

Select Edit View

from the Average Response Time chart's action drop-down

Average Response Time

--- Select Action ---
' Disk Overview by Disk Pool
Disk Overview by Disk Unit
Disk Details by Disk Pool
T Disk Details by Disk Unit
Disk Overview for Disk Units
Disk Details for Disk Pools
Disk Details for Disk Units
i jiew for System Disk Pool

Ave

4

N

Edit View

Export

. Modify SQL

7 Size next upgrade
Change Context
Show as table

illiseconds

Ny

Scroll down and find the “Data Series”
Box and take “Add...”

Chart Properties

© 2016 I1BM Corporation

[7] Transpose Axes

Data Series

Average Response Time | [CERE

| |
[ Delete |
| MovelUp |
| I

Move Down

67
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Select the new Range “Percent Disk Busy”, then click on “Add”

Add Data Series
Domain: Interval Date And Time +  The domain is locked since this chart already has a domain specified.
Range:  Available Selected Select Random for
Interval Number | Select | Name | Color | Backg
0 the pattern, use a bar

Drive Capgcity . move << None
Percent Disk Capacity Full ‘ Type g ra p h , a nd tu rn 0 n

Percent Disk Busy

>

Reads Per Second v . @ .
- Toolstips for “Percent Disk
Type: [ Line (poly) Q B .
Breakdown: | Disk Pool Identifier + u Sy
Tooltip e None
fields: _—
(O |Interval Number m
Interval Date And Time I
Add Data Series ‘A d 4=
Domain: Interval Date And Time +  The domain is locked since this chart already has a domain specified.
OK  Range: Available Selected
Interval Number [ Add >> @
—— Drive Capacity m [ --- Select Action --- Q
Percent Disk Capacity Full |_Remove << |
Reads Per Second < Select | Name | Color | Background Color | pattern 1
Writes Per Second v 4| Percent [ Use entry from below '+] [ Random @om E
Disk |498366 ‘ I I E—
Busy
Type: Bar (clustered) ¥
Breakdown: Disk Pool Identifier =+
Tooltip O None
fields:

Drive Capacity
Percent Disk Capacity Full

o

Onse

@ Percent Disk Busy

er-- .
Lok ]

<« vl

© 201




Information
The data series has been added.

View

Close Message

Name: |Average Response Time and Percent Disk Busy

Type:

Modify the View title and click OK

You now have the customized chart

@c Average Response Time and Percent Disk Busy

© 2016 I1BM Corporation

- ‘ [ --- Select Action ---

Ch

Average Response Time and Percent Disk Busy

— Average Response Time (1)

: 50
41 40
Lo == 5
= 3 5 ] b :‘30 -
=) ] _—— — N ”m
i [E =EEEE o
FEEEEEEEEEEEEEE e |
0 — : 0
12:45 PM 1:45 PM 2145 PM 3:45 PM 4:45 PM 5:45 PM 6:45 PM
Date - Time

B rPercent Disk Busy (1)

(o2}
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Custom Content Packages— PML Location

« Custom content packages are stored in the following directory:

\QIBM\UserData\OS400\Navigator\config\PML\CCP

Investigate Data

Perspectives Selection

s | Name

- 3Dawn May

L ®Testing Testing
- @Disk Watcher

- OPerformance Explorer
@Job Watcher
ACollection Services Test

- CHealth Indicators [~ Locked
- OTech Sales2

Description

New Folder... | | New Perspective... I

Edit Delete

Move Up | | Move Down |

© 2016 IBM Corporation
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Additional Content Packages

Investigate Data - Performance Data |

— Health Indicators Perspectives

_ ?:;avt\);f:her ‘ jHeaIth Indicators

— Disk Watcher ‘[—:IMonitor ]

— Pertormance Explorer o :]Collection Services
.mDatabase

. Added in 7.2: B Oyob watcher

— Monitor - :]Disk Watcher

~ Bateh Model o :]Performance Explorer
F’LJBatch Model
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Health Indicators o
(ﬁ\ I

=—r
Investigate Data - Performance Data Investigator
Perspectives
0 Qealth Indicators System Resource Health Indicators
o Svstem Resources Health Tndicatars
_— . i System Resources Health Indicators
M Perspective I Edit &I View I History 2
. Disk Health Indica! collection Time System
o ‘ Memom Pools He  Name(s): CS228229ND Start: Feb 28, 2008 12:00:02 AM  Name:
- ‘ Library: COMMON End: Feb 29,2008 12:00:00 AM Release: V6R1MO
Response Time He Type: Collection Services File Based Collection
® Database Health I [ [ Select Action --- =I
System Resources Health Indicators
F——

Intervals Distribution (Percent)
N 10 Y © *° A
1

)

Database Health &

Indicators were
introducedin 7.2

Performance Metric

Memory Pools

5250 OLTP Response Time

. Percentage of intervals with values under defined thresholds . Percentage of intervals with values abowve Warning threshald
. Percentage of intervals with values abowve Action threshold

© 2016 I1BM Corporation
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CPU Health Indicators

CPU Health Indicators

Perspective [2] Edit 2] View [2] History (2]
Collection Time System

Name(s): CS228229ND Start: Feb 28, 2008 12:00:02 AM Name: RCHASTND
Library:  COMMON End: Feb 29, 2008 12:00:00 AM Release: V6R1MO

Type: Collection Services File Based Collection

--- Select Action --- | |
--- Select Action --- h_

System Resources Health Indicators
CPU Utilization and Walts Overview
CPU Utilization Overview
Interactive Capacity CPU Utilization
g:ﬂ’: Health Indicators Intervals Distribution (Percent)
po
Modify SQL 1° o0 ° ®

Size next upgrade A | : | : | ; |
Change Context

Jobs CPU Queuing Percent

CPU Performance Metric

Interactive CPU Utilization

‘ . Percentage of intervals with values under defined thresholds  © Percentage of intervals with values abowve Warning threshold

| Done | | Options | | Save As... |

© 2016 1owrosTpoTaTE™
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TITWL AUV

| |

CPU Health Indicators
Disk Health Indicators

Define Health Indicators

Important to evaluate shipped threshold values with specific business

environment and goals

Define Health Indicators 77 =0

Memory Pools Health Indicators

Response Time Health Indicators

Define Health Indicators:
Edit View

System Resources Health Indicators

CPU

Disk

Available Indicators

[Empty]

Selected Indicators

Interactive CPU Utilization

Jobs CPU Queuing Percent

Current Threshold Values

Warig

Partition CPU Utilization

Action

Memory Pools

5250 OLTP Response Time

Define Health Indicators did =

System Resources Health Indicators

[Empty]

Memory Pools

5250 OLTP Response Time

Available Indicators

Selected Indicators

Average Disk Percent Busy
Average Disk Space Percent Used

Average Disk Response Time

Warning
Action

Current Threshold Values

Define Health Indicators s7=0

System Resources Health Indicators

CPU

Disk

Memory Pools

5250 OLTP Response Time

© 2016 I1BM Corporawon

Available Indicators

[Empty]

Remove <<

Selected Indicators

Current Threshold Values

Page Faults Pending Per Second
Page Faults Per Second
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Display Charts in Separate Window

* |t's useful to compare two graphs side-by-side

TPl M | ) Precace.. vading... < | {3203 M.~ | i ETGTL-BMN.. | l{ https/...umPeZVD]X |

€ a https://etc3tl.rchland.ibm.com:2005/ibm/console/contentTabPanel.jsp?panel . c E- Google »p

Investigate Data ¢

D¢

Welcome X | Investigate Data | — Select Action -—v |

Cloze h CPU Utilization and Waits Overview

CPU Utilization and Wz

Move to new window
Perspective 2] Edit Reload tab

Collection Close other tabs
Name(s): Q1230C ]
' Closze all tabs 250
Library: QPFRDA- i)
£ 200
o
71
v 150 4
E
'—

12205 AM  12:35 AM  1:05 AM 1:35 AM 2:05 AM 2:35 AM 3:05 AM
Date - Time

Dispatched CPU Time CPU Queuing Time

<
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‘Two Diff tChartst ‘Two Diff tD
e ; —— ; ~' @ Mozilla Firefox: 1M Edition T —— el
i iLp83 M Navi... = |@ Problem loading page < IL L Z14: 3M Navig... l i ETC3T1 - IBM Navigat -
- | FEile Edit View History Bookmarks Tile Tools Help —->e -
https:// rchl .ibm. : /ibm/ le/l .do? = Y S e [ p=
6 @ https://etc3tl.rchland.ibm.com:2005/ibm/console/login.do?action=secure c ‘ ‘ Google J https://etc3tL rch...7ABUOM3ralumPe2vD| + - -
Target system: == ., . e . . - A o < . =
e . 3 . / 2 -
IBM® Navigator for i Welcome dmmay etcati.rchland.ibm.com (; il ) & https:;//etc3tl.rchland.ibm.com:2005/ibm/console/contentTabPanel jsp?panelTi c ‘ ‘ Google Pl ¥ A v
Welcome 3 Investigate Data ¢ Investigate Data X<
= ‘ = : < _ FeIspecuve & cuiL & VIEW &) FIsSwry =
CPU Utilization and Waits Overview o
) ) _ » Collection Time System
Perspective ] Edit 2] View 2] History I Name(s): Q123000002 Start: May 3, 2014 12:00:02 AMf| Name:  ETC3T1
Collection Time Library: QPFRDATA End: Ongoing Release: V7R1MO ]
Name(s): Q122000002 Start: May 2, 2014 12:00:02 AM | Type: Collection Services File Based CollectioM
Library:  QPFRDATA End: May 3, 2014 12:00:00 AM R File level: 36
Type: Collection Services File Based Collection =
) ‘ | --- Select Action ——v | ’
File level: 36

CPU Utilization and Waits Overview

| — select Action —v | |
CPU Utilization and Waits Overview

m

350

300

N
o
o

Time Seconds)
(=
(%))
(-]

eaaa Loy
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Graphing Multiple Collections

£ uegLdineu IIIVESngdLIUII.
0 ‘A collection Services

If your collection library has 5 or
fewer collections, an All option is
available to display all the
collections in one graph

It will take longer to display the
graph
— Multiple collections means
larger queries!

Hint: when the graph appears,
you need to use the “reset zoom”
tool to display all the data.

® Cpu utilization and Waits Overview
® py utilization by Thread or Task

. Resource Utilization Overview
—]Job Statistics Overviews

—waits

Qcpy

—pisk

Jphvsical Disk 1I/0
JSvnchronous Disk I/O

—]Memory
—]Page Faults

—]Loqical Database I/O
Jvirtual 1/0

—]Communications

ds250 Display Transactions

—]thsical System

_]Java
Timeline

fJWLkIOE Most Recent
Hcollecti

Q235000002 (*CSFILE) -

Aug 23, 2013 12:00:02 AM

= —]Database

Q236000002 (*CSFILE) -
Q237000002 (*CSFILE) -
Q238000002 (*CSFILE) -
Collection Library | Q239000002 (*CSFILE) -

Aug 24, 2013 12:00:02 AM
Aug 25, 2013 12:00:02 AM
Aug 26, 2013 12:00:02 AM
Aug 27, 2013 12:00:02 AM

Most Recent lL]

Collection

PERFDATA ¥
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Graphing Multiple Collections

This example shows five days of (uninteresting) Collection Services data
— Do you know what ran each day at midnight?

' CPU utilization and Waits Overview

PRVECE N
160 30
140 :
| [ 25
120 - :
- L 20
= 100 - I
=
(=]
< 80- [ 15
)
< |
E 60- .
= | ~-10
40 -
20
0 SO .'. A l .l. l .l . ' l. . ' !'. l ll. l .l . ' 0
12:05 AM 4:05 PM 8:05 AM 12:05 AM 4:05 PM 8:05 AM 12:05 AM 4:05 PM
Date - Time

Dispatched CPU Time B3 CPU Queuing Time Disk Time

4

Quadiad uonezinn ndd
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A More Interesting Example

4 days of more interesting performance data
Observe the pattern...

CPU Utilization and Waits Overview

PRI

30,000 - Reset Zoom 80
] L 70
25,000 -
] 60 Q
20,000 - <
g ! | —50 g
[ — 7 —
(=] 7 N
¥ 15,000 4 |40 &
" 1 g
° ]
£ ] | -30 3
= 10,000 - | i =
3 & il e
5,000
- el ot 10
eal Il i 'l
1Y GIEAS 3 INES IR e 3 B 11 2
o 1]".\' SN Y ' e - N "- SN VAN -[\ 5 l \ Il ' ] ) ‘I L) ."':""l' ' 5y '\ r ] 0
7:15 AM  3:15 PM 11:15PM 7:15AM 3:15PM 11:15PM 7:15 AM 3:15 PM 11:15 PM 7:15 AM 3:15 PM 11:15 PM

Date - Time
Dispatched CPU Time CPU Queuing Time Disk Time
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Job Watcher

Investigate Data

Perspectives Selection

@Disk Watcher Job Watcher

3Job Watcher
® CPU Utilization and Waits Overview
® CPU Utilization by Thread or Task  DRescription
#® Resource Utilization Overview
BJob Statistics Overviews Chart and table views over a variety of performance statistics from Job Watcher performance
Awaits data.
Gcpu
@physical Disk 1/0
@Synchronous Disk 1/0 Default Perspective
@page Faults
OLogical Database 1/0 Resource Utilization Overview
(15250 Display Transactions
@Job Watcher Database Files

®- (O Collection Services
Collection

Collection Library Collection Name

COMMON ~| IDAWNIW2 (*JWFILE) i~|
Most Recent

' Display | Close | Al

JWOBJLOCKC (*IWFILE)
' DAWNJW229 (*JWFILE)
DAWNIW2 (*IWFILE
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Job Watcher - CPU Utilization and Waits Overview

Collection Time System
Name(s): DAWNIW2 Start: Mar 12, 2008 8:42:26 AM Name: |
Library: COMMON End: Mar 12, 2008 9:42:33 AM Release: V6R1MO
Type: Job Watcher File Based Collection
File level: 3

| --- Select Action --- v |

CPU Utilization and Waits Overview

<

© 2016 IBM Corporation
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300 -
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pimm o il e ' OEA R EEREE 5828 2RI5(8
0 HHH! § CHERCHY §§§§
8:42 AM 8:43 AM 8:44 AM 8:45 AM 8:46 AM 8:47 AM
Date - Time
E&] Dispatched CPU Time B3 cpPu Queuing Time BBl Disk Time Journaling Time
8] Operating System Contention Time [l Lock Contention Time B ineligible waits Time — Partition CPU Utilization
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Job Watcher — Interval Details

* Object level information, holder information, call stacks, sql statement (if applicable)
« Can move to the next interval or specify an interval number

Thread or Task Details

Job information: QZDASOINIT/QUSER/128962 -
0000000000000005

Current user profile: LISAW
Object waited on: INVENTORY INVENTORY

Wait duration: 581 milliseconds

Current or last wait: DB record lock: update
Holding job or task: QZDASOINIT/QUSER/128890

- SQL clientijohs I None detected this interval

- I Show Holderi
- Ea'I'I'S'l'adr -J

--- Select Action --- }

Call Level Program Module

N O b WwN e

=
= O o
o

‘ SQL Statement

[V Include Host Variables

Priority

Pool:

[ | H

Segment type description: DB PHYSICAL FILE MEMBER

Wait object library:

'inter-h tinwesta mmp:

IIntervaI (1 to 684):

20

2
PHYSCIAL FILE MBR - DATA PART

RECORDS
None detected this interval

e S0 1 duil SGeEC Rbde  m—

< f74 >

Procedure

qutde_block_tra

longWaitReceive_ 9QuCounterFR12RmprReceiverP\
DBLockConflict__15RmsIDBHashClassFR11RmsIPIm
rmsIDBHLock__FR11Rmsl|PImpLad
getLockWithWait__18DbpmUpdateResourcede
getlLock__18DbpmUpdateResourcead
getRowLock__18DbpmUpdateResourceFCUIRCODbp =
execute_ 18DbpmUpdateLockNodeFR13DbpmQuer ’,l
vPositionNextAndExecute_18DbpmUpdateLockNod -
positionNextEntryAndFetchOutline__17DbpmReadO

SELECT QUANTITY FROM WAREHSE42.INVENTORY WHERE ID=*DATA FORMAT ERRORTITY FROM WAREHSE42.INVENTORY WHERE ID=? FOR

© 2016 IBM Corpora  UPDATE
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Job Watcher — Show Holder

» When clicking the “Show Holder” button, the holding job or task info will be displayed.

Interval Details for One Thread or Task (Interval Number ='9', Initial Thread Task Count = '42663")

P i g

|' Perspective ®] Edit ] view ®] \:
i Thread or Task Details :
1 Job information: QZDASOINIT/QUSER/128963 - 1 Priority 20
1 0000000000000004 I
\‘-Ctlﬂ'éﬂt'u‘st'l'-'-'LI'SRVV"--'--'--'--" Pool: 2
profile:
Object waited on:  None detected this interval Type description: None detected this interval
Wait duration: 542 milliseconds Segment type description: LIC HEAP (MWS) AREA DATA
Holding job or task: None detected this interval Interval timestamp: Jan 3, 2014 2:33:38 PM
" Show Holder Interval Number (1 to Zj ,97 Ej
684):
Call Stack
| --- Select Action --- ¥ I
Call Level | Program | Module | Procedure [
1 qutde_block_tra
2 longWaitBlock__23QuSingleTaskBlockerCodeFP2
3 sleep__17LoMiThreadSleeperFQ2_4Rmpri8Intert
4 sleep__14LoSleepManagerFiQ2_4Rmpri8Interruf
5
6 recv__8LoSocketFR15LoSocketManagerPctT3
7 recv__FtPcN21P7timevall5LoAddressForm
8 recvHandler__FP16LoSocketRecvDa
9 socket
10 #cfm
11 syscall_A_port
12 QSOSRV1 QS0SYS re
Total: 20

© 2016 I1BM Corporation
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Disk Watcher

Investigate Data

Perspectives Selection
o SiDisk Watcher Statistical Overviews
O CYStatistical Overviews
.~ ®Disk Statistical Overview Description

— #® Disk Statistical Overview by Disk Pool

— ®Disk Statistical Overview by Disk Unit . . . _—
L #Disk Statistical Overview by Disk Path gharts that show a variety of performance statistics from Disk Watcher statistical
ata.

- 3Statistical Details

— #®Disk Statistical Details by Disk Pool

— #® Disk Statistical Details by Disk Unit Default Perspective

— ® Disk Statistical Details by Disk Path pe
OTrace ) . .
@Disk Watcher Database Files Disk Statistical Overview

@Job Watcher

@cCollection Services

Collection

Collection Library Collection Name

COMMON ~| EMost Recent A

_Display | | Close | XI?St Recent
DAWNDW (*DWFILE)

- DAWNDWFULL (*DWFILE)
DAWNDWSTAT (*DWFILE)

DAWNFULL s*DWFILEz

© 2016 I1BM Corporation 84
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Disk Watcher — Statistical Overviews

Disk Statistical Overview

Perspective ] Edit ] View #] History »]

Collection Time System
Name(s): DAWNFULL Start: Mar 12, 2008 8:02:48 AM Name: 3
Library: COMMON End: Mar 12, 2008 8:08:36 AM Release: V6R1MO
Type: Disk Watcher File Based Collection
File level: 1

| - Select Action —— v |

Disk Statistical Overview

3,500 - 120
3,ooo-§ % 1oo§
2,500 1 % 7 =

. ‘ \ % é 80 2

§2°°°‘ Z § é g A U 7 %

£ 1,500 « § / é / % 7 é -

8 \ \ 100 0 V.-

~ 1,000 - \ \ / / / / / / -

: . dhnnn e
0 .\/ ‘l-.‘.‘=:-='<‘ 7“ :\\' ‘ . & NA“ZH7Z 7 < 0 ’
8:03 AM 8:04 AM 8:05 AM 8:06 AM 8:07 AM 8:08 AM

Date - Time
Writes Per Second Reads Per Second E Other 1j0Os Per Second
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Performance Explorer

0O ‘Aperformance Explorer
Bperformance Explorer Database Files Sl N T AT
@ Collecti Ti Sysb
‘Aperformance Explorer Data s—eon s yeem
. Name(s): MYTPROF Start: Sep 25, 1997 2:16:32 PM Name:
Profile by Procedure Library:  PEXTPTST End: Sep 25, 1997 2:18:16 PM Release: V5R3MO
* Profile Q! Commnent Type: Performance Explorer File Based Collection
* Hierarchical Trace Profile Profile by Component
* Job/Thread List p
o ‘ | --- Select Action --- ¥| ‘
Select J J Total J Component J ProcedureJ Hit Count J
Name
|_' v Total 24112(100%)
r N SLIC Database 5228(21.68%)
l_ » SLIC Index 4354(18.06%)
The Profile Pers peCtlve S - N SLIC Common Functions 1525(6.32%)
p rOVId e fu n CtIO ns | m | Ia r r » SLIC Storage Management 1404(5.82%)
|— » SLIC Activation/Invocation 1170(4.85%)
to what Performance
l_ » Unknown 1058(4.39%)
Data Tra Ce VlS U a|IZG r |'- » XPF Message Handler 990(4.11%)
N XPF DB2/400 Query 805(3.34%)
offers r Optimizer
r N SLIC String Functions 799(3.31%)
|— » XPF Database Other 783(3.25%)
- » SLIC Seize/Release 757(3.14%)

Page 1 of 6 [> E Go ‘ Total: 71 Displayed: 12

| Done | | options | | Save As... |

© 2016 I1BM Corporation 86
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Performance Data Reports

"Executive” Reports = Create a group of printed or online graphs

of performance perspectives.

(3 Performance

B Investigate Data

Investigate Data Search

Health Indicators

» Generate a PDF or zip file containing the
Collection Services .
requested graphs for the collection

Job Watcher

Disk Watcher

Performance Explorer

» Use for weekly reports
Manage Collections

Configure Collection Services
[ Graph History
[ All Tasks

Active Jobs

Create Performance Data Report

Disk Status

Investigate Data Search
Investigate Data
Manage Collections

Performance Management for Power

Systems Start here with Report Definitions |

System Status

Collections

[=] Performance Data Reports
Add Definition

Delete Definition

New Based On

Report Definitions

http://www.ibmsystemsmag.com/Blogs/i-Can/Archive/performance-reports-with-the-performance-data-inve/




/ ) [E) Performance Data Reports
Power Systems O ¥ Add Definition

Delete Definition

Report Definitions " New Based on

Report Definitions

Performance Data Report Definitions - Etc3tl.rchland.ibm.com
W . |
e | v @ Actions ¥ Filter | :,
m | Name | Description
No filter applied X
] Health Indicators A predefined performance
] System Overview A predefined performance
] Resource Consumption A predefined performance

Create Performance Data Report

Report definition: | System Overview v
Output type: PDF v
Collection: Most Recent v
Library: QPFRDATA ~
Type: Collection Services File Based Collection
ok | | cancel |
© 2016 IBM Corporation 88
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Create your own Report Definition

Performance Data Report Definitions - Etc3t1.rchland.ibm.com

Add Performance Data Report Definition

Add Performance Data Report Definition

e & @

= |
No filter applied | s Refresh

Actions ¥ Filter

New Add Performance Data Report Definition...
Name - -

Name: [ | Y
Health Indici Z2 Advanced Filter A predefined performance
Description:
P I | System Ovefi®) Export »|  Apredefined performance
Perspectives
Resource Ci i A predefined performance
| Select | Perspective | Package |  Add — E Configure Options P p
pone [ Remove |
“4 Add Performance Data Report Definition
Collection

Collection: Most Recent

Add Perspective

Library:  QPFRDATA +
Type: Filter
Co;:;Page : Collection name: (CS228229ND (*CSFILE) «
Library: COMMON v
Perspectives -
Report definition name Cloatabase

Date created
Perspectives

Collection name

| OK | | Cancel

aCollection Services
® Cpy utilization and Waits Overview
® Resource Utilization Overview

ElJob Statistics Overviews

© 2016 I1BM Corporation

Owaits

Bcey

Blpisk

DPhysicaI Disk I/O
DSvnchronous Disk I/O

Add Performance Data Report Definition
Add Performance Data Report Definition

Name:

|Demo Report |

Description: |Report prepared for my presentation

Perspectives

B © T

Select | Perspective | Package

F CPU Utilization = Collection Services
and Waits
Overview

|| Page Faults
Overview

| --- Select Action --- w

Collection Services

F Synchronous  Collection Services
Disk I/O

Overview
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Create Performance Data Report

Report Definitions - UtZ _)s.ibm.com
@ | @ v B~ l Actions ¥
No filter applied

Name Description

!ﬁg Health Indicators A predefined performar

Vi ﬂa System Overv
Create Performance Data Report...

New based on...

!E Resource Con

Delete...
Properties
—

Report definition: ‘ Demo Report v‘
QOutput type: PDF v
Collection: CS228229ND (*CSFILE) - Feb 28, 2008 12:00:02 AM «
Library: COMMON v
Type: Collection Services File Based Collection

. OK | | cancel |

© 2016 IBM Corporation 90
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Resulting Report (PDF example)

Feb 28, 2013 10:03:43 AM

Performance data report definition:
Demo Report

Report title:
Example Report based upon COMMON performance collection

Perspectives included in report:
CPU Utilization and Waits Overview
Page Faults Overview

Synchronous Disk 1/O Overview

Library/Collection used for report:
Common/Cs228229nd

CPU Utilization and Waits Overview
System Time
Name(s): CS228220ND Name: RCHASTND Start Feb 28, 2008 12:00:02 AM
Library: COMMON Release: VGR1MO End: Feb 29, 2008 12:00:00 AM
Type: Collection Services File Based Collection
000

Collection

50,000

100

© 2016 I1BM Corporation

40,000 - g
c
& c
= =
=3 =
g B
2 30,000 5
@ =
2 I 2
r I . 2
200003 —Hf . i g
B34 E i HAAEIEN ASEEiE
Page Faults Overview
10, Collection System Time
"B Name(s): CS228220ND Name: RCHASTND Start Feb 28, 2008 12:00:02 AM
Library: COMMON Release: VARIMO End: Feh 29, 2008 12:00:00 AM
Type: Callection Services File Based Collection
6,000,000 10,000
ol 5,000,000
B 18,000
B |
4,000,000 §
& m
é g 6,000 Z
] H -
B i <
@
=3,000,000 ] & ' =
(- ¥ @
— i b
= i 2
s - I p 4000 3
= 3 | £ =
2,000,000 - | i : :
) ] | ]
¥ ] T
i 5 ] "
{4 ¢ o
i i o 12,000
1,000,000 i 18 A ‘aﬂ
L] e » L (1
Synchronous Disk 1/0 Overview
Collection System Time
Name(s): CS228220ND Name: RCHASTND Start Feb 28, 2008 12:00:02 AM
Library: COMMON Release: V6R1IMO End: Feb 29, 2008 12:00:00 AM
Type: Collection Services File Based Collection
[} 14,000,000
12,000,000
10,000,000 -
< 8,000,000 4
g
=
e
s
S i
5 6,000,000
4,000,000
2,000,000 1

8:15 AM 415 PM
Date - Time
Total Synchronous Disk IfO Reads Taotal Synchronous Disk 10 Writes

— Awverage Write Response Time

— Ayerage Read Response Time

(Spuodasiip) awi) asuodsay aberday
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Integration with Active Jobs

@ Ludsommi

-~ N=Ad-caninit

Reset Statistics

Printer Output
Job Log

Details »
Reply...

Hold...

Relea:

wn
D

waiting ror time interval
Waiting for time interval
Waiting for time interval
Waiting for time interval
Waiting for time interval
Waiting for time interval
Waiting for time interval

Waiting for time interval

AA L ads, £ A

Move...

interval
Elapsed Performance Statistics

Qsecofr

Dmmay

Active jobs — what's
happening right now

Dmmay
Dmmay
Qwgadmin
Qwqgadmin
Qwgadmin
Dmmay —
|

Dmmay System

4|_J

101 Delete/End...

I

& Oct 1, 2009 12:00:06 AM Name:

Investigate Job Wait Data

Performance »

Start Job Watcher

Properties

Collection Services
data with job wait data
— what happened up
to now

© 2016 IBM Corporation

0.25

e
N
L

0.15

Time Seconds)

e
=
I

Ongoing Release: VZRIMO

51 10] 25 | 50 | 100 | Al

|
|

N
N
0.05
N2
2

BB REREREE
R BIRIRIG IR o s
s | RS54 |S kA N
A%A/418 AEAMAEEREE
5 % 5 2 AR
Al A A Al N
JEA JFA N N
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% 5 2 %IN|%
Al AN FAR ARl N

AL FIRRAEEEEEER BFRE
‘,‘, Al

'\ A

ARl

%

%
8
% AL
% %
N

N % NN S
A N %
05 T

= l\ = 'l = T — I’ = T = \l ? r = T = T = T = T = T = T = T
12:05AM 12:35AM  1:05AM  1:35AM  2:05AM  2:35AM  3:05AM  3:35AM  4:05AM  4:35 AM
Date - Time
Dispatched CPU Time CPU Queuing Time
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Integration with System Status

System Status - e . i

Last refresh: 3/8/13 12:46:53 PM Last refresh: 3/8/13 12:46:53 PM
General Jobs General Total memory: 4,096.00 MB
Total: 4,537 'v TR S F|
Jobs ~iActive Memory Pools:
Active: 262 Jobs ’, — '
Processors . Memory Pools Health Indicators
Addresses used Processors l y )
Memory .
Permanent: 0.010 % e
Disk Space Temporary: 0.022 %
Disk Space
Addresses Total disk space: 95.44 GB
System disk pool AELEIIEE

Capacity: 95.44 GB

. 0,
Usage:  79-118 %

[ _ System Resources Health Indicators J

Last refresh: 3/8/13 12:46:53 PM
T Total disk space: 95.44 GB
Jobs System disk pool
Capacity: 95.44 GB
System Status . - Processors Usage:  79.118 %
Memory
Last refresh: 3/8/13 12:46:53 PM Temporary storage used
Disk Space Current: 8,407 MB
Fioar CPU usage (elapsed): 0.0 %
Addresses Maximum since last system restart: 8,435 MB
e Type of processors: Shared - uncapped
Processing power: 0.20 processing units U Disk Status 3
Processors
Virtual processors: 2 | Storage System Values ]
pos L tch Interactive performance: 0 % [ Disk Health Indicators ]
Disk Space Shared processor pool usage (elapsed): 0.0 %
Addresses Uncapped CPU capacity pool usage (elapsed): 0.0 %
' {CPU Health Indicators: | 93




Integration with Disk Status

Diskstatus-zi |

Elapsed time: 00:00:00

z I v +3 | >
Investigate Disk Data
-

Unit ize (MB) ‘ % Used ‘ % Busy

(3% ... | No filter appliec Reset Statistics

@1 I AQ 704 75.7 n
Co umns... Disk Overview by Disk Unit
j @ - z Refresh Perspective ] Edit #] View (] History
_,I @ 3 - Collection Time System
’é Advanced Name(s): Q067000002 Start: Mar 8, 2013 12:00:02 AM  Name: Z1433DP1
-—] 4 h Library: QPFRDATA End: Ongoing Release: V7R1MO
@ E Export Type: Collection Services File Based Collection

File level: 36

% Conﬁgure Average Response Time

£ | --- Select Action --- » |

erage Resp Time

Milliseconds

0003

0004

0002

Disk Unit Name

0001

A Average Response Time

© 2016 IBM Corporation




@ Welcome dmmay Target system: Etc3t2.rchland.ibm.com

Power Systems

Set Target System

E IBM i Management

/.2 screen captures

Bl Target Systems and Groups You can connectto one partition, but manage

Target Systems a different partition.
System Groups

You can manage IBMi5.4,6.1,7.1,and 7.2

Not all features are available on all releases

Target Systems

' Add Target System |  Set As Target System Properties Delete Refresh System Status

System Name Release User System Description

--_r

+%¥ ... No filter applied

i Etc3t2.rchland.ibm.com v7r2mo0 Dmmay
@ Etc3ti.rchland.ibm.com v7rimO0 Dmmay
@ Ctcweb54.rchland.ibm.com v5r4m0 Dmmay
@ Itcgen3.rchland.ibm.com v7rimo0 Dmmay
@ Iszilpii.rch.stglabs.ibm.com v6rimo Dmmay IBMi6.1

© 2016 I1BM Corporation 95
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Welcome dmmay Target system: etc3tl.rchland.ibm.com

Set Target System

IBM® Navigator for i

Welcome

[ IBM i Management e

:Set Target System:
System

Set Target System

|

/.1 screen captures

You can connectto one partition, but manage
a different partition.

Your target system can be the local system where you are running IBM Navigator for i, or you can specify a different system to manage.

Select the system you want to manage, then press OK.

Select | System Name | Release | User [ Add
(e ‘E Etc3ti.rchland.ibm.com ‘v7r1m0 ‘Dmmay ‘ S J
C i Isy$istehmlydighlibs.ibm.com  v7rimO0 Dmmay ( Change ]
C i Etc3t2.rchland.ibm.com v7r2mO0 Dmmay
C i IgRipstersdumkatals.ibm.com  v6rimO Dmmay
C i ChsvestiRausepsserdsibm.com v5r4mO0 Dmmay
A
Page 1 of 1 1 . Go Rows |5 = Total: 5 Selected: 1

© 2016 I1BM Corporation
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Set Target System

HTTP Server runs on the

system you initially log into.

il

Tg
(=

!

© 2016 IBM Corporation

Target System

You can manage a second
system; no web serveris
required on the second
system; the Host Servers
are used

97
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Investigate Data

Database

* Requires 2015 PTF groups, including the database group

* Must have the Performance Tools LPP Manager feature installed

« Available on IBMi6.1and 7.1 with PTFs
— Included with IBMi 7.2 and later

© 2016 IBM Corporation
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Integration with Database

» Leverage the capabilities of PDI with valuable data gathered from
database

PDI charting of

— SQL Plan Cache Snapshots and Event Monitors
— SQL Performance Monitor files

Collection Services collection of job-level SQL metrics

Visual charts and/or tables in PDI that are focused on database related
metrics

Navigation between database and performance tasks

© 2016 IBM Corporation 99
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Database Perspectives

Investigate Data - Performance Data Investigator

Perspectives Selection

uPerformance Explorer

uDisk Watcher

uJob Watcher

uHeaIth Indicators

uCoIIection Services

Database ]
Collection
Collection Library Collection Name
QPFRDATA ~ Most Recent

. Display J _ Search J ~ Options J _ Close J

© 2016 IBM Corporation 100
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()
(&7

Integration with Database — package overview

« Database Package for 7.1 and later

I/O Reads and Writes
SQL CPU
Database Locks Overview
Database I/O
o Utilizes Job Level SQL Metrics
SQL Cursor and Native DB Opens
SQL Performance Data
o SQL Plan Cache Snapshots and Event Monitors

o SQL Performance Monitor O C¥0stabase

1 I/O Reads and Writes
® SQL CPU Utilization by Job or Task
® Database Locks Overview

O L]Database I/0

O uSOL Cursor and Native DB Opens

O uSOL Performance Data

© 2016 IBM Corporation 101
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Integration with Database

Launch “Investigate Performance Data” from various database tasks

SQL Plan Cache Event Monitors - Z1433dp1

Database: Zh22dp1
SQL Performance Monitors - Z1433dp1 l? I @ e Actions ¥ el
Database: Zh22dp1 Name Status Schema
|2 ... | No filter applied
l? | v Actions ¥ Filter j myeventmonl Ended FLANAGAN
S— S A ] SQL Plan Cache Event End PDITESTLIB
(3 ...] No filter applied SQL Plan Cache PDI Analyze... Z2us
= amonitor2 i
o Detailed Ended Investigate Performance Data...
4 Ejamonitor3 Detailed Ended
Bas End Imported
5 asmalltest Analyze... [P—
By asum Investigate Performance Data... £ e SQL Pim Cache Snapshots X

SQL Plan Cache Snapshots - Z1433dp1

Database: Zh22dp1

l? | &~ Actions ¥ Filter
Name Schema
(3% ... | No filter applied
@) asmalltest2 QaPL
k4 @) kxkSnapshot —
@& Irp1 Analyze... .

© 2016 IBM Corporation & my snap1 Investigate Performance Data...
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Launch PDI from System 1 Navigator client

7.1 examples

. atabase Maintenance my perfm etaile nde
3 Database M BRimy perf Detailed  Ended DEBUG Q
i Database Navigator Maps BRQGPL  CLTESTL 6.. Detailed  Ended QGPL C
JER SQL Performance Monitors i QGPL 2 : C
£ B® SQL Plan Cache BRIQGPL  CLTEST: End C
. .@) SQL Plan Cache Snapshots %QGPL CMP1 e C
..... SQL Plan Cache Event Monit QGPL  CRTL C
‘»h;ﬂins%ctloan: ache Event Monitors EQGPL CRT2 Investigate Performance Data... C
e = ERQGPL  MYFILE Show Statements M
#-4, OmniFind Text Search %SCOTTF 1ASPM A

) File Systems Compare...
: BEISCOTTF  KMON K
B Backup BRISCOTTF MARVYI Comments... M
) Application Development BSCOTTF  MONL o M
| AFP Manager L |BYScOTTF MON2 elete... N
T |BRscaTTE . MONR Rename... Y
11} [ » <
P rti
=[In s.lbm.com ropersies i
S.B® SOLPlan Cache ) @) TH02011467PLANCACHE 0201232... TH02011467
@TH02021468PLANCACHE 0202112... TH02021468

© 2016 I1BM Corporation

~~~~~ @ SQL Plan Cache Snapshots

SQL Plan Cache Event Monitors
. 9*\ Transactions
= li@l OmniFind Text Search

o2 File Systems

Backup

@ Application Development

[ AFP Manager

m |

ks - |
1 a connection

is.ibm.com

[-*] TH02021469P L/ jua

@3 TH02031470PLA
@3 TH02031471PLA
@3 TH02041472PLA
@3 TH02071474PLA
@3 TH02071475PLA
@3 TH02081476PLA

@3 TH02081477PLA
=3 THN2NA1478P1 &

Analyze...

Investigate Performance Data...

Show Statements...
Compare...

Comments...

Delete...

Rename...

Properties

103



r-\ Investigate Data - Performance Data Investigator
< P

Power Systems Perspectives Selection
- Name
[m] —]Performance Explorer SQL Overview

SQL Overvj-ew ®- Cloisk watcher Description

) _]Job Watcher
[m} —]Health Indicators

This perspective gives a comprehensive picture of how queries are running overall.

B —]Collection Services
O~ patabase

Several graphs: 8 Cloatabce o

O~ QAsqL performance Data

* Query time summary t @01 plan cache

e SQL Overview

* Open summary b Bl e

* Open type summary

. Statement usage summary VAT~ |Pian Cache Snapahot for PDI (S0L Pl Cache Snapahot)
* Index used summary

« Index create summary ==

* Index advised N el

« Statistics advised
« MQT use

* Accessplan use

» Parallel degree usage

Display ) Search J Options J Close J

[l NO_INDEX_USED [ Index Used [C] MTI_USED [ BOTH

Page 1 of 1 1 Go Rows |1 g Total: 1

© 2016 I1BM Corporation 104
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SQL Attribute Mix
f} aDatabase
. DDatabase /O
Seve ral g ra p h S ) "_jSOL Performance Data
BSQL Plan Cache
- Statement summary ® 501 overview
- ® 5oL Attribute Mix
° Statement type Su mmary N uSOL Performance Monitor
- uwangnan test2
* Isolation level summary Collection - |
Collection Library Collection Name
SCOTTF v snap of 33 (SQL Plan Cache Snapshot) «

Allow copy data summary

| Display | | Search | | Options | | Close |

Sort sequence summary

Close cursor summary;mmer s

Naming summary

Optimization goal

Blocking summary

B call Statements B select Statements [ update Statements [ insert Statements
© 2016 IBM Corporation [0 Delete Statements [[] Data Definition Statements [l other Statements
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oyl
Tl

Power Systems

Investigate Data

PDI Fan Club Favorite>
Collection Services Perspectives

(PDI 1s more than Performance)

© 2016 I1BM Corporation 106



@

Power Systems

Physical System Charts — Frame view of Performance!

Collection Services has the ability to collect certain high-level cross-partition processor performance metrics for all
logical partitions on the same single physical server regardless of operating system. This is available on Power 6
and above servers. When this data is available, it can be viewed via several perspectives found under "Physical

System".

[ A physical System

* Logical Partitions Overview
. Donated Processor Time by Loagical Partition

* Uncapped Processor Time Used by Loagical Partition

* Virtual Shared Processor Pool Utilization

—— — - E

. Physical Processors Utilization by Physical Processor

* Dedicated Processors Utilization by Logical Partition

@ Physical Processors Utilization by Processor Status Overvie

® Physical Processors Utilization by Processor Status Detalil

HMC option to enable performance collection must be

Partition Properties -

General | Hardware Virtual Adapters = Settings = Other

Name: * ZU4EZDbR2

ID: 2

Environment: IBM i

State: Running

Attention LED: off

Resource configuration: Configured

0S version: IBM i Licensed Internal Code 7.3.0 3590 0
Current profile: z1432bp2

System: 8205-E6D*10AFD8R

turned on for the IBM i partition to collect the data

¥ Allow performance information collection

I It u

RestrictedIO Partition
Sync current configuration Capability §Sync turned OFF

[ok ][ cancel | [ Help

http://ibmsystemsmag.blogs.com/i can/2009/10/i-can-display-cpu-utilization-for-all-partitions.html 107
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Logical Partitions Overview

Logical Partitions Overview

3 e A H

>
800,000 200 3
i
700,000 4 .
< 2
& 600,000 ~150 2
=] =3
o
g 500,000 Uncapped CPU Time Used (DENVER): 5,579 =
= Date - Time: Jan 27, 2016 12:06:00 AM Q
= 400,000 - Hiuterval Number. 5 -
@V
- c
g =2
2 300,000 =
w LTI 2
2 200,000 =2
o = =
100,000 - ?
| [=]
0 T T T T T T T T T T T T T T T T T T T o g
12:02 AM 12:04 AM 12:06 AM 12:08 AM 12:10 AM 12:12 AM 12:14 AM 12:16 AM 12:18 AM 12:20 AM
Date - Time
CPU Entitled Time Used (CHICAGO) N Uncapped CPU Time Used (CHICAGO) CPU Entitled Time Used (MEMPHIS)
Il Uncapped CPU Time Used (MEMPHIS) CPU Entitled Time Used (ORLANDO) % Uncapped CPU Time Used (ORLANDO)
CPU Entitled Time Used (DENVER) & Uncapped CPU Time Used (DENVER) Awverage Partition CPU Utilization (CHICAGO)
—— Awverage Partition CPU Utilization (MEMPHIS) — Average Partition CPU Utilization (ORLANDO) — Average Partition CPU Utilization (DENVER)

» 4 |BM partitions on system - all running IBM i (shared/uncapped)
= On a single chart, we can see:
« Average CPU utilization for each partition

.
° ‘ :Pl | Entltled I Ime l lsed Logical Partition [ - s CRE Average Partition : (
Operating A | virtual ~ |Processing ~ |Configured ~ |cPu Utilization  ~ | CPU Entitled Time | Uncapped CPU | Donated
e rocessors e — e us ime Us Processor Time
° d CP T d i5/08 2 1 36864 63.4 37431 9440
Uncappe U “ I Ie Use is/0s 6 4 77824 81.67 185079 24971
. i5/0s 6 5 55296 17.44 70026 205
 Leverage tooltips and Table data
i5/0s 5 4 116736 44.31 133502 1352
is/0s 2 1 36864 50.45 39497 6205
i5/0S 6 4 77824 59.62 188516 7904
i5/0S 6 5 55296 20.5 96609 355
i5/0s 5 4 116736 47.66 170108 1665

© 2016 IBM Corporation
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Collection Services - Disk Reads and Writes Detail

- Apisk
0 Qpisk Response Time
= E]Detailed
" ® Disk 1/O Rates Overview
® Disk 1/0 Rates Overview With Cache S
®Disk I/O Average Response Time Overvy

* Disk I/O Total Response Time Overview

® Disk 1/0 Total Service Time Overview
* Disk Reads and Writes Detail

/\/\/

One perspective with several
key charts, such as:
 Read and Write response

times and rates
« Disk hardware information

T~ T~

Read/Write Rate and Resp Time

20,000

15,000

10,000

Operations Per Second

5,000

12:05 AM 12:35 AM 1:05AM 1:35 AM

& Read Rate B3 write Rate

Performance Data Investigator IBM I Model DSS

2:05AM 235 AM  3:05 AM
Date - Time

— Read Response Time

3:35 AM

4:05 AM

4:35 AM

— Write Response Time

o gl e --- Select Action --- ¥
‘ Select J Serial A J SmfModel ~ J ServerType -~ J (I::)Ical(:apaclty AJ LunCount -~ l MeasureDateTime
[~ Internal 433A i 2837 11 2016/10/12 00:05:00
[~ Internal 433A i 2837 11 2016/10/12 00:10:00
[~ Internal 433A i 2837 11 2016/10/12 00:15:00
[~ Internal 433A i 2837 11 2016/10/12 00:20:00
[~ Internal 433A i 2837 11 2016/10/12 00:25:00
Installed Disk Hardware
O % 2 2 --- Select Action --- v |
Select J ASP Number » J Disk Unit Type -~ J Feature Code ~ J RAID Type ~ J Unit Count -~ J(’:;s;; CaE=CY ~ J Disk Used ~ J Average Unit Size ~ J
‘ - 1 15K SAS HDD N/A RAID-5 11 2837.4 54.21 257.9

r

© 2016 I1BM Corporation
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Database - SQL CPU Utilization Overview

SQL CPU Utilization Overview

PN =R SUCE|

250

() 'jDatabase

® 1/0 Reads and Writes 200_} Partltl()n Ievel

® 5oL cpu utilization Overview g
® Database Locks Overview § 150-:
u] :]Database /O § ]
®- COsoL cursor and Native DB Opens g 1007
o :|SOL Performance Data g 50 ]
0

8:05 AM 8:35 AM 9, M 9:35AM  10:05AM 10:35AM 11:05AM 11:35AM 12:05PM 12:35PM

Date - Time

/\—/—\/ | s ceu vtiiization Il Non-SQL CPU Utilization

AIlOWS you to See hOW SQL CPU Utilization by Job or Task

Perspective 2 Edit 2 View ] History 2
mUCh Of your CPU SQL CPU Utilization
utilization is due to SQL
work Y edaAH

/\—/—\/ CPU Utilization (Percent)

QZDASOINIT/ QUSER/ 205355
QZDASOINIT/QUSER/ 205371
QZDASOINIT/ QUSER/ 205339
QPMRSYSCMD/QSYS/205316

Job level

QPMRSYSCMD/QSYS/20531
CRTPFRDTA2/QSYS/2051

CRTPFRDTA/QSYS/ 205357
QZDASOINIT/QUSER/ 209563

Full Name

QZDASOINIT/ QUSER/ 2

QZDASOINIT/QUSER/
I [ saL CPU Utilization

[l Non-SQL CPU Utilization

© 2016 IBM Corporation



CPU Utilization Overview

®

Power Systems
140,000 18
Scaled CPU - Lo

120,000 I 5’?

~ T -14 -

%) °

< 100,000 -3

) 12 ~

- -

@ =

2 80,000 - =

— =

4 5

¥ 60,000 &

E 2

= =

Z 40,000 3

= a

(]

-

<

CPU Utilization Overview

I N AM
Date - Time
[ ] Scaled CPU Time — Partition CPU Utilization
2
(& T T T Y T !
™
£
E
[~
z
5%
cE1l
€
@V
™
e
(22
@
=
-3
=
a.
o
o I I I I I 1 1 1
9:15 AM 10:15 AM 11:15 AM 12:15 PM 1:15 PM 2:15 PM 3:15 PM 4:15 PM
Date - Time
—— CPU Rate (Scaled CPU : Nominal CPU)

o2016| http://ibmsystemsmag.blogs.com/i can/2010/03/i-can-understand-scaled-cpu-time. html
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Communications Perspectives

- & communications

* Asynchronous Protocol Overview

* DDI1 Protocol Overview

‘Token-rlm Protocol Overview
* Ethernet Protocol Overview

®Frame Relay Protocol Overview
#® SpLC Protocol Overview

#® 1pLC Protocol Overview

#® | APD Protocol Overview

#® ppp protocol Overview

— ® x.25 protocol Overview

© 2016 I1BM Corporation

. Binary Synchronous Protocol Overview

Ethernet Protocol Overview

Perspective 2] Edit 2] View 2] History 2]

Collection Time System
Name(s): CS228229ND Start: Feb 28, 2008 12:00:02 AM Name:
Library: COMMON End: Feb 29, 2008 12:00:00 AM Release: VB6R1MO
Type: Collection Services File Based Collection
‘ | --- Select Action ---  ¥| ’
Ethernet Protocol Overview
2,500 1
2,000
- g
S 1,500 | ]
@ g
w -
& ] 5
"
£ 1,000 - 2 3
-3 2= =
A K] Cd
1 % 214
1 o|%le :‘
500 - f ;} K/
i sy
e: I | -
ol | | | | | | | | . WML
12:15 AM 2:15 AM 4:15 AM 6:15 AM 8:15 AM 10:15 AM 12:15 PM
Date - Time
1] Awverage Number of Kilobytes Transmitted Per Second Awerage Number of Kilobytes Received Per Second

| Done | | options | | save As... |
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Disk Response Time Charts

- Qpisk
lJJ" aolsk Response Time
0 Spetalled

# Disk /O Rates Overview - Detailed
® Disk I/O Rates Overview With Cache

® pisk 1/O Average Response Time Ov

# Disk /O Total Response Time Overv| Perspective 2| Edit 2 View 2| History |

® Disk 1/0 Total Service Time Overvie Collection Time System
— ® Disk 1/O Rates Overview
— ®Disk 1/O Rates Overview With Cache Sta
— ®Disk 1/O Average Response Time Overvi¢
— ®Disk 1/O Total Response Time Overview

Disk 1I/0 Rates Overview - Detailed

Name(s): DISKRSPCOL Start: Mar 11, 2008 12:31:19 PM Name:
Library: COMMON End: Mar 11,2008 7:30:00 PM Release: V6R1MO
Type: Collection Services File Based Collection

— ® pisk 1/0 Total Service Time Overview (| [~ Select Action --- =
e i,
25,000 7 10,000
] A
/\/\—/ E Writes Per Second When Write Response Time >1 024 000 microseconds: 0 41
20,000 ~8,000
] =
© 3
= 3 m
. S 15,000—. ~6,000 2
A very easy interface to 3 5
: E 2
see if you have slow 2 10,000 4,000 &
- =
. " — o
disk operations e
5,000 ~2,000
/_\—/_\/ 0 T T T T 0
12:45 PM 1:45 PM 2:45 PM 3:45 PM 4:45 PM 5:45 PM 6:45 PM

Date - Time
Reads Per Second When Read Response Time <=15 microseconds

© 2016 I1BM Corporation
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Java Perspectives

"jJava

IBM Technology for Java Memory by Job

E * IBM Technology for Java Memory Overview
o
e,

4 ‘ | --- Select Action --- ¥ | ‘

IBM Technology for Java Memory Overview

500

700,000 -
600,000 -
500,000
400,000 -

300,000 -

Size (Kilobytes)

200,000 —

100,000

elefadels

1O ~0nED

T T =
4:55 AM 5:00 AM 5:05 AM <4

B current Heap Allocated ] Heap In Use

/\_/_\/

Find that job using a
lot of heap...

/\_/—\/

© 2016 I1BM Corporation

oz

[T
[T

[[TTTT10

|A Y

400

300

N
o
=)

213d) uonezynn ndd

‘ l --- Select Action --- w I ‘

IBM Technology for Java Memory by Job

Size (Kilobytes)

O
,56

CAS/QCPMGTDIR/ 026653 i

ADMIN2/QLWISVR/ 026577

ADMIN3/QLWISVR/ 026571

Full Name

QYPSJSVR/QYPSJSVR/026171

ADMIN4 /QWEBADMIN/ 026563 ==

QPOZSPWT/QCPMGTDIR/ 026716

QSRVMON/QSYS/026131 <E

ADMIN1/QLWISVR/ 026564 il

Il Current Heap Allocated - Peak

B Heap In Use - Peak

B Malloc (Break) Memory - Peak




A\ 0~ ‘AMemory
Power Systems 2 ® Memory Pool Sizes and Fault Rates

o Memory Pool Activity Levels

MemOIY ® DB and Non-DB Page Faults

 Memory perspectives are now available

« Similar information from what you get on WRKSYSSTS....

System Pool Reserved ———Non—-DB-——-—
Pool Size (M) Size (M) i Fault Pages

490.59 247.83
5344 .71 6.07
2283.44 .00
.25 .00

© 2016 IBM Corporation 115
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0 'aMemou

. Memory Pool Sizes and Fault Rates

Memory

In a graphical view!

. Memory Pool Activity Levels
® DB and Non-DB Page Faults

- T

Note the change in pool sizes.

Memory Pool Sizes and Fault Rat QPFRADJ |S on.
SN SUERE
— — 25
8,000 -Ir-- — 1t --1 l-] I--MIH--- T8 — T T T —— 1 T8 T e i \|--|:
7,000 ] ] T :_20
26,000 -
= 15
35,000-
=
o 4,000
g 10
= 3,000
* 2,000 wiw -
1,000 = T
o NI RN KN KN | NN NINNN NN ,

11:35 AM

Pool Size (001)

I
11:50 AM 12:05 PM 12:20 PM
Date - Time

12:35 PM 12:50 PM 1:05 PM 1:20 PM

B Pool Size (002) [ Pool Size (003) B3 Pool Size (004)

puo0das 134 siyne4
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Memory Pool Sizes and Fault Rates (001-004)

‘ | --- Select Action --- » | ‘

Memory - Drilldown

Page Faults by Job or Task

)

Memory Metrics for One Pool

Memory Pool Activity Levels
DB and Non-DB Page Faults

Waits by Pool

Disk Waits Overview
Memory Pools Health Indicators

Export

es)

QPMRSYSCMD/QSYS/064090
QPMHDWRC/QSYS/064089
QYMEPFRCVT/QSYS/064086
CFSLTO0

Faults Per Second

=

Q1PPMSUB/QPM400/064156

QZRCSRVS/QUSER/064149

<
g
]
Zz
S QPWFSERVSO/QUSER/ 064142
(e

ADMIN/QTMHHTTP/ 064094

Q1PDR/QPM400/064091 - mnni
Q1PPMCHK/QPM400/064102 =20

Q1PPMCHK/QPM400/064117

Q1PPMSUB/QPM400/064120 77"

E&] Faults Per Second

izl

.~ 1/0 Pending Faults Per Second

ZUTOTDIVINOUTrpUration



[©) 7.2 and later

Power Systems

Performance Data Investigator
Storage Allocation Perspectives

Selection
Name
Temporary Storage Allocation Accounting

Description

Expand CO"eCt|On SerV|CeS This chart shows the amount of temporary storage charged to

active and ended jobs, the amount of user temporary storage, and
— the amount of temporary storage used for database and non
Jj. Storage Allocation database operations by the IBM i operating system across the
d system over time for the selected collections. Use this chart to
select a time frame for further detailed investigation.

* Storage Allocation/Deallocation Overview

View List

Temporary Storage Allocation Accounting and SQL Statements
Temporary Storage Allocation Accounting and Disk Average
Response

. Storage Allocation/Deallocation by Thread or Task

J'jTemDO rary Storage

—

* Temporary Storage Allocation Accounting

. Temporary Storage Allocation/Deallocation Overview

. Temporary Storage Allocation/Deallocation by Job or Task

. Temporary Storage Allocation/Deallocation by Thread or Task

* Temporary Storage Allocation/Deallocation by Generic Job or Task

. Temporary Storage Allocation/Deallocation by Job User Profile

* Temporary Storage Allocation/Deallocation by Job Current User Profile

‘TemDo rary Storage Allocation/Deallocation by Subsystem

— ® Temporary Sto rage Allocation/Deallocation by Server Type

© 2016 I1BM Corporation
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Generally, allocations and deallocations following a similar pattern

Temporary Storage Allocation / Deallocation Overview

)
Power Systems CJ

JWH"-—

140
120

Tuimorarv Storage AIIocation]Deallocation Overview

10:05 AM 12:05 PM 2:05 PM

8:05 AM

Date - Time
- Temporary Storage Deallocation (Megabytes)

4:05 AM 6:05 AM

2:05 AM

© 2016 I1BM Corporation

12:05 AM
. Temporary Storage Allocation (Megabytes)




Tetﬁporary Storage Allocationl by Job Current User Profile

Power Systems®

Temporary Storage Allocation by Job Current User Profile

A ’ | --- Select Action ---» | ‘

Temg Temporary Storage Allocation/Deallocation by Job or Task
Temporary Storage Allocation/Deallocation by Thread or Task
..'...; Temporary Storage Allocation/Deallocation by Generic Job or Task
Temporary Storage Allocation/Deallocation by Job User Profile

Temporary Storage Allocation/Deallocation by Subsystem

Current User

Temporary Storage Allocation/Deallocation by Server Type

Temporary Storage (Megabytes)

QSECOFR
DMMAY -'
QUSER -l

QDIRSRV -

—

QLWISVR -

QYPSJSVR 4

- Temporary Storage Allocation (Megabwtes) Eﬂ Temporary Storage Deallocation (Megabytes)
© 2016 I1BM Corporation



Timeline Perspective ‘Aimeline

L ‘Timeline Overview for Threads or Tasks

(i
The timeline ba_rs on the chart represent ¢, ection
the elapsed time of threads or tasks Name
_ Dispatched CPU Time Timeline Overview for Threads or Tasks
— CPU Queuing Time Description
: : This chart sh the timeli iew for thread tasks. Use this chart

- Other Waits Time 5 st thead o o g ket e ek |

contributions.

Timeline Overview for Threads or Tasks

Date - Time (Apr 14, 2008 4:15:15 PM ~ Apr 14, 2008 5:34:00 PM)
4/14/08 4/14/08 4/14/08 4/14/08
4:28:20 PM 4:45:00 PM 5:01:40 PM 5:18:20 PM

PO S U U S T U S S TR U S U SN S SN T N S U S S T

ADMIN2/QLWISVR/ 015054 - 00000412
ADMIN2/QLWISVR/ 015054 - 00000414 -
ADMIN2/ QLWISVR/ 015054 - 00000416 -
ADMIN2/QLWISVR/ 015054 - 00000418 -

JO-TUNING-TASK
QDBFSTCCOL/QSYS/012644 - 0000005D -
DBL3BaseP001 -

ADMIN2/ QLWISVR/ 015054 - 00000418 -
SMP0O0000 -

ADMIN/QTMHHTTP/015069 - 00000002 -
QZRCSRVS/QUSER/ 015698 - 0000004A -
ADMIN/ QLWISVR/ 015056 - 000000D3 -

Thread or Task

E&] Dispatched CPU Time CPU Queuing Time B8 other waits Time
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Timeline Overview for Threads or Tasks

Timeline Overview for Threads or Tasks

Perspective Edit 2] View History »]

Collection Time System
Name(s): Q095000005 Start: Apr 5, 2013 12:00:05 AM Name: LP83UT27
Library: QPFRDATA End: Apr 6, 2013 12:00:00 AM Release: V7R2MO
Type: Collection Services File Based Collection
File level: 36
--- Select Action --- ¥

All Waits for One Thread or Task

All Waits by Thread or Task
Export
Modify SQL

Show as table

Step 2: Drill down to All Waits for One Thread or Task

4/5/13 4/5/13 4/5/13 4/5/13 4/5/13 4/5/13

Table Actions »

Date - Time (Apr 5, 2013 12:00:10 AM ~ Apr 6, 2013 12:00:00 AM )

Drilldown to this new chart from

4/5/13

8:03:20 AM 8:20:00 AM 8:36:40 AM 8:53:20 AM 9:10:00 AM 9:26:40 AM 9:43:20 AM
1 1 1 ] 1 ] 1

lYVYVYVYVa

A o o

QZSOSIGN/QUSER/188399 - 00000

34

QZSOSIGN/QUSER/188400 - 00000020

| S 4 a0 o 0 o 0 e |

|

| S0 6 0 0 0 e 0 e 0 s 8 0 e o o 2

P s |
iyt 4,499,999.95 rVYYYVYYYVYYYVYYYVYYYVYYYVYYYVj

Q1PPMSUB/QPM400/188401 - 00000024 - Step-1: Select a thread from the chart

TNACCEPTTASK

QTVDEVICE/QTCP/187701 - 00000001

Thread or Task

QTVDEVICE/QTCP/187712 - 00000001

QTVDEVICE/QTCP/187705 - 00000001

A A A o S o A

Select one thread or task and drill down to
“All Waits for One Thread or Task”

or
“All Waits by Thread or Task”

© 2016 I1BM Corporation

existing charts
- Waits by Job or Task
- All Waits by Thread or Task

Waits by Job or Task

o
E
~

4

--- Select Action --- |

Waits for One Job or Task
All Waits by Thread or Task

¥

__ Step 2: Drill down to Timeline Overview Chart

Timeline Overview for Threads or Tasks

Edit View
Export

o o o Q
Modify SQL 20 a® & ®

Size next upgrade
Change Context
Show as table
Table Actions

ADMIN4/QWEBADMIN /188065 -
ADMIN1/QLWISVR/18806d4.99] —Step 1: Select a job from this chart
CRTPFRDTA/QSYS/188345 ] ;
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Database Full Opens

Full Opens are expensive resource-wise

Collection Services Database Files

I [E] Database

I/O Reads and Writes
SQL CPU Utilization by Job or Task
Database Locks Overview

Database I/O

SQL Cursor and Native DB Opens Overview
Perspective 2] Edit ] View 2] History 2]

--- Select Action --- »

‘ SQL Cursor and Native DB Opens Overview

PYRVE=RSUCEE:|
[E] SQL Cursor and Native DB Opens R
SQL Cursor and Native DB Opens Overview 2500

SQL Cursor and Native DB Opens by Job

SQL Cursor and Native DB Opens by
Generic Job

SQL Cursor and Native DB Opens by Job
Current User Profile

Noow
o -]
(=] (-]
(-] (-]

=
v
=
o

SQL Performance Data

Opens/Plans Built Per Second
- N
° °
=3 =3
=] =]

500

0
12:05 AM 12:35 AM  1:05 AM 1:35 AM 2:05 AM 2:35 AM a0 AN 3 AN 0 AN
Date - Time
. SQL Full Opens Per Second . SQL Pseudo Opens Per Second . Native DB Full Opens Per Second

= Plans Built Per Second

General recommendationis to keep Native Full Opens per second < 1000

Drill down to find the

jobs doing full
| opens...
© 2016 IBM Corporation
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®

12X Bus Utilization

* Collection Services collects utilization data for 12X buses

— PDI has integrated charts that show views of how resources at the bus
level like 12X loops and PCle cards are performing

Enable Performance information collection on the HMC

[E] Physical System

Logical Partitions Overview

Donated Processor Time by Logical Partition
Uncapped Processor Time Used by Logical
Partition

Virtual Shared Processor Pool Utilization
Physical Processors Utilization by Physical
Processor

Dedicated Processors Utilization by Logical
Partition

Physical Processors Utilization by Processor
Status Overview

Physical Processors Utilization by Processor
Status Detail

Shared Memory Overview
Full System I/O Architecture
All 12X Loops

All PCIe Gen2

© 2016 IBM Corporation

Partition Prop

General I Hardware l Virtual Adapters @ Settings = Other

Processing Units
Minimum: 0.10
Assigned: 3.00
Maximum: 3.00

Processors I Memory | 1/0

Sharing mode: Capped

Shared processor pool: DefaultPool (0)

-

-
~‘B] Allow performance information collecuoD

Virtual Processors
Mirnimum: 1.0
Assigned: 3.0
Maximum: 3.0

Processor Compatibility Mode
Compatibility mode: POWERG

Cancel

Helpl

124



@ Perspecﬁvei] Editg\ﬁewﬂﬂistoryﬂ
Power Systems Collection Tiene System
Name(s): Q067000002 Start: Mar 8, 2013 12:00:02 AM Name: ETC3T1
Lbrary:  QPFRDATA End: Ongoing Releas=: V7RIMO
Displa-y- Collection Type:  Collection Services Fie Based Collection
File level: 36

Services
DB Files
.... OAPMCONTF

b_ aCoIIection Services Database Files

— @ 5APMARMTRT

® oapMBUS

® OAPMBUSINT
® 0APMCONF

® oApMDISK

® O APMDISKRE

® oAPMDOMINO
® oApMDPS

® OAPMETH

® oapmHTTEB

© 2016 I1BM Corporation

QAPMCONF Panel View

Library Name:
Member Name:

Start Time:

Model Number:

Syst=m Type:

Partition Memory (KB):
Comm Data Collected:

Machine Serial Number:

Response Time Boundary 1 (ms):
Response Time Boundary 2 (ms):
Response Time Boundary 3 (ms):
Response Time Boundary 4 (ms):

Systam ASP Capacity (KB):
Checksum Protection On:
Viirtual Processors:

Installed Processors:

Remote Response Boundary 1
(ms):
Remote Response Boundary 2
(ms):

Remote Response Boundary 3
{ms):

System ASP Capacity (KB):
Perm 16MB Addr Remaining:
Temp 16MB Addr Remaining

Disk Resp Time Boundary 1 (ms):
Disk Resp Time Boundary 2 (ms):
Disk Resp Time Boundary 3 (ms):
Disk Resp Time Boundary 4 (ms):
Disk Resp Time Boundary 5 (ms):

Collection Data:

Collect Internal Data:
*CSMGTCOL Collection Library:
*CSMGTCOL Collection Name:
Databas= Consistency:
Databas= Limit (% of CPU):

QPFRDATA
Q057000002

Mar 8, 2013 12:00:02
AM

61X

7558
4154304
Y
10-065FA
1000
2000
4000
8000
93,206,752
N

2

4

93,206,752
274,848,547,584
274,814,555,200
1

16

&4

256

1,024

Consistent with *SYS
N

QPFRDATA
Q067000002

100.0

Processor Firmware Time:
Task Threshold Value (ms):
Secondary Thread Thresh (ms):

Disk Response Time Boundary 1 (us):
Disk Response Time Boundary 2 (us):
Disk Response Time Boundary 3 (us):
Disk Response Time Boundary 4 (us):
Disk Response Time Boundary 5 (us):
Dizk Response Time Boundary 6 (us):
Disk Response Time Boundary 7 (us):
Disk Response Time Boundary 8 (us):
Disk Response Time Boundary 9 (us):

Dizk Response Time Boundary 10
(us):

Hypervisor Memory (MB):

SMT Hardware Threads:

Time Interval {minutes):
Interactive Limit (%%):

Time Interval (s=conds):
Interactive Threshold (%):
Processor Multi-tasking Capability:

Output File System:

Partition Count:

Processor Folding Support:
Partition ID:

Primary Partition ID:

Processor Units:

System Version:

System Release:

System Name:

Performance Monitor Select Job:
Shared Processor Pool:

Partition Sharing Capped:
Variable Processor Speed Capability:
QPFRAD] System Value:

Ne
1,000
1,000
15

250
1,000
4,000
8,000
16,000
64,000
256,000
500,000
1,024,000

100.00

100.00

System
Controlled

ETC3T1

No

0.2

1.0
ETC3T1

Yes
Uncapped
1

2
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Considerations for Viewing Prior Release Performance data

 Performance data from earlier releases can be viewed with the Performance
Data Investigator at the latest release

— Note: Not all graphs and charts will be available after conversion due to changes
in data content and format

« If prior release data has not been converted, you may get errors when trying
tO d|Sp|ay Charts O Perspective error

The specified collection is invalid.
Close Message

= Use the Convert Performance Collection (CVTPFRCOL) command

— Supports Collection Services, Job Watcher, Disk Watcher, and Performance
Explorer data

— Data from 6.1 can be converted and viewed with PDl on 7.1 or 7.2
— Data from 7.1 can be converted and viewed with PDIl on 7.2

© 2016 IBM Corporation 126
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Considerations for Viewing Prior Release Performance data

« Convert the performance data to the current release format (commands)

— For Collection Services data
— The preferred approach is to save the Management Collection object to a save file

SAVOBJ OBJ (MYMGTCOL) LIB(MYLIB) SAVFEF (MYLIB/MYSAVEF)

FTP the save file to the 7.1 or 7.2 partition

Use the Restore Performance Collection command (RSTPFRCOL) to restore the
*CSMGTCOL collection

Use the Create Performance Data (CRTPFRDTA) command to get the data into
database files

» Create Performance Data will create the data at the current release format

DEV (*SAVFEF)

Note: the library in which the performance data is restored into needs to be at the
current release level

— For Job Watcher, Disk Watcher, or Performance Explorer collections
Save the performance data using the Save Performance Collection (SAVPFRCOL) command
FTP the save file to the 7.1 or 7.2 partition

Use the Restore Performance Collection (RSTPFRCOL) command to restore the data on the 7.1
or 7.2 partition.

Use the Convert Performance Collection (CVTPFRCOL) command to convert the prior release

©)

©)

©)

©)

02016 eucSatapase files to the current release.
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Considerations for Viewing Prior Release Performance

data

» Convert the performance data to the current release format via the

GUI

— The steps are similar to the prior slide:

— Save the performance collection

— FTP the save file to the desired partition
— Restore the collection via the Collection Manager
— Convert the collection to the current release format

L Copy

Delete

T

1 - 22 of 22 iten] 22ve

Investigate Data

Properties

© 2016 IBM Corporation

Manage Collections - Etc3t1.rchland.ibm.com

e B~ @
Name
37 ... | No filter applie

@ Q0660000C
@ Q0680000C

@ Q0690000C

Actions ¥
Maintain Collections » | Rebuild Collection Table
Columns Restore
E Refresh Convert 3

:.::9 Advanced Filter

i1 Export »

Iﬁ Configure Options

@ Q0700000C

Collection Services File B
Collection Services File B

Collection Services File B
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®

B Manage Collections
Batch Models
Collection Services Collections

Manage Collections

Disk Watcher Collections

Job Watcher Collections

« The Manager Collections tasks allows you to see and manage all of your
performance data from one central location

« Various tasks can be launched from the Manage Collections task, including the
Performance Data Investigator

Manage Collections - Ut

bs.ibm.com

Status

Collection Services *MGTCOL Obj Based Col Complete

Collection Services *MGTCOL Obj Based Col Complete

Collection Services *MGTCOL Obj Based Col Complete

Collection Services *MGTCOL Obj Based Col Complete

Callection Services File Based Collection

:ction Services File Based Collection
:ction Services File Based Collection

:ction Services File Based Collection

action Services File Based Collection

Complete
Complete
Incomplete

Incomplete

:ction Services *MGTCOL Obj Based Col Complete

Complete

Collection Services *MGTCOL Obj Based Col Complete

Collection Services *MGTCOL Obj Based Col Complete

@ | @' Ea v @ | Actions ¥
¥ ... | No filter applied
Name Library - Type
Q095000003 QPFRDATA
Q111000004 QPFRDATA
Q096000004 QPFRDATA
Q097000003 QPFRDATA
/(i Q107000004 NPERNATA
-, Create Batch Model
@ Q1080 Move
(% Q1090 copy
@QIIOO Delete
Q0980 Save
. Investigate Performance Data
@ino Properties
Q112114721 QPFRDATA
Q099000003 QPFRDATA
© 2016 IBM Corporation

Started

4/4/16 12:00:03 AM
4/20/16 12:00:05 AM
4/5/16 12:00:04 AM
4/6/16 12:00:03 AM
4/16/16 12:00:04 AM
4/17/16 12:00:04 AM
4/18/16 12:00:03 AM
4/159/16 12:00:04 AM
4/7/16 12:00:05 AM
4/20/16 12:00:05 AM
4/21/16 11:47:21 AM
4/8/16 12:00:03 AM

Ended

4/5/16 12:00:04 AM
4/21/16 12:00:04 AM
4/6/16 12:00:03 AM
4/7/16 12:00:04 AM
4/17/16 12:00:00 AM
4/18/16 12:00:00 AM

4/8/16 12:00:03 AM
4/21/16 12:00:00 AM
4/22/16 12:00:04 AM
4/9/16 12:00:04 AM

Size MB

2,682.13
2,533.63
2,682.13
2,698.13
372.953
377.371
212.527
14.078
2,616.63
361.031
889.386
2,581.63

System
ol
ol
v
vt

Version

V7R3M0
V7R3M0
V7R3M0
V7R3M0
V7R3M0
V7R3M0
V7R3M0
V7R3M0
V7R3M0
V7R3MO
V7R3MO
V7R3MO
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Manage Collections

* If you restore performance data without using the Restore
Performance Collection interface, collections may not display in
the Manage Collections view.

* The “Rebuild Collection Table” option will rebuild the meta-data
) used for the Manage Collections task and then your
@ performance data should be visible.

‘Manage Collections - Isz1lp13.rch.stglabs.ibm.com

@? el v @ Actions ¥

Maintain Collections » | Rebuild Collection Table
Name
30 ... | No filter appliec Colunns Restoee
£ Q31102502 5 Refresh Convert .
(fi: CPYCS05 :%a Advanced Filter Collection Services File B:
& DIFFERENTS |51 Export »  Job Watcher File Based C
(&) DIFFERENTE| @ Configure Options Collection Services *MGT!
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Performance Data — Analysis

Performance Diagnostics with the
Performance Data Investigator
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Analyzing Performance Data Using PDI

* Now that you know all that PDI can do....

— How do you really use it to analyze performance data?

— There are no specific steps — it all depends upon what you see in the
performance data

— If you look at your performance data on a regular basis, you will learn your
“normal” pattern which makes it easier to identify something unusual

— Experience is the best teacher

© 2016 IBM Corporation 132
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Analyzing Performance Data Using PDI

« Start by asking questions:
— What was the symptom of the problem?
— Who reported the problem
— What time did it occur?
— How long did it last?

— Have there been any recent changes?
o New or changed workload?
o Any application changes?
o Any recent hardware configuration changes?

— What was the scope?
o Did it impact the entire system?
o Did it impact some subset of work?
— Specific users?
©z20161BMCorporation - Sn@acific applications? 193
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CPU Utilizationand Waits Overview

CPU Utilization and Waits Overview is an excellent starting place. Look for interesting points.
Next steps will depend upon the answer to the prior questions, along with what you see.

CPU Utilization and Waits Overview
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Using PDI, you canlearn how to navigate through your data

Collection Services data may not be able to resolve your problem, but it
may very well help to identify areas where more detailed analysis is
needed.

ion Waits Overview
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Drill-down based upon what you see

« While no one job was causing the spike in contention, we can find out

many jobs were affected during that interval.

« This is an example where Collection Services can show us something

is going on, but Job Watcher data is necessary to identify the root

cause.

© 2016 I1BM Corporation
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Recommendations

If you are not using PDI, give it a try!

— Remember, all partitions (even at IBM i 6.1!) can access the majority of the
charts shown in this presentation — without installing/purchasing anything
additional!!

Stay currenton PTFs

Become familiar with your system’s performance “signature” — it will
make it easier to spot changes

Keep baseline performance data

(R0

© 2016 IBM Corporation
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IBM 1 developerWorks

« IBM i developerWorks is the web site to go to find out about
— Latest function delivered via Technology Refreshes
— Enhancements delivered via PTFs

developerWorks.

= IBMi

Technical resources for IBM i developers and users

Tutorials & training Tools & code Communities

© 2016 IBM Corporation 138



https://www.ibm.com/developerworks/learn/ibmi

developerWorks.

IBM i

Technical resources for IBM i developers and users

Tutorials & training Tools & code Communities

Performance Tools
El Like | Updated today at 12:17 PM by ShaunaRollin mance_tools

Page Actions ~

Tutorials & training Tools & code Comm

Featured

IBM wiki

IBM i Technology Updates

IBM i operating system (OS) levels and related
software products are frequently enhanced via
Program Temporary Fixes (PTFs). This wiki
contains a centralized list of all enhancements for
IBMIi.

Find updates

IBM | Technology Updates

7| | Upclstes Oct 11,206 8t 10:16 AVI by Timems | Taga: 222, enfancements, frmwass, hardvare, §, b, coersting, syatem, technaiogy Lo

Page Actiors

IBM i operating system {CS) levels and related zoftware products are frequently enhanced via PTFs.
Priar to the exisience of this wiki, IBM did not pravide a single point for clients io learn about all IBM i enhancements.

Enhancement Landing Pages
IBMi7.3 TR1 - Base Enhancements
IBMi7.2 TR5-TR4-TR3-TR2 - TR1 - Base Enhan
IBMi7.1 TR11-TR10 - TRS - TR8

The following links take you to landing pages for various products and subjects.
Each subject area contains extended details about existing and new support.

IBM i Technology Updates - by IBM i product or subject matter
Backup Recovery and Media Services (BRMS)

Collaboration and Social for i (Lotus)

DB2 for i (Database)
IBM Cloud Storage Solutions for i

This section contains information about the most recent enhancements to IBM i Performance Tools. This topic inclut
collection tools, the performance components of IBM Navigator for i and the Performance Tools LPP (Licensed program 57xxPT1).

Performance Data Collectors

Nnce |

Collection Services, Disk Watcher, Job Watcher, and Performance Explorer are the primary performance data collection tools suppc

IBM i. Other performance related tools include: Batch Model, Work with System Activity (WRKSYSACT), Dump Main Memory Informk......
(DMPMEMINF), and Analyze Command Performance (ANZCMDPFR).

Performance on the Web

The Performance components of IBM Navigator for i include the Investigate Data task which is used to start Performance Data

Investigator (PDI) and the Manage Collections task used to manage performance collections. Other tasks provide access to the

web-based GUI interface for Collection Services, Job Watcher and Disk Watcher.

Performance Tools LPP (57xxPT1)

Performance Tools is a licensed program product that contains additional performance tools. The most common is known as Performance

Tools Reports. More information on this licensed program is contained in the IBM Knowledge Center - IBM Performance Tools for i.

General IBM i operating system

Hardware and Firmware (including Technology Refresh content)

IBM i Access Client Solutions
IBM Integrated Web Services for i

Integration with BladeCenter and System x

Javaon IBMi

Navigator

Performance Tools

'owerHA SystemMirror for i '

Systems Management

SQL Services

Web Integration on i
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Performance on the Web on developerWorks

Getting Started:

The main page for Performance Tools and this sub-page "Performance on the web" provide enhancement information. For specific enhancement by topic, see Enhancements

and New Perspectives

The Resources sub-page contains a significant resource list. A good place to start for learning PDI is to document titled "Getting started with the Performance Data Investigator®.

PTFs:
PTFs for these functions are part of the set of PTFs for IBM Navigator for i. They are listed in the table below, grouped by date of release. Check against the listed IBM Navigator for
i PTFs.
Performance
Task 7.2 PTFs 7.1 PTFs - 5770SS1 PTF Description Notes
Enhancements 7.3 PTFs i
(Release Date)
Spring SP Updates IBM Navigator for i PTFs
Install latest for these groups when
SF99723 level 1 | SF99714 level SF99145 level Performance Tools Group PTF putting on new Navigator for i PTFs
7.3 GA Performance IBM Navigator for
Updates i PTFs
December 1 2015 Get PTF numbers from IBM Navigator for | PTFs
SF99713 level 11+ or The Navigator for i PTFs are
October 19, 2015 higher SF99368 level 36+ or HTTP Group PTF shipped In the HTTP group,
Get PTF numbers from higher Includes for Navigator: and it is recommended that
IBM Navigator for i SI56747 ;
PTFs IBM Navigator for i PTFs « Common PTF you keep current on this PTF
S156748 « Navigator for i group.

© 2016 I1BM Corporation
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for Business

ithankyou

www.ibm.com/powerl/i
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iDoctor versus Performance Data Investigator

There are two graphical interfaces for performance data analysis...which should you use?

Feature iDoctor PDI
Interface Windows client Browser
Wait Analysis Yes Yes
Collection Services Yes Yes
Job Watcher Yes Yes
Disk Watcher Yes Yes
Performance Explorer Yes Profile collections only
Database Yes Yes
Job Watcher Monitors Yes No
Customizable Yes Yes
User Defined graphs and Yes Yes
queries
Update Frequency Monthly Twice Yearly

Experimental features

Support Defectonly Standard SWMA
Chargeable Yearly license *Collection Services at no additional charge with i

*Disk Watcher, Database, and Performance Explorer included with
base PT1 product

*Job Watcher is an additional option of PT1 and has an additional
charge

Experimental Features

Yes (e.g., VIOS Investigator)

No

Multinational language
support

No

Yes
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IBM i PerformanceFAQ - a MUST read!

IBM Power Systems Performance

IBM 1 on Power - Performance FAQ
October 3, 2016

© 2016 IBM Corporation
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IBM i Performance on developerWorks L developerWorks.

IBMi

Technical resources for IBM i developers and users

u d eV el OperWOI'kS Tutorials & training Tools & code Communities

http://www.ibm.com/developerworks/ibmi/

= Performance Tools

https://www.ibm.com/developerworks/mydeveloperworks/wikis/home?lang=en#/wiki/IBM i
Technology Updates/page/Performance Tools

= Forum
https://www.ibm.com/developerworks/forums/forum.jspa?forumID=2751

= |IBM i Performance Data Investigator
http://www.ibm.com/developerworks/ibmi/library/i-pdi/inde x.html

= |IBM i Performance Data Investigator — Edit Perspectives
http://www.ibm.com/developerworks/ibmi/library/i-pdiedit/index.html

= |BM i Wait Accounting

http://www.ibm.com/developerworks/ibmi/library/i-ibmi-wait-accounting/

= How to use the Batch Model performance tool
https://www.ibm.com/developerworks/ibmi/library/i-how-to-use-the-batch-model-performance-tool/

© 2016 I1BM Corporation
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IBM 1 Web Sites with Performance Information

* IBM i Knowledge Center

http://www.ibm.com/support/knowledgecenter/ssw ibm i/welcome

* IBM | Performance Management

http://www-03.ibm.com/systems/power/software/i/management/#tab 2

» Performance Management for Power Systems

hitp://www-03.ibm.com/systems/power/support/pm/index.html

 |IBM Workload Estimator

hitp://www.ibm.com/systems/support/tools/estimator

* |Doctor

http://www-912.ibm.com/i dir/idoctor.nsf

e Job Waits Whitepaper

https://www-
912.ibm.com/i dir/idoctor.nsf/3B3C112F7 FBE774C86256F4000757A8F/$FILE/Job Waits White Paper 61 71.pdf

© 2016 I1BM Corporation
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i Can

http://www.ibmsystemsmag.com/Blogs/i-Can/

For a simple list of all
blogs on one page:

"I Can” Blog of Blogs

https://www.ibm.com/developerworks/community/w
ikisslhome?lang=en#!/wiki/Power Systems/page/i
Can Blog of Blogs

© 2016 I1BM Corporation

IBM i 7.3 System Monitor Enhancements

IBM i 7.3 Enhancement With Binder Lanquage Export Source
Workload Group Configuration with IBMi 7.3

IBM i 7.3 - Network Connection Auditing

IBM i Performance Frequently Asked Questions Revisited

IBM i 7.3 Enhancements for Display Job Log (DSPJOBLOG)

Route More Work to Subsystems by User Profile

Graph History: Newin 7.3 IBM Navigator for i

Using ALLCHGRCV or ALLDTCRCYV Control Group Entries to Save J
ournal Receivers

IBM i 7.3 - Qshell Jobs and the Inactive Job Time Out

IBM i 7.2 Improved Temporary Storage Tracking (Part 7)

IBM i 7.3 Adds Authority Collection Feature

IBM i Services for Function Usage Information

PowerHA for SMB

Visualizing Database Performance Data With the Performance Data |

nvestigator
Collecting Database Performance Data With IBM i Performance Data

Investigator
IBM i Configuration Defaults

Single Object Restore Performance Enhancement

Why You Should be Using Expert Cache

Leveraging SSDs and IASPs with BRMS Migration

SQL CPU Utilization

January 2016 IBMi Large User Group Meeting

IBM i Job Accounting and Prestart Server Jobs

Route Remote Command Requests to a Specific Subsystem
Copy Spooled Files to PDFs using the UIM Exit Point for WRKSPLF
IBM i Job Accounting and Prestart Jobs

IBM i Access Client Solutions and Performance FAQ Updates
Everything is Design: The Work of Paul Rand
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IBM i Performance and Optimization Services

The IBM i Performance and Optimization team specializes in resolving a wide
variety of performance problems. Our team of experts can help you tune your
partition and applications, including:

Reducing batch processing times

Resolving SQL query and native 10 performance problems

Tuning RPG, COBOL, C, and Java (including WebSphere Application Server) programs
Removing bottlenecks, resolving intermittent issues

Resolving memory leaks, temporary storage growth problems, etc.

Tuning memory pools, disk subsystems, system values, and LPAR settings for best
performance

Optimizing Solid State Drive (SSD) performance
Tuning client interfaces such as ODBC, JDBC, .Net and more

Skills transfer and training for performance tools and analysis also available!

Contact Eric Barsness at for more details.

www.ibm.com/systems/services/labservices
© 2016 IBM Corporation 148



Learn the science and art of performance analysis, methodology and problem solving

IBM i Performance Analysis Workshop

Managing and analyzing the data can be quite complex. During this workshop, the IBM Systems Lab Services IBM i team
will share useful techniques for analyzing performance data on key IBM i resources, and will cover strategies for solving
performance problems. It will aid in building a future foundation of performance methodology you can apply in vour
environment.

Overview:

—Topics covered include:
Key performance analySiS Concepts CPU Utilization and Waits Overview
Performance tools

Performance data collectors (Job Watcher, Disk Watcher, etc.) B 1
Wait accounting ‘

— Core methodology and analysis of: sl 1\l |
Locks sonl/ \[ Vit 1 T
Memory LRl i bé!he—-‘s'l
/O subsystem —
CPU T s

— Concept reinforcement through case studies and lab exercises
—May include discussions on theory, problem solving, prevention and best practices

Workshop details:
— Intermediate IBM i skill level

— 3 day workshop, public or private (on-site)
For public workshop availability and enroliment:

For additional information regarding private workshops, please contact Mike Gordon, STG Lab Services, at

IBM Systems Lab Services - - 149
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Performance and Scalability Services

= The IBM i Performance and Scalability Services Center can provide facilities
and hardware IN ROCHESTER to assist you in testing hardware or software
changes

= “Traditional” benchmarks

= Release-to-release upgrades

= Assess and tune application and database performance

= Stress test your system

= Determine impact of application changes

* Proofs of Concept (e.g. HA alternatives; SSD analysis, external storage, etc.)
= Evaluate application scalability

= Capacity planning

= ... all with the availability of Lab Services IBM i experts and development
personnel

= To request any of these services, submit at:

© 2016 IBM Corporation 150
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Features Typical Benefits

Three options to best meet client needs: “Realdata” available to assess if SSDs are for you.

Data qollectloq on the client S_yStem with ] Multiple offerings provide flexibility in the scope and depth of the
analytical services to determine the benefit analysis you choose to perform.

SSPS will p'r(.)wde'. The analysis also identifies With the assistance of our Lab Services experts, clients will learn how
which specific objects should be stored on to optimize the use of SSDs to meet their processing and business
SSDs to optimize benéefits. requirements.

Remote access to a fixed Power IBM i
configuration to load and test client workloads Contact

on both SSDs and traditional disk drives Toinitiate these services, submitarequestformat url:
(HDDs). Assessment is made of the delta
between workload performance on SSDs and

http://www.ibm.com/systems/services/labservices/psscontact.html

HDDs.

: : T Why IBM® Rochester?
Hardware configured to client specifications
with client workloads run on a system in the » Deep skillsin IBMiimplementation andintegration
Performance and Scalability Services Center in = Experiencein system, database, and application performance gleaned
Rochester, MN. Client has onsite access to from hundreds of engagements with clients across mostindustries
state of the art test center. Optimal SSD = Ability to deliver skills transfer as part of your service engagement
configuration for current and future workload

requirements is determined from analysis of
workload runs.

IBM, the IBM logo, and ibm.com are trademarks of IBM Corp., registered in many jurisdictions worldwide. Other product and service names might be trademarks
of IBM or other companies. A current list of IBM trademarks is available on the Web at “Copyright and trademark information” at www.ibm.com/legal/copytrade.shtml.
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Special notices

This document was developed for IBM offerings in the United States as of the date of publication. IBM may not make these offerings available in
other countries, and the information is subject to change without notice. Consult your local IBM business contact for information on the IBM
offerings available in your area.

Information in this document concerning non-IBM products was obtained from the suppliers of these products or other public sources. Questions
on the capabilities of non-IBM products should be addressed to the suppliers of those products.

IBM may have patents or pending patent applications covering subject matter in this document. The furnishing of this document does not give
you any license to these patents. Send license inquires, in writing, to IBM Director of Licensing, IBM Corporation, New Castle Drive, Armonk, NY
10504-1785 USA.

All statements regarding IBM future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives
only.

The information contained in this document has not been submitted to any formal IBM testand is provided "AS IS" with no warranties or
guarantees either expressed or implied.

All examples cited or described in this document are presented as illustrations of the manner in which some IBM products can be used and the
results that may be achieved. Actualenvironmental costs and performance characteristics will vary depending on individual client configurations
and conditions.

IBM Global Financing offerings are provided through IBM Credit Corporation in the United States and other IBM subsidiaries and divisions
worldwide to qualified commercialand government clients. Rates are based on a client's credit rating, financing terms, offering type, equipment
type and options, and may vary by country. Other restrictions may apply. Rates and offerings are subject to change, extension or withdrawal
without notice.

IBM is not responsible for printing errors in this document that result in pricing or information inaccuracies.

All prices shown are IBM's United States suggested list prices and are subject to change without notice; reseller prices may vary.

IBM hardware products are manufactured from new parts, or new and serviceable used parts. Regardless, our warranty terms apply.

Any performance data contained in this document was determined in a controlled environment. Actual results may vary significantly and are
dependent on many factors including system hardware configuration and software design and configuration. Some measurements quoted in this
document may have been made on development-level systems. Thereis no guarantee these measurements will be the same on generally-
available systems. Some measurements quoted in this document may have been estimated through extrapolation. Users of this document
should verify the applicable data for their specific environment.

Revised September 26, 2006
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Special notices (cont.)

IBM, the IBMlogo, ibm.com AlX, AlX (logo), AIX6 (logo), AS/400, Active Memory, BladeCenter, Blue Gene, CacheFlow, ClusterProven, DB2, ESCON,i5/0S, i5/0S
(logo), IBM Business Partner (logo), IntelliStation, LoadLeveler, Lotus, Lotus Notes, Notes, Operating System/400, OS/400, PartnerLink, PartnerWorld, PowerPC, pSeries,
Rational, RISC System/6000, RS/6000, THINK, Tivoli, Tivoli (logo), Tivoli Management Environment, WebSphere, xSeries, z/OS, zSeries, AIX5L, Chiphopper, Chipkill,
Cloudscape, DB2 Universal Database, DS4000,DS6000,DS8000, EnergyScale, Enterprise Workload Manager, General Purpose File System, , GPFS, HACMP,
HACMP/6000,HASM, IBM Systems Director Active Energy Manager, iSeries, Micro-Partitioning, POWER, PowerExecutive, PowerVM, PowerVM (logo), PowerHA, Power
Architecture, Power Everywhere, Power Family, POWER Hypervisor, Power Systems, Power Systems (logo), Power Systems Software, Power Systems Software (logo),
POWER2, POWER3,POWER4, POWER4+, POWERS, POWERS+, POWERG, POWERY, pureScale, Systemi, System p, System p5, System Storage, System z, Tivoli
Enterprise, TME 10, TurboCore, Workload Partiions Manager and X-Architecture are trademarks or registered trademarks of International Business Machines Corporation
in the United States, other counftries, orboth. If these and other IBM trademarked terms are marked ontheir first occurrence in this information with a trademark symbol (®
or ™), these symbols indicate U.S. registered or common law trademarks owned by IBM at the time this information was published. Such trademarks may alsobe
registered or common law trademarksin other countries. A currentlist of IBM trademarks is available on the Web at "Copyrightand trademark information" at
www.ibm.com/legal/copytrade .shiml

The Power Architecture and Power.org wordmarksandthe Power and Power.orglogos and related marks are trademarks and service marks licensed by Power.org.
UNIX is a registered trademark of The Open Group in the United States, other countries or both.

Linuxis a registered trademark of Linus Torvalds in the United States, other countries or both.

Microsoft, Windowsand the Windows logo are registered trademarks of Microsoft Corporationin the United States, other countries or both.

Intel, Itanium, Pentium are registered trademarks and Xeon is a trademark of Intel Corporation orits subsidiaries in the United States, other countries orboth.

AMD Opteron is a trademark of Advanced Micro Devices, Inc.

Java and all Java-based trademarks and logos are trademarks of Sun Microsystems, Inc. in the United States, other countries or both.

TPC-C and TPC-H are trademarks ofthe Transaction Performance Processing Council (TPPC).

SPECint, SPECfp, SPECbb, SPECweb, SPECjAppServer, SPEC OMP, SPECviewperf, SPECapc, SPEChpc, SPECjvm, SPECmail, SPECimap and SPECsfs are
trademarks of the Standard Performance Evaluation Corp (SPEC).

NetBenchis a registered trademark of Ziff Davis Media in the United States, other countries orboth.
AltiVecis a trademark of Freescale Semiconductor, Inc.
CellBroadband Engineis a trademark of Sony Computer Entertainmentinc.

InfiniBand, InfiniBand Trade Association and the InfiniBand design marks are trademarks and/or service marks of the InfiniBand Trade Association.
Othercompany, productand service names maybe trademarks or service marks of others.

Revised February 9, 2010
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