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Agenda

= |BM i architecture and external storage

= Storage systems that connect to IBM i

= Steps for sizing and modelling Storage systems for IBM i

= Disk Magic

= Collecting IBM i performance data

= Decide the peaks

= Sizing - decide the initial storage configuration for Disk Magic
= Modelling with Disk Magic

= Demo of Disk Magic
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IBM i Single level storage, Handling 1/O operations

( Single level storage )

Main memory Disk space Disk drives or LUNs

—

Y
|

«—>
I
Page fault _
Me— ]
>

One set of virtual addresses for memory and disk space

Page swap, close files,journals, etc.

4 KB pages
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Spreading IBM i objects accross disk units - LUNs

IBM i objects

Databsae files

Job descriptions IBM i ]
Documents TiMi
Etc. [ Storage management ]

Disk units or LUNs

A B gWE B §

Occupied disk space Occupied disk space Occupied disk space

IBM i storage management spreads IBM i objects evenly accross the available disk

units or LUNs
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Storage Manager — Handling 10 operations

Storage management directories

Internal disk

Pages
% @o disk and sector to a virtual addre>

Virtual addresses

o=

Page tables | :
I
I I
LUN on external sToJrage
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10 flow — Storage system connected with VIOS-NPIV

POWER

Virtual I/O server,| IBM i client

POWER Hypervisor

FC adapter

Host port

Storage Host port

'
Disk drives I
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IBM i and Storage systems

DS8000

- , * ProtecTIER
DS6000

Note: The shown connections with VIOS refer to either VSCSI, NPIV or both © 2018 1BM Gorporation
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DS8000 Enterprise disk system

The IBM POWER processor has been behind the success of IBM enterprise storage beginning with the Enterprise
Storage Server in 1999

| [_rowers: ] [_rowens ] [_poweser ]

e

DS8000

DS8000 DS8700 DS8870
Turbo DS8800

Binary Compatibility

DS8800 builds on a market-proven, reliable code base!
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DS8870 models

processor complex
—64 GBto 1 TB cache

— 8 Gb/s host and device adapters
—2.5” Enterprise SAS-2 drives

—16 GB or 32 GB cache
— 8 Gb/s host and device adapters
—2.5” Enterprise SAS-2 drives

S nostan

evice aqaapters

—2.5” Enterprise SAS-2 drives

© 2013 IBM Corporation
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DS8870 Components

DS8870 front view

Disk
drives
HMC
DC-UPS
Power POWER7
supplies porcessor

based
servers

1/0 Enclosures
with
adapters

DS8870 back view
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Disk Drives in DS8870

= 146 GB 15 K RPM — Small Form Factor (SFF)

= 300 GB 15 KRPM - SFF

* 600 GB 10 K RPM - SFF

* 900 GB 10 K RPM - SFF

= 3TB 7.2 K RPM nearline SAS drives — Large Form Factor (LFF)
* 400 GB SSD

= RAID support:
— SFF disk drives support RAID-5, RAID-6 and RAID-10
— SSD support RAID-5
— LFF disk drives ( nearline disk drives ) support RAID-6
— RAID protection is enabled on Array site of 8 disk drives

SFF 24 disk drive enclosure — front view
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DS8870 Graphical User Interface (GUI)

Overview
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IBM Storwize V7000 — Responding to Our Customers

= Requests for SAN Volume Controller
— SVC with internal disk drives
* Robust and reliable virtualized storage

product with RAID integration and
simplified system management (only
one interface for everything)

— Hide SVC virtualization complexity

— Easy to use graphical user interface

= Requests for midrange disk
— Easy system management
— Enterprise attributes
— Simplified data migration
— Robustness, high availability
— Strong interoperability
— Application integration
— Low cost

Storwize V7000

SVC:
Virtualization
Ir'r‘lt%ro;;erability
obustness =
Data migration . — DS8000:
Application integration s RAID protection
& Easy Tier
E
XIV: ;:ﬂ1é
Usability =

GUI deSign | e seesm s
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IBM Storwize V7000 at a Glance

Control enclosures

Expansion enclosures

Modular Hardware Building Blocks

Enterprise level software capabilities

+ RAID 0,1,5,6,10

« Storage virtualization

« Non disruptive data migration
» New user interface

« Thin provisioning

» Easy Tier

« FlashCopy

+ Remote copy

« Disaster recovery automation

Enclosure front View

12 x 3.5” LFF Drive Bays Model 2076-112/212/312

24 x 2.5” SFF Drive Bays Model 2076-124/224/324

© 2013 IBM Corporation
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Storwize V7000 Drive Options

Drive Type Drive Sizes
SSD 300GB (MLC)
Model 2076
124 /224 / 324: 200/400GB (MLC)
" 10K RPM 300, 450, 600GB
2.5" Small Form 4 4
Factor (SFF) SAS 900GB
15K RPM 146GB
SAS 300GB
7.2K 1TB
RPM 1.2TB
NL-SAS
No restrictions on mixing of drive types within the same
enclosure at this time
Model 2076 7.2K 2TB
112/212/312: RPM 3TB
NL-SAS 4TB
3.5" Large Form
Factor (LFF)

© 2013 IBM Corporation
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Storwize V7000 Components

Control Enclosure Rear View
Bottom node canister. 2076-112/124/312/324 .
Notice the unit is Top node canister.
identical to the top -
canister but installed
upside down.

The power supply unit or PSU for
the control enclosure includes
batteries to protect the cache in the

node canisters. Notice the units are -
identical except the unit on the 4
right is installed upside down. i

—'[

Expansion Enclosure Rear View T )
Xpansion
Bottom expansion 2076-212/224 R

canister.

canister. Notice the
unit is identical to the ma
top canister but The power supply unit or PSU for
installed upside down. the expansion enclosure does not
| \§ include batteries and thus are not
interchangeable with control
enclosure PSUs. Notice the units
are identical except the unit on the
right is installed upside down.
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Storwize V7000 Components

Control Enclosure Rea
2076-112/124/31

Two 24Gbps SAS
chains for expansion
enclosure attachment
are available per node

canister.

Ay

g T

el ey

Four 8Gbps fibre

channel ports are

available per node
canister.

< I

It

- |
[

Two gigE ports and

Expansion Enclosure Rear View

two USB ports are
available per node
canister.

2076-212/224

—
Two 24Gbps SAS
ports are available per
expansion canister for
connection to other
enclosures. ] I

J
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Storwize V7000 GUI

Navigation, user indicator

Ats_Oxtord_1 > Home > Getting sures  QUICK Navigation

)

| i= suggested Tasks 7 |

]Action menus

e

X
N
24 Internal 0 Fibre-
Drives i : "': A , Channel Hosts
2 MDisks 0 Pools 0 Volumes
[ - i
Icons with hover text L B
G Actions or help on click B.5C5l Host

N

". Overview

@ watch e-Learning: Overview

- 14 .T"L

Welcome!

Function
icons

icon in t

ompet Status details

ICONS I wic wore nueigauon.

The diagram represents all of the objects that need to be configured. To lear more about each object, click the

Main display area with
embedded help

s-Leaming modules include a tutorial of the steps that are required to
scts, either select the associated task from Suggested Tasks or use the

} Visit the Information Center

Status indicators

[ Connectivity a

s |

@ 0 Running Tasks

jm}
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Sizing and modelling External storage for IBM i

Collecting data
Decide the peaks

...{ IBMiFC adapters
-------

Decide initial
Storage configuration
for Disk Magic

Model with
Disk Magic

© 2013 IBM Corporation

External storage and IBM i — sizing and modelling , 2013

Disk Magic

= Modelling tool to help estimate disk subsystem performance
= Developed and maintained by the company IntelliMagic
= Models IBM, HP, HDS and EMC storage

= IntelliMagic closely collaborates with IBM development and performance
teams

= Standard tool for sizing and modelling IBM Storage systems
= Supports modeling of IBM i with Storage systems since 2003

= Disk Magic can be obtained from the following web sites:
—IBMers:
https://w3-03.ss0.ibm.com/sales/support/ShowDoc.wss?docid=SSPQ048068H83479186
—Business partners:
http://www.ibm.com/partnerworld/wps/serviet/ContentHandler/SSPQ048068H83479186

= Customers can purchase the Disk Magic license from Intellimagic

© 2013 IBM Corporation
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d Collecting data
Decide the peaks

...{ IBMiFC adapters
-------

Decide initial
Storage configuration
for Disk Magic

Model with
Disk Magic

© 2013 IBM Corporation
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IBM i performance data for sizing and Disk Magic
modelling

= Collection Services data
—Collected with 5 minutes intervals
—Collected during 3 consecutive days
—Collected also during intensive end-of-month jobs, if needed

= Needed Performance reports
—System report / section Disk Utilization
—Resource report / section Disk Utilization
—Component report / section Disk Activity

= Performance reports must be in English language

» Performance reports must be transfered in .ixt form to the PC with Disk
Magic

= If a particular period of the day is important for the customer, create
reports containing data of this period only

© 2013 IBM Corporation
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PERFORM 1BM Performance

select one of the following

yrmance utilitie
nd manage
rformance
e ivity

formance graphics
Advisor

Display &
te

tools
data

10

70. Related command:

xit  F4=prompt
ystem main menu

ORP

Configure Perf Collection
Type choic

Default inter
Collection library
Default collection profile
Cycle time
Cycle inte
ollection retention period
Number of
Unit of time
d ase fil

atl

fresh F

10=Addi tione
F2d=r ke:

Tools for

i t Performance Data
ystem:  PROD
Collection Services status

tatu: top

Select one of the following

Configure Performance Collection

=Information Assis

(CFGPFRCOL) Collect Performance Data PROD

11:40:09

Collection
tatus

ervices status
topped
*SAME
Name AME
*SAME, *MINIMUM
ar
24 hours

*PERM
the follc

Tom TTTeotion

ing

End Performance Collection

©‘ or command
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Example: Creating System report / section Disk utilization for a period 12:00 to 12:30

Print Performance Report

Library OPERDATA

Tupe option, pre
System r

: Enter

5=Re report

Member
024200000

F1i-t
F16=

with

rk
ort by te

Select Categories for

Member 0241114551

Tupe optic

press Enter. Press FG to print en

Communications
Control unit
Functional

are

F6=Print entire report Fi2=Cancel

Sample data

Rep

Sections for Report

0241114551

Press F6 to print entire report

Utilization
Utilization E
titiz

par
ge Pool ation
Disk Utilizat
Communication
cP/IP

unmary

Bottom
F6-Print entire

report  Fl12-Cance

elect Time Inte

brary QPFRDATA Performance data 41114551

tire Enter

Int  High
Transaction -CPU Util
Time Count Resp Tot Int Beh Util

1
Keys

it F1
ort (date/time) F24-More
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= CFGPFRCOL (Configure Performance Collection)
= STRPFRCOL (Start Performance Collection)
= ENDPFRCOL (End Performance Collection)

Example: Configuring performance collection with 5 minutes intervals
Configure Perf Collection (CFGPFRCOL)
Type choices, press Enter.

Default interval . . . . . . . . 05.00 *SAME, .25, .50, 1.
Collection library . . . . . . . PFRDATA Name, *SAME
Default collection profile . . . *STANDARDP *SAME, x*MINIMUM, xSTANDARD. ..
Cycle time . . . . . . . . . . . 000000 Time, *SAME
Cycle interval . EE - 24 *SAME, 1-24 hours
Collection retention per

Number of units . . . . . . . 00120 *SAME, 1-720, xPERM

Unit of time . . Lo *HOURS *HOURS, *DAYS

Create database files . . . . .  xVYES «SAME, xYES, xNO

Bottom
F3=Exit Fd4=Prompt F5=Refresh F10=Additional parameters F12=Cancel
F13=How to use this display F24=More keys

© 2013 IBM Corporation
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= PRTSYSRPT ( Print System Report)
= PRTRSCRPT (Print Resource Report)
= PRTCPTRPT (Print Component Report)

Example: Creating System report / Disk utilization from 4. November 00:00 to 8:00

Print System Report (PRTSYSRPT)

Type choices, press Enter.

Member . . . . . . . . . . . . . > 0308000002 Name
Report title . . . . . . . . . . Test system report disk utilization

Time period for report:

Starting time . . . . . . . . > 000000 Time, *FIRST, xSELECT
Starting date . . . . . . . . > 110413 Date, *FIRST

Ending time . . . . . . . . . > 080000 Time, xLAST
Ending date . . . . . . . . . > 110413 Date, xLAST

Additional Parameters

Library . . . . . . . . . ... PFRDATA Name
Type of information . . . . . . > xDISK *ALL, *WORKLOAD, %RSC...
+ for more values
More. ..
F3=Exit F4=Prompt F5=Refresh F12=Cancel F13=How to use this display
F24=More keys

© 2013 IBM Corporation
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Transfer the reports to .txt file

Use IBM i Operations Navigator

on your PC

=85 Basic Operations £ Qovperpt PRTPEXRPT Qsecafr
o7 Messages £ Qovperpt PRTPEXRPT Qsecofr
Printer Output 1 Qpvperpt PRTPEXRPT Qsecofr
g Printers £9 Qpvperpt PRTPEXRPT Qsecofr
By Jobs £ Qprint Qsecofr
o @ Work Management £ Qurint Qsecofr
o Configuration and Service £ Qpjablog QPADEV0DEE Qeecofr
o Network £ Qpoteyer Qeecofr
- Iy Intearated Server Administration sy
-8B security L10pateptr Qsecofr
- @i Users and Graups £1gppitr Qsecoft
=iy Databases £1Qept Open Qsecofr
& o
& DthIJ Ellelsystems M {‘_]7 T
v Y [ Had... ]
Add a connection 3
Print Next
Send 3
Move. ..
Delete...
Convert to PDF...
Send via AJS...
Export...
Cut
Copy h

© 2013 IBM Corporation
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Collecting data
d Decide the peaks

Decide initial
Storage configuration
for Disk Magic

Model with

Disk Magic

...{ IBMiFC adapters

© 2013 IBM Corporation
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Using Disk Magic spreadsheet - 1

Disk Magic 3 Welcome to Disk Magic

o gic File

" Dpen Existing Disk Magic Projsct File (*DM2)

Version 9.10.1

License Information —— 0 ———————————
Licensed to IBM and IBM business partners
Licensed for usage during marketing of IBM Disk Products
This license will expire on Tuesday. December 31. 2013 @N

New SAN P

& o SA Froicd

Disk Magic is intended for sizing and planning studies based on limited New Nas P

measurement data. It is licensed for use during a sales process of for

post-sales support. It is most useful to obtain global performance @S © New NAS Projsct

estimates for configuration change and workload growth scenarios.
Bl s e For e

Disk Magic has not been subjected to any formal performance review. and icimalon contectbaceo@us .o

its predictions have not been validated by IBM Marketing or the IBM

Storage Systems Division. W& v uees

Intiodtucton & Changes

Cancel Help

(] Select mutple Disk Magic nput i usng the Shft or Ctl ke
Creaie New Project Using Automsted Irput L} e S = 4

0 New SAN Project ==
&)=/l « LocalDik (C) » Datafor Disk Magic ~T%[
A Neme ’ Date modified Type.
e Foortes
TP Rapat o D55 sner SV cnftions -C5) = T T
RS % Downionds e S35 Texvoc]
& Rece P | | | ptunart 092131155 TextDos
e & oo  emenxt
b g sovms 7] 3 Documents rscojunel. X et Doc
= & Music sy junesTXT Text Docl
[ 5 Piturss 1 sysion X1 B/8ABH__ TotDoc
@ o B videos  sysunel TXT D615 Tetbo
B sioage Vinatzaton Wead Fosct | Computer
& Local Disk ()
€2 DVDRW Drive (@ ~ ¢ .
 sSeis FF Moosaenar D 2AF) Flereme: "y jundl DX gL iones X =
[ =
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Using Disk Magic spreadsheet - 2

i Multpl Fie Open - Fle Oveniew ] Mltile Fle Open - 10 Losd Summary by Inenal

Click on a colunn hoador to soloct the interval with the poak valuo for tha column, or ik on a rom to
[ Reac] writew] R Rotio] _wars] wmnis| Rues|

G Vied un 05 1605:0 2013 61 w7 ssa 02 a7 32 0 %
450 tim intervas i the dats.
Concel | e

The length of al tme intervals i 300 seconds (00:05:00)

Selctat | Edi Properies

_| asoboss | poun | s | s

A 5 Lclo | €| F | o | W | 1

 [orvl Dailintrval St Time 10 Rate Read % Wito % RAW Ratlo Total I1ls Wit WSl Read s Lo Rate

[ s GEAD00 126 TO% 2% 01 oig o701

5T Suosizos 1 X B & —T1

ol Josizon3 oS00 7 3e% %% 00 12 12 00

5T sty GGs00 65 Toow @o% 02 21 17 03

& o013 R X 1 A ¥ IR TS I —

71 sy o10s00 73 W% e1% 04 24 17 o1

7 052013 G000 o Tow so% o1 171 16 i

o1 Jumosizons OLE00 1610 Se% soi% 01 15 15 o2

0l sty o001 2% feex 03 17 13 0s

] Juvos2013 200 t2s 8% isw 01 15 s 02 )

12| sty L0 tses W er% 01 17 15 o2

B[ dosizs TR wse 7w ere 01 f4 13 o1
il Juosizos OLae0 4 Tew s 01 11 15 o1

] sty o600 1620 W% BN 01 16 14 02 1, |

6] Juos2013 T X B Rk —1 1

7 Junosi203 075500 2195 24.0% 760% 03 25 20 s | ( ‘|
18] Jun05/2013 080000 3448 47.9% 621% 09 75 39 36 s000 1 |
sl Juosizoia G0s00 M9 2i% 7ee% 03 47 37 10

200 Jumosizo3 01000 201 zoo% 7% 04 49 36 13

211 Juoszoi GiE00 n2 0% 750% 03 38 29 10 — .
2| sz G200 363 Zoe% 1% 04 24 1s g s8¢ IEEEEEEEEE
23 Juosr2013 082500 3969 362% 636% 0s 6 23 16 $es grgrcsaige
2| Jun0s2013 083000 4531 495% 505% 10 190 96 54 223 RS
25 Jun/05/2013, 083500 5640 544% 456% 12 26 103 123 ERBERRRE8RREEE’ g RRER EREE
B e T - I — g8t SEEEEREEEE
21| Juosizon3 G500 21 200% 7ow 04 53 45 1o §EE858EEEE
] Jomosizoty T X 14 T — —_1]
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Decide for the peaks - 1

/0 Rate Total MB/s
s0000 w00
| 3
)
200 " w00
== - =
10000 (- 20 | \
200
j il mmﬂ e 1
00 Day3 00 UL'A UD: 2 Mnsyz 1A
3 ] A s EEEsEEEEEE e
3 3333333333553533 Intorval Time
ntervl Time
Write MBIs Reads/sec and writes/sec
b 2500
“ 2000
1500
e } —+— Reads/sec|
. . —=— Wrtesisec
100 -
00 0
©2013 IBM Corporation
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A [ B [CcI[DJETJT F T 6 [ H T 1 [ J [ K JTLIM]INJO]PTJTaTlR
Interval Date Interval Star /O Rate Read % Write % R/W Ratio Total MBIs Write MB/s Read MBls Serv Time Wait Time KB/Write KB/Read W SerTi R SerTi ReadsiseWritesisec
Jun/05/2013 064000 1426 T.8% 92.2% 01 1.8 17 01 20 78 129 129 00 00 11146 131446
Jun/052013 064500 1767 11.0% 89.0% 01 1.9 17 02 27 74 09 109 00 00 19416 157.329
Jun/05/2013 065000 1207 36% 96.4% 0.0 12 12 0.0 16 63 104 104 00 00 4365 116366
Jun/052013 065500 1765 162% 63.8% 0.2 21 17 03 23 56 124 121 00 00 2854 147916
Jun/05/2013 070000 2091 28.4% T1.9% 0.4 26 19 07 32 52 126 126 00 00 58697 150442
Jun/05/2013 07:09:00 2333 30.9%| 69.1% 04 24 17 07 33 43 106 108 0.0 0.00 7219499 161.104
Jun/052013 07:10:000 1450 7.0%| 93.0% 01 17 16 01 18 79 123 123 0.0 0.0 10.221] 134776
Jun/05/2013 14:25:000 6108 429% 571% 08 146 83 62 58 25 244 244 00 0.0 262124/ 348726
Jun/052013  14:30:00 10774 752% 248% 30 835 2017 62.7 392 94 93 793 00 0.0 809.7151 267.728 Peak 2
Jun/05/2013 14:35:00 7477 644%| 356% 18 430 153 pinl 280 73 589 589 00 0.0 481.3979 266.285
Jun/07/2013 11:30:000 14578 223%| T77% 03 294 29 65 58 44 207 07 00 0.0 324439 113339

Junf07/2013  11:35:00 22000 11.7% 88.3% 01 299 264 35 37 14 1% 138 00 0.0 257.613 1942.373 Peak 1
Junf07/2013 114000 24733 21.9% T81% 03 Hr 326 91 5.2 17 173 173 00 0.0 540625 1932.707
Junf07/2013 114500 3950 35.0% 65.0% 05 94 6.1 33 6.9 40 43 M3 00 00 13831 26712
Junf07/2013 1150000 2025 11.6%  66.2% 01 19 17 02 20 47 47 97 000 000 2384 178571

Recommend: Size for both peaks

© 2013 IBM Corporation
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Collecting data

Decide the peaks

Decide initial
q ) . ...{ IBMiFC adapters
RAID level |- Storage configuration

for Disk Magic i
TR T — Host adapters
Capacity |-

Model with
Disk Magic

© 2013 IBM Corporation
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Hard Disk Drives

» Requirements for capacity

= Guidelines for disk arms

(Disk units in IBM i)
Eﬁ Extents

RAID Arrays
of HDD

© 2013 IBM Corporation
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Guidelines for RAID level

= RAID-10 provides better resiliency

= RAID-10 provides generally better performance:
—RAID-5 results in 4 disk operations per write — higher penalty
—RAID-10 results in 2 disk operations per write — lower penalty

= RAID-10 requires more capacity

= In DS8000 use RAID-10 when:
— There are many random writes
— Write cache efficiency is low
— Huge workload

= In Midrange storage and Storwize V7000 use RAID-10 when:
— There are more than 50% writes

© 2013 IBM Corporation
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Guideline - Number of DS8000 ranks of 8 disk drives for an
IBM i workload

Max host 10/sec for HDD | Host iops at 70% Read Host iops at 50% Read
rank wit IOP-less

adapters

SAS DDM

RAID-5 15 K RPM 940 731

RAID-10 15 KRPM 1253 1116

RAID-6 15 K RPM 723 526

Example:

= IBM i workload with 10000 10/sec, 70% reads, we are planning 15 K RPM disk
drives in RAID-5

= Calculation for the ranks: 10000 / 940 = app 10 ranks

© 2013 IBM Corporation
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Guideline - Number of V7000 disk drives for an IBM i
workload
Quick calculation for the number of disk drives for an IBM i workload

Max hots 10/ sec per Host iops at 70% Read Host iops at 50% Read
disk drive

15 K RPM disk drive

RAID-1 or RAID-10 138 122

RAID-5 96 75

10 K RPM disk drive

RAID-1 or RAID-10 92 82

RAID-5 64 50

Example:

= IBM i workload with 3000 10/sec, 50% reads, we are planning 15 K RPM disk
drives in RAID-10

= Calculation for the disk drives: 3000/ 122 = app 24 disk drives in RAID-10

© 2013 IBM Corporation

External storage and IBM i — sizing and modelling , 2013

Guidelines for cache size in external storage

= To understand the needed cache size determine the type of workload
—Random or sequential
—Read/write ratio
—Is the workload cache friendly

= Modelling with Disk Magic

= Rough guidelines for DS8800
—10 to 20 TB capacity: 64GB cache
— 20to 50 TB: 128 GB cache
— >50 TB: 256 GB to 1TB cache

= V7000:
—Fixed cache size of 16 GB per node pair

© 2013 IBM Corporation
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LUNs — number and size

= The more LUNSs the better performance

= Make sure that sufficient disk arms are provided to support the LUNs
= Guideline for sizes: 2 to 4 LUNSs per disk drive

= Use one size of LUNs ( or minimum 2 sizes) for an IBM i ASP

= Consider minimal capacity of LoadSource
— Minimal size for LoadSource in IBMi V7.1 is 17 GB
— We expect biger minimal size in future releases

= Best practice
—Minimal size about 40 GB
—Maximal size about 150-200 GB
—Minimal number of LUNs per IBM i LPAR: 6

= Consider SCSI command tag queuing Queue depth (max. concurrent 1/0O
operations to a LUN)

© 2013 IBM Corporation
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Queue depth for IBM i LUNs

SCSI command tag | LUN in DS8000 LUN in SVC / V7000
queuing - queue
depth

Native connection 1 n/a
with IOP-based
adapters

Native conenction 6 16
with IOP-less
adapters

VIOS_NPIV 6 16
connection

VIOS vscsi 32 32
connection
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Sizing FC adapters in IBM i or in VIOS

Guideline for 10/sec

4 Gb adapters, FC

8 Gb adapters, FC

per port / GB per port / | 5774/5276 5735/5273
MB/sec per port

I0/sec at 70% utilization | 10500 12250

GB per port for native 2800 3266

connection
Assumed: Access Density = 1.5

With Dual path: 5600
per two ports

With Dual path: 6532
per two ports

Sequential workload
MB/sec at 70%
utilization

122 per port, if one port
in adapter is used

104 per port, if both

ports are used

Transaction workload
MB/sec at 70%
utilization
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Sizing host adapters in external storage

Rules of thumb for HBAs in DS8800
= About 4 to 8 * ports in IBM i per one HA card in DS8800

= For good performance: The number of HA cards should be the same or bigger
than the number of device adapters in DS8800

= At least one HA card per 10 enclosure in DS8800

Guideline for V7000 host ports
= Maximum 50 0000 IO/sec per host port
= Maximum 300 MB/sec per host port

= Native connection with SAN switches or VIOS_NPIV connection:
— Zone one IBM i port with two V7000 ports each from one node canister
— For multipath use two or more IBM i ports each zoned this way Recommended: use ports from different adapters for
multipath
= Native connection without SAN switches:
— For resiliency: assign the LUNs to two IBM i ports each connected to different V7000 node canister
— For Multipath: Use two IBM i adapters. Connect one port from each IBM i adapter to node canister 0, and the other
port to canister 1. Assign the LUNSs to all 4 IBM i ports.
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= Spreading workloads across all components and resources of th storage system,
maximizes the utilization of the hardware components. However, it is always
possible when sharing resources that performance problems may arise due to
contention on these resources.

= To protect critical workloads you should isolate them minimizing the chance that
non-critical workloads can impact the performance of critical workloads. Isolation
of workloads is most easily accomplished where each ASP or LPAR has it's own
managed storage pool. This ensures that you can place data where you intend.

= |/O activity should be balanced between the two DS8000 processor complexes,
or the two nodes or controllers on the SVC / Storwize V7000.

= Use only IBM i LUNs on any storage pool (rather than mixed with non-IBM i).

= |f you mix production and development workloads or many small workloads in
storage pools make sure that the customer understands that this may impact
production performance.

© 2013 IBM Corporation
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= Recommended: Use IBM i Workload Estimator to estimate needed VIOS
resources

= Rule of thumb: 1 —2 CPU per VIOS
= Rule of thumb: 8 GB memory in VIOS

= FC adapters in VIOS:
— For 4Gb adapters calculate about 10500 10/sec per port
— For 8Gb adapters calculate about 12250 10/sec per port

= With VIOS_NPIV
—Maximum one virtual FC adapter from one IBM i LPAR can be mapped
to a port in adapter in VIOS
—Up to 64 virtual FC adapters, each from different IBM i LPAR can be
mapped to the same port in adapter in VIOS

= To calculate the number of adapters in VIOS you can also use the
measurements of MB/sec listed in foil 41
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Solid State Drives with IBM i
Typical IBM i Skew level and STAT

wo

* Hybrid disk pool and Easy —

Tier @

= An IBM i ASP with application
data resides on SSD

= The IBM i skew level is
typically flat due to IBM i

™

Pensartage of wn rkiand

object orientated architecture /)
= Therefore IBM i might need o V.

some more SSD in the hybrid )

pool than other workloads o7 =
» The IBM i methods for data u

Configured size ** Capacityon Ter 7 Heat Distributon
&6 s

relocation can be used with
DS8000, but can not be used
with V7000

203517
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Collecting data
Decide the peaks

Decide initial

...{ IBMiFC adapters
-------

Storage configuration
for Disk Magic

Model with

q

Disk Magic
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Modelling with Disk Magic — inserting IBM i reports -1

Start Disk Magic

Disk Magic

Version 9.10.1

License Information
Licensed to IBM and IBM business partners

s intended for sizing and planning studies based on
measurement data. It is licensed for use during a sales pracess of for
post-sales support. It is most useful to obtain global performance
eslimates for configuration change and workload growth scenarios.

Disk Magic has not been subjected to any formal performance review,
its predictions have not been validated by IBM Marketing or the IBM
Storage Systems Di

Select New SAN Project

B Welcome to Disk Magic

Open Existing Disk Magic File

" Dpen Existing Disk Magic Project File [.0M2)

Mew SAN Project

Mew NAS Project
@S " Mew MAS Project
& o]
@ 7000 Unified

Intoduction & Changes | oK

LCancel

Help
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Modelling with Disk Magic — inserting IBM i reports -2

Select Open iSeries Automated ...

il New SAN Project

2B

Cieate New Project Using Automated Input

¢ 2Series or WLE Automated Input (~DMC]

Gen and i eries Auforated Inpul (various formats)

Ere Tor Supported LIper and (Senss amemared nput

[E=]] ¢ TPTReports flom DS andor SV coniigurstons [ £5V)

Create New Project Using Marual Input

ﬁ ¢ General Proect

Humber of Z5eries Servers Fj
=
BB b o s Servers [0 =

@ € IPF Projsct

&b ‘Storags Vitualization Wizard Project
o

Number of Open Servers

Create DML Files with RMF Loader

€ 25eries AIMF Measurement Data . 2AF)
[

Cancel Help

= Select the folder with IBM i reports
= Click Open

V‘m Select multiple

& (o[} «Eauc.. » V7000 with BMi Pre-sal. » /\6,\

Organize = Newfolder

CF 4 Name Date modified
Y& Favorites

B Desktop Data for Disk Magic 16/10/2013 10:00

8 Downloads 11/11/2013 1015

11/11/2013 1045

Documentation
] Recent Places Presentations
G Libraries L
[ Documents |
o Music
I Pictures

B videos

™ Computer
&, Local Disk (C:)

File name: -

Type

File foldef
File foldey

File foldef
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Modelling with Disk Magic — inserting IBM i reports -3

= Select “iSeries PT Reports”

= Select the reports to use for modelling

Use “Select all” and “Process”

(i) Select multiple Disk Magic input files using the Shift or Ctrl key.

=]

] Muliple Fie Open - Fils Ovenew

[5e] Mirror] Flename(s)

The time interval used for modeling will be 300 seconds (00:05:00)

Conbine Itervals

[l << VIO Wit B... » DotaforDicMagic |45 || Search Data o Disk Magic 2|
Organize v New folder = 0 ®
P Favorites = Name Date modified Type

M Desktop L pt-junes.TXT 29/08/2013 17:42 Text Doc

& Downloads | cptjunes TXT 29/08/20131754 __ Text Doc

] Recent Places [ cptjuneZ.TXT 29/08/20131755 __ Text Doc

L rsc-juneS.TXT 29/08/2013 17:44 Text Doc

A Libraries | rsc-junes TXT 29/08/20131757__ Text Doc

[ Documents [ rscjunel.TXT 20/08/2013175% __ Text Doc

& Music L sys-juneS.TXT 20/08/20131741  Text Doc

&) Pictures [ sysjuneb. TXT 29/08/20131759 __ Text Doc

B Videos [ sys-junel.TXT 20/08/20131753 __ Text Doc

18 Computer

& Local Disk ()

- I J v

File name: “sys-junel.TXT""cpt-junes,TXT" * - | [iSeres PT Reports (ax) m

Open ] | Concel

Edit Propeties
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Modelling with Disk Magic — selecting the peaks

= Select a peak by clicking the header of the column, click Add Model for each peak

= We recommend to select the peaks by IO/sec, MB/sec, Write MB/sec and Average

= After the models are added, click Finish

T—
[ st Foe Open 0 oo Sy yieral L

E—

Fri Jun 07 11:40.00 2013 1
Fri Jun 07 11:45.00 2013 1| sl 30 eso 05| 94 33 [ 388 263 243 000
Fri Jun 07 11:50:00 2013 1 2025 1.8 882 04 19| 0.2 205 469 97| 97 0.00
Fri Jun 07 11:55:00 2013 1 539.7| 129 871 04 94 1.2 455 6.70 17.9) 179 0.00
FriJun 07 12:00:00 2013 1 4373 214 788 03 [:3] 1.3 274 254 143 143 0.00
FriJun 07 12:05:00 2013 1 280.3 148 85.4 02 29 0.4 266 381 10.7 107 0.00
Fridun 07 12:10:00 2013 1 3212 2486 5.4 03 59 1.4 314 305, 18.4) 184 0.00
Fridun 07 12:15:00 2013 1 2255 143 857 02 21 0.3 205 448 87 87 0.00
FriJun 07 12:20:00 2013 1 2434 116 884 01 22| 0.3 1.88 4.37) 2.1 9.1 0.00
FriJun 07 12:25:00 2013 1 2365 222 778 03 4.8 11 3.08 382 21.0 21.0° 0.00
Fri Jun 07 1230:00 2013 1 w3 391 e0s 08 107 52 248 320 301 304 000
FriJun 07 12:35:00 2013 1 394.8 499 50.1 10 218 108 574 288 561 561 0.00
FriJun 07 12:40:00 2013 1 2679 19.8) 80.2 02 34| 07 287 488 131 134 0.00
FriJun 07 12:45:00 2013 1 2348 23.0 770 03 21 0.5 284 5.15) 9.3 93 0.00
FriJun 07 12:50:00 2013 1 2432 538 942 01 28| 02 191 7.89 1.9 19 0.00
FriJun 07 12:55:00 2013 1 229.8 169 83.1 02 25| 0.4 275 407 1.3 1.3 0.00
Fridun 07 13:00:00 2013 1 2667 19 88.1 01 27| 0.3 1.85 366 10.3 103 0.00
FriJun 07 13:05:00 2013 1 2357 89 91.1 01 23 0.2 1.87 423 101 101 0.00
FriJun 07 13:10:00 2013 1 263.3 10.7) 89.3 01 27| 0.3 172 an 10.3 103 0.00
FriJun 07 13:15:00 2013 1 204.5) 8.3 94.7) 01 17| 0.1 1.84 392 86 86 0.00

There are 450 time jnlervals in the. data

The length of all tir/Click on a row to select a specific interval, or on a column header to select the interval with the peak value for that column]

Eveel Log | AddModel H Fiich I Dete | setRange| mooe | Comeel | hew
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Modelling with Disk Magic — start modelling ext. Storage

= Disk Magic creates a model for each peak

= Clicon - ES51  to start modelling external storage for a particular peak

NEEEEIEEEE 2|

List/iew - Contents of Project]”

Nome [site [ Address [ Description
=@ Fiidun 07 11:40:00 2013 & Fridun 07 11
RRARRR_ASFT & wiedun 051

8 st
=-@F Wed.Jun 05 14:30:00 2013 7 el average
200000_ASPI
i E551
=@ Interval Average
300000004

88 £551

ASPT

Creating Disk Magic Model for selected interval Fri dun 07 11:40:00 2013
Creating Disk Magic Model for selected interval Wed Jun 05 14:30:00 2073

Creating Disk Magic Model for selected interval Fri Jun 07 11:40:00 2013
amodel forthe selected interval has been added already and will notbeen added again

Cresting Disk Magic Model for selacted interval : Average of all Intervals
[DMW1325W] Please make sure to correcly setall hardware setings, such as the
number of host adapters, the number of device adapters, the interfaces,

andthe diive types and counts, before cresting the base.

|

Log

Iutosave is off__|
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Modelling with Disk Magic — Base (present conf.) -1

= Insert the current configuration of external storage or internal disks

r i Jun 07 11:40:00 2013 - ESS1 [
IEM DS8100 ~|
TEM Half £55 750 | | General | rerfaces | ieries Disk | iseries Workioad
1BM Hall ES5 800
EM Hall ESS Ex
1BM Half ESS Fix Hame 53]
EM Seriesintemnal
1BM V3500 [5.4]
1BM 3500 [7.1] Hardware Type [1eM DS3100 ~|
1BM V3500 [7.2] e o
Manufacturer igM A4 Hardware Details IBM DS8100 ﬂ[
Spstem Memory (G8) I Pracessor Complex dual Zwap
Frocessor Percertage  [100 =
Persistent Memory (Gi8) 7 Multipath with iSeries ATl e =
System Memory (581 [16 -
ESCON Host Adaplers [0
R & Dedicated FICON Has [0
. FioieHas [T
/4 Shared  TolalHds [T
=
M Device Adapters 0 =
SSD Rarks Per D& Pair |2
Inteligent it Caching Hardware Details Storage Pool Stiping  [Enabied -
oK Cancel Help
History | Solve | Base | Repot | Gizph | Help | [T Synchronize
- =
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Modelling with Disk Magic — Base - 2

= On inteface tab insert the number and type of adapters used

= On iSeries Disk tab insert the number and type of presently used disk drives, create an extent pool

1 BB Frijyn0211:40002013 - £551 [ 52 [} EH Frilun 07 11:40:00 2013 - ESS1 |

Bene,al Intettaces |.iy.g;0‘gk| Saties Watkioad | [ [ General| Intefages| eres Disk | eries wrkload |

Extent Pools

M ame: Avail Cap [GB] | Lised Cap [GB] | LUK Co,
£ Add RAID Ranks

DeRlee D58000 14668/10k -
RAID Type: [Rans <]
Etent Pool =
Ral
- / £ | — .

Wl Edit Interfaces for XX00000_ASPL 23] /- | Fian | Siee 8 =R

[ Server/bSP [Server side [D3% side [Count_[Distance
A PG00 ASP1 Fibre 4 Gb Fibre 4 Gb 4 1]

1 i Al T ity [GBJ:
D e / T
& Ranks: | ER—
Sewverside  [Fie 4 Gb | | Distance
| HZE oK Cancel Help
Count = | s { .
[LF2
Distance (km]  [g —=!
1 = - Delete | Edt
Edit

History Salve Base Beport Graph Help I~ Synchronize
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Modelling with Disk Magic — Base - 3

= On iSeries Workload tab select the created extent pool, specify the type of adapters, Base

= Note: Service Time and Wait time for the base are automatically inserted from IBM i reports

" -
B8 Fri Jun 07 11:40:00 2013 - Essh ===

General | Intertaces | iSeries D.{k Series Worklaad |

SCOH_ASPT I
-~ Input
@ Peadspersss | 5405 Evtert Pool | [DS8100 ol +]
| ‘Wwiites per sec m ) TOEGE v
£ 1/0s per sec [Zam33 Used Capaciy @87 ~—__ 2117
Read Percertage B LUN count 'ﬁ\ ~ ) )
mokBperld [ T3 [[—"Automatically inserted from reports

/'

Main Storage [ME) 24576 W~

Cache Stalites | Bemote Copy |

I~ Measured perfo

Service Time [msecl [ 515 LUN Utization (%) 2 Disk Magic - DMW10311

Wait Time: (msec) 172
for 'ESS1

| Utiizations
-_ oK Help
History | | Soive Eiie Bepott | Graph | | Heb | I Syncheonize

Base was successfully created
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Modelling with Disk Magic — new configuration - 1

= On General tab insert the storage system you want to model

= On Interface tab specify the number and type of adapters in IBM i and in storage system

§8) Fri Jun 07 11:40.00 2013 - ESS1 - Base # 1 - DSE100 [ | [ B8 Fri jun 07 11:40:00 2013 - E551 - Base # 1 - DSB10D =
General | Interfaces | iSeries Disk | i eries Workioad General Interfaces | Seies Disk | iSeries Workioad |
Mame
JEss1 Server [Server side [D85 side [Count | Distance
e R EPT_| Fibre 4G Fibre 8 65 FRT
bt fiEm
I f

System Memory (GiB) fle

e
Nuriber of Node Pairs =

Realtime Compression O Edit

From Disk Subsystem | Fram Se

Description
B Remole Copy Interfac
l || [Pemote Copy Typs | Intertacs Type [Count [ Distance
T |xRC Mot supported 0 W4
v " |prAC Mot used i Wi
| [T PPRC feD/asimel Mot used i [

Easy Tier Setlings This DS is not 5 Remats Copy Primary Edit
| Histoy | Sobe | Base | Hepot| Giph | Help | I Sunchnize || || History | Sokve | Base | Report | Graph | Help | [ Synchionize
« = =
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Modelling with Disk Magic — new configuration - 2

= On iSeries Disk tab choose the disk type, RAID level and capacity of teh new configuration and add new
disk pool

= On iSeries Workload tab select the pool for new configuration, if needed change the numebr of size of

LUNs, Solve
- — o
BB Fri Jun 07 11:40:00 2013 - ESS1 - Base 1 - DSB100 [ 38 [} | B8 FriJun 07 15:40:00 2013 - ESS1 - Base # 1 - DS8100 ==

General | Interfaces  iSeries Disk | iSeries Warkioad | General | Inerfaces | Seres Disk  eries Workload |

R ASPI |
Physical Type | RAID | ‘Width | Arrays | Drives | GB [ Storage Poal | -~ Input parameter
V7OU 14668715k _FADS 3 3 Z__ 25 DAl p (o s T ol TG
2 Edit a Disk Type ] f oy A5 =

HDD Type 7000 300GE15k b Read Percentage LUN count
RAID Type RAD10 | Ranksie [B = o Biperl U
_ | & Main Starage (MB) A5T6
Capacily (GB) 2500
Cache Statisis | Bemole Copy |
Storage Pool W7000_pool -
| Model Outpu
ﬂl ﬂl Senice Tine (nsec] [ 514 LUN Utiization (%] 73
WatTimefmser) [ 772

Virtualize Uizations
||
Hitoy | Sobe | Base | Bepot | Greph | Hel | I Synchiorize MI Soge ﬂlﬂl ﬂl i || /B

[Ta327

© 1/0s per see EE Used Capaciy
[ zis
73
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Modelling with Disk Magic — new configuration - 3

= At solving the model, Disk Magic calculates predicted response times.

= Compare present and predicted Service time and Wait time

[

7 —
{8 Fri Jun 07 11:40:00 2013 - ESS1 - Base # 1 - DSB100

General | Intertaces | iSeries Disk  Series Workload
SICOH_ASPT |
- Input
@ Readspersec | 5406 Storage Pool [058100_pol =]
i Wiles perses | 19327 LUN Size =
£ 1/0s per sec [Zam33 Used Capacity
Read Percentage | 219 LUN count
ug KB per 10 [ s
Main Storage MB) | 24576
Coshe Stalistcs | Aemote Cony |
| Mhoded Ot
Servise Tims (meeel ([ 574 LUN Dtization (2] [~ 27,2
et Tma msse) ([ 772
|
Vitualize Utiizations

[ Fri Jun 07 11:40:00 2013 - ESS1 - Solve # 1 - V7000 (7.2)
R, o

General | Interfaces | iSeries Disk  Series Workload

SGOH_ASPT |
Input parameter
& Feadspersee | G406 Storsge Pool [v70m0_pool ]
Il Wites persec | 18327 LUN Size [rosee |
€ 1/0s per sec [2ams Used Capacity (GB) [ 2117
ReadPercentage | 219 LUN count =
fwg Kig per 1/0 [ 73
Main Storage (MB) | 24576
Cache Stafistics | Aemole Cony |
Model Oulpu =
Service Time (msec) ([~ 270 LUN Utiizaion (%) [~ &7
weitTmemeee) ([~ 758

Wittualize Wtilizations

- .
(| Histoy | Sglve | Base | Bepont | Graph [ Help Disk Magic - DMW1032L__

[~ Synchronizs

@ ESS51 was successfully solved
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Modelling with Disk Magic — utilizations, history

= Click Utilizations to show the utilizations of modelled configuration. Utilizations that exceed the threshold

are marked in red

= Clicking History shows the modelled configurations. You may rename them with more descriptive names.
Restore any configuration you want to look to, or to change and solve again.

s

Highest HDD Litiization (%)

Ay, Devics Adapter Utiization (%)
Host Interface Utiization (%)

Host Adapter Utiization (%]

Internal Bug Wikization (%)
Synchronous PPRC link busy (%]
HRC write data rate (MB/s)
Synchionous PPRC wiite MB/s
PPREDAsynch PPRC write MB /s

0 a7

Help

[ Fri Jun 07 11:40:00 2013 - ESS1 - Solve £ 1 - V7000 (7.2)

General | Inteifaces | iSeries Disk  Series Workload

HIOION_ASPT |

r
([l DSS History

e i1

15 K ipm, RaID-10
T Base #1-DSE100 cument configuration
HH Before B 1- 056100

Aestore | Fename | Geate | Delete | Cose |

Help |

:
ul'so 5
tion Histary Solve Base Beport Graph Help [~ Synchionize

Virtuslize Utiizations
Sobe | Base | Bepor| Guh | Heb
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Modelling with Disk Magic — modeling growth - 1
= Click Graph
= Choose the data to model growth for, graph type and the range fo hrowth, Plot

Fri Jun 07 11:40:00 2013 - ESS1 - Solve #1 - V7000 (7.2) 15 K RAIl = | oo Tl b
& Filun el I |l Graph Options (oo

General | Interfaces | iSeries Disk ~ Series Workioad |

Graph Data  [gervice Time inms |
SR AP | Server Type e
Input parameter Fresponse Time inms

FResponse Time Components in ms

Sersilivy
& Fieads per sec 5406 Sterags Pool [y7000_pocd i : i
\Wites per sec 19327 LUN Size E5GE - Grph Type | vg Hit [Read and Wikl in %

Read Hit percentage

1405 per sec 24733 Used Capacity (GE) 2,117 Range Type  [1/0 Rate +| fom[24733  to [a000 by [500

Fiead Percentage 23 LUN count 30
Awq KB per 1/0 173

Main Storage (ME) 24 576 I SubTile |
Output Excel 2003 = I Foreach predefined E asy Tier Skew Level
.

Title I

Cache Statistics | Berote Copy |
N Dutput to Fi
hodel Outpu ’7 Filz | frowse | T Append
Service Time [msec) LUN Utilization (%] |
[msec] 210 & a7 |
Wit Time (msec] 164 Pot | Cear |New5heel| ReDo | History | Close | Help |

Wirtualize | Utilizations
Histary Salve Base Heport Glaph Help I~ Synchronize

© 2013 IBM Corporation

External storage and IBM i — sizing and modelling , 2013

Modelling with Disk Magic — modeling growth - 2

= Predicted service time and utilizations with 1O growth

25
g 2
H
@
2 15
E —— Solve # 1- V7000 (7.2) 15 K rpm,
£ RAID-10 (ESS1)
H Senvice time (ms)
E 1
£
s
2
H
& 05

0

2473 2073 3473 3973
Total I/ Rate (I/0s per second)

Utilization Overview (iSeries)
Total I/O Rate (I/Os per second)
r r v

Utilizations

Processor (for 1/0)
Processor (for Compression)

2473 2973 3473 3973
1.3% 1.5% 1.8% 2.0%
0.0% 0.0% 0.0% 0.0%

Average Bus 1.6% 1.9% 2.2% 2.6%
Highest HDD 12.7% 14.4% 16.0% 17.6%
Average HA 1.1% 1.3% 1.5% 1.8%

Back End Interface
Average Host Interface

2.9% 35% 41% 4.7%
1.1% 1.3% 1.5% 1.8%
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DEMO

Disk Magic modelling of V7000 for IBM i
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Response times in IBM i

= Application response time:
—The response time of an application transaction. This time is usually
critical for the customer.

= Duration of batch job:
—Duration of batch job: Batch jobs usually run during the night; the
duration of a batch job is critical for the customer, because it must be
finished before regular daily transactions start.

= Disk response time: service time + wait time
—Service time: processing I/0 operation
—Wait time: potential /O queuing on the IBM i host
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Disk drives — additional considerations and best
practise

= Number of disk drives in native, VIOS NPIV and VIOS VSCSI
connection
The sizing guidelines and calculations for disk drives are the same
regardless if the host connection is native, VIOS_NPIV or VIOS
VSCSI.

= Sizing for big blocksizes (transfer sizes)
By experiences, big blocksizes have significant impact on performance.
Therefore we recommend to size with additional 25% - 30% of disk drives.

= Implementation recommendations:
—create vdisks in Striped mode ( default )
—extent size 256 MB ( default )
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= Obtain the write rate in MB/sec
—Use queries to IBM i collection services data
—Or, use performance reports and calculate writes/sec * blksize

= Based on highest write rate calculate needed bandwidth as follows:
e Assume 10 bits per byte for network overhead
e Assume a maximum 80% utilization of the network

e Apply 10% uplift factor to the result to account for peaks in the 5 minutes
intervals

e |f the compression of devices for remote links is know you may apply it. If
it is not known you may assume a 2:1 compression
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= GUI preset Snapshot — Flashcopy without background copying
= GUI preset Clone - Flashcopy with background copying

= Reasons for potential performance impact on production workload during
FlashCopy relation:

— At the beginning, every write operation to source volume or to target volume
trigs copy from source to target; later copying usualy decreases due to writes
to the areas that have been already overwritten

— A certain amount of read operations to target volume is done from source

= To minimize performance impact on production system it is important to provide
sufficient disk drives to the FlashCopy target

= Rough guideline for the number of disk drives for FlashCopy target:
—Calculate 150 writes/sec per 10 K RPM disk drive
—Calculate 100 writes/sec per 15 K RPM disk drive

= With Thin provisioned FlashCopy target volumes, ensure sufficient capacity in the
disk pool
—The more wite operations are done to either source or target LUNs, the more
capacity is needed
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DEMO
Disk Magic modelling of V7000 for IBM i
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