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Agenda
• Key questions for Power Virtual Server (PowerVS) migration
• Network scenarios
• Initial setup in PowerVS
• Managing LPARs in PowerVS
• Lab Services offerings



Key Questions and Planning Topics for Migration Services
• Workload identification

• Business criticality and risk, RTO and RPO for migration
• Start with test, dev, UAT

• OS version and application dependencies
• Note minimum supported OS versions for AIX and IBM i: 

https://cloud.ibm.com/docs/infrastructure/power-iaas?topic=power-iaas-power-iaas-faqs
• OS upgrade may be necessary prior to cloud migration
• Collaborate with client on evaluating application impacts

• Network architecture and design
• What types of access to VMs (LPARs) is required?
• How much bandwidth is needed based on access – console, application, DR? 
• Size of workloads and migration timeline

• Backup and HA/DR requirements:
• Full-system vs. file- or object-level backups and frequency
• RTO, RPO and mapping of HA/DR requirements to available PowerVS options

• Skills transfer requirements for running Power workloads in IBM Cloud
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Network Scenarios





6



7



8



9



10



11



12



13



IBM Lab Services
Infrastructure expertise to help you build the 
foundation of a smart enterprise

Power Virtual Server Initial 
Configuration



PowerVS Service

Select “Power System Virtual Server.”



PowerVS Service

Under Select Region, choose your region. You are limited to only one service per region. 



PowerVS Service

Select a “Service Name” or chose default name provided.

Then press “Create.”



PowerVS Service

Your PowerVS service will now appear under the Services tab.



Subnet

Next you will need to click on the PowerVS service you created and provision a subnet to be used 
by your Power VSIs.



Subnet

Choose “Subnets” from the menu on the left.



Subnet

Provide the following information:

• Name for your subnet

• CIDR range. This can be any private IP subnet 
ranges. For example, 192.168.5.0/24. You may 
choose /21 to /30 based on how many IPs you 
will require. You may use your own private CIDR 
if you wish.

• The rest of the fields will be automatically 
populated based on the CIDR you provided.

Press “Create Subnet.”



Subnet

• There should be a VLAN ID associated with 
the subnet.

• At this point, you will need to open a 
Support Ticket with PowerVS Support to 
request that the subnet be configured to 
allow local communication between any 
Power VSI you create in this PowerVS 
location service. Provide your PowerVS 
location service location, and your subnet 
in the ticket.

• Without this step, the Power VSIs you 
create will not be able to ping between 
each other even if they are on same subnet 
in the same PowerVS location.



VSI

The process for creating AIX and IBM i VSIs is the same.  Here we show creating an AIX one. 

Go to the IBM Cloud Catalog and press the “IBM Cloud” on top left side of the UI. 



VSI

Click on the service for datacenter in which you have created a PowerVS service. In this case we 
will choose Toronot01 PowerVS service. 



VSI

Since we have already provisioned several VSIs, we see the list show above. If you are creating 
VSIs for the first time, your list will be empty.

Press “Create Instance” on upper right-hand side. 



VSI

• This is where you provision AIX or IBM i
VSIs.

• Choose a name for your VSI, i.e., AIX-72-
Tor01 and select how many VSIs you 
need to configure. The names of the VSI 
will be appended with a “-1”, “-2” etc. if 
you select more than one VSI.

• You may leave VM pruning and SSH key as 
is since the VSIs will have no passwords 
when you create them for the first time. 
You will need to create a password via the 
OS command.

• Scroll down to choose other options.



VSI



VSI

On IBM i VSIs, scroll down and choose “IBM i Cloud Storage Solutions” in order to perform 
backups using Backup Recovery and Media Services (BRMS) to Cloud Object Storage (COS).



VSI

Next you will scroll down to choose your subnet on which these VSIs will be provisioned. It is 
assumed you have already created one or more subnets prior to this step.

Click on the “Attached Existing” under networks. 



VSI

Choose the subnet you wish to attach, then click “Attach.”



VSI

Choose “Public networks” if you wish to attach to a public network and change to “On.”  Note that 
we typically do not recommend VSIs with public IP addresses for security reasons.

Now check the box “I agree to the ….” And press “create Instance” in lower right-hand side.

Your VSI is now being provisioned. 
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Managing LPARs in PowerVS



Change CPU and Memory

From the main IBM Cloud dashboard, click on Services and then on the service you would like to manage.



Change CPU and Memory

Click on the virtual server instance (VSI) you would like to manage, then click on Edit details.



Change CPU and Memory

Change the CPU and/or memory and click Complete and Order (button not shown).



Add Disk

After clicking on the VSI you would like to manage, scroll down to the disk section.  Click on Add new. 



Add Disk

Specify the name, size and quantity of the new volume(s).  Note that you can make a volume shareable 
between VSIs – for example, for a PowerHA cluster with local shared disk.  Local shared disks between 
2 VSIs work for AIX and not for IBM i.



Manage Network Interfaces

After clicking on the VSI you would like to manage, scroll down to the network section.  Click on Attach 
existing network. This option refers to adding a new interface to the VSI on an existing network. 



Manage Network Interfaces

Select the correct existing network.  You can specify an IP address from the pre-defined range for that 
network, or allow the cloud to assign an available IP address from the pre-defined range.

Note that to add a whole new subnet, you would use the option from the main screen associated with 
the service, not a specific VSI.



Open Console

After clicking on the VSI you would like to manage, click on the icon for Open console.  The console will 
open in a separate browser window.  Note that this is not a network session to the VSI; this is the 
equivalent of opening a console to an LPAR/VM on the HMC.



Open Console



Open Console



Start and Shut down

After clicking on the VSI you would like to manage, you can use the Shutdown menu option, if the VSI 
is running.  If the VSI is down, you can use the Start icon.



Start and Shut down

VSIs can also be shut down or started from the main service list.
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Lab Services Offerings



Lifecycle of Running Power Workloads in Power Virtual Server
Presales and Sale Proof of Concept Planning Migration Production in PowerVS

Stage 1 – Moving Workloads to Cloud

• Workload evaluation

• Migration planning

• Moving AIX or IBM i workloads

• SAP HANA

• Skills transfer on running AIX or IBM i in IBM 
Cloud

Stage 2 – Running Workloads in Cloud

Existing AIX and IBM i offerings and assets/toolkits:

• Backups

• HA/DR

• Performance

• Security 

* Stages will vary.  Overall services may be a collaboration between IBM Lab Services, IBM Cloud and/or IBM GTS.* Stages will vary.  Overall services may be a collaboration between IBM Lab Services, IBM Cloud and/or IBM GTS.








