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1002

AGTOO079E Cannot create semaphore.

1003

AGTO080W Cannot retrieve process times.

1003

AGT0081W Cannot retrieve process exit code.

1003

AGTOO082E Cannot log in user user name.

1003

AGTO0O083E Cannot obtain SID of local computer (computer name).

1003

AGTO0084E Cannot get name of local computer.

1004

AGTOO085E SID of local computer has unexpected type (security identifier type).

1004

AGT0086W The GetTokenInformation method failed to execute.

1004

AGT0087W The LookupAccountSid method failed to execute.

1004

AGT0088W Cannot find any domain controller for domain domain name.

1005

AGTO0089W Cannot fetch the information for user domain\\user.

1005

AGT0090W Cannot load profile for user username.

1005

AGT0091W Cannot unload user profile.

1005

AGTO092E Unable to retrieve status of job with the job number.

1005

AGTO0093E Cannot retrieve environment block.

1006

AGTO0094E Cannot impersonate to create resource.

1006




AGTO0095W Environment for user username not fully configured.

1006

AGT0096E Malformed command-line.

1006

AGT0097E Command not found: fdisk command.

1007

AGT0098E Command has unsupported extension.

1007

AGTO099E Cannot duplicate handle.

1007

AGTO0101E Cannot determine whether this is a domain controller.

1007

AGTO0102E Cannot determine name of own domain.

1008

AGT0103W Cannot make Windows Job Object.

1008

AGTO104E Wrong server.

1008

AGT0105W Ignoring server relocation in config file.

1008

AGT0106I Server has changed.

1008

AGTO02110E Cannot open key key name key value.

1009

AGT0111I Rereading config file.

1009

AGTO0112E This product is not fully installed. To try again, stop and restart this agent.

1009

AGTO0113E Cannot create temporary file in directory error message.

1009

AGTO0114E Cannot write to file file name error message.

1009

AGTO0115E Fork failed.

1010

AGTO0116E Cannot exec command name.

1010

AGT0117W Cannot open file for auto-delete.

1010

AGTO0118E Upgrader is not okay.

1010

AGT0119I version, modification and release.

1011

AGTO0120E Error transmitting shutdown request to agent.

1011

AGTO0121E Unable to create socket.

1011

AGT021221I The agent is already down.

1011

AGT0123W Unable to determine if agent is active. Sending shutdown request.

1011

AGTO02124E Unable to create restartable job directory: directory name.

1011

AGTO0125E Unable to read directory directory name.

1012

AGTO0126E Unable to restart job from file file name.

1012

AGT0127E Unable to restart job job name.name run number run number.

1012

AGT0128W Cannot retrieve global structure.

1012

AGT0129W A system call failed in the agent program.

1012

AGTO0130E The upgrader program parameters are missing.

1013

AGTO0131I Exit Status = exit message.

1013

AGTO02132E Cannot find/create script <script name>.

1013

AGT0133I Running Command: script name script contents.

1013

AGTO0134E Putative SID does not start correctly: security identifier.

1013

AGT0135E Component component name is not a number: component number.

1014

AGTO0136E No INSTANCEN.DAT file found!

1014

AGTO0137E Cannot determine working directory!

1014

AGT0138W product name is not licensed on this computer.

1014

AGTO0139E An initial probe cannot be performed.

1014

AGT0140W Discovery will not be performed.

1015

AGT0141W A filesystem scan will not be performed.

1015

AGT0142E Cannot make handle inheritable.

1015

AGT0143I file_count files scanned

1015

AGTO0144I file_count total files scanned

1015

AGT0145I Retrieving job definition from server

1015

AGT0146I Scan started

1015

AGT01471 Retrieving report partition partition_number

1016

AGT02148I Report data retrieved

1016

AGTO01491 Retrieving history data

1016

AGTO0150I Deleting temporary files

1016

AGTO151E Unable to retrieve report definition

1016

AGT0152I Job definition retrieved

1016

AGTO0153E MSCSEventListener thread interrupted. Shutting down native MSCS event listener.

1016

AGTO0154E No IP address could be found for the local host.

1017

AGTO0155I Windows Scan Option : scan parameters.

1017

AGTO0156W Error killing process process id.

1017

AGTO0157E Interrupted (agent shutting down).

1017

AGTO0159E A problem was encountered stopping IBM Spectrum Control subagent.

1017

AGTO2160E Error enumerating keys under registry path.

1018

AGTO0161W Error querying value root path\\subkey name\\library file.

1018

AGTO162E Library : HBA_RegisterLibrary returned value.

1018

AGTO2163E Library : HBA_LoadLibrary returned value.

1018

AGT0164W Library : HBA_GetAdapterName(adapter number) returned adapter name.

1019

AGTO0165W Library : HBA_OpenAdapter(adapter name) failed.

1019

AGT0166W The HBA API HBA_GetAdapterAttributes for adapter adapter name returned error error code.

1019

AGT0167W Library : HBA_GetAdapterPortAttributes(adapter number, port) returned status.

1019

AGT0168W HBA data cannot be collected because the adapter name> adapter on the server does not support the HBA_GetAdapterAttributes function.

AGTO200E Error waiting for process.

1020

1020

AGTO0250E Error starting bundle: exception message.

1020

AGTO0251E Failed to install language pack.

1020




AGTO0252E Failed to install language pack: File not found archive

1021

AGT0253E Invalid file format: file name

1021

AGTO0254E Failed to load language pack.

1021

AGT02561 Waiting for Common Agent services.

1021

AGT0259E Agent cannot upgrade, the required space of 50 meg was not met.

1021

AGTO0260E Failed to create a session with Reliable Scalable Cluster Technology Error ID-Error type: Error Description
AGTO0261E Failed to end a session with Reliable Scalable Cluster Technology Error ID-Error type: Error Description

1022

1022

AGT0262W Concurrent cluster resource groups are not supported. The cluster will not be probed.

1022

AGTO0263E Failed to get resource data from the HACMP cluster using the RSCT RMC interface.

1022

AGTO0264E Failed to determine if the local node is clustered using the following command: command line

1023

AGT0265E Failed to get the cluster name using the following command: command line

1023

AGTO0266E Failed to get the cluster ID using the following command: command line

1023

AGTO267E Failed to get the names of all the resource groups in the cluster.

1023

AGT0268E Failed to get the list of all the resource groups.

1024

AGTO0269E Failed to get the service IP label information for resource group cluster resource group.

1024

AGTO0270E Failed to get the volume group resources associated with cluster resource group cluster resource group.

1024

AGT02711 query command command selected.

1024

AGTO0271E Failed to get the export resources associated with cluster resource group cluster resource group.

1025

AGTO0272E Failed to get state of all the resource groups in the cluster.

1025

AGTO0273E Failed to query the ODM query command.

1025

AGTO0274E Storage Resource Agent initialization failed, return code: return code.

1025

AGT0275E Failed to get the HACMP node name using the following command:\ \n command line

1026

AGT0276E Failed to get the physical volume information for the volume group volume group.

1026

AGTO0277E Failed to get the logical volume information for the volume group volume group.

1026

AGTO0278E Failed to get the SDD device information using the following command: Command

1026

AGT0279W The detected level of HACMP is not compatible. Please consult the user's guide for compatible versions.

1027

AGT02791 Registry entry added for installation location location.

1027

AGT0280W Failed to determine if the cluster is stable using the following command.

1027

AGT0281I Config file entry added for server server and port number number.

1027

AGT0281W The cluster is not ready to be probed. Waiting settle time seconds to retry (retry count/retries).

1027

AGTO0282E Unable to probe the cluster.

1028

AGT02831 The cluster is ready and the probe will proceed.

1028

AGT0284E Agent host name does not accept scripts from server (scripts are "Disabled"). Script script name cannot run.
AGTO0285E The script script name has an incorrect Windows extension.The accepted Windows extensions are: extension list.

AGT0301I Extracting file

1028

1028

1029

AGTO0304E Failed to send agent registration for agent in server to server server.

1029

AGTO0305I Successfully sent Agent, server, registration to server number

1029

AGTO0306E Unable to send status to server.

1029

AGTO0307I Successfully sent Probe complete status to server, server.

1029

AGTO0314E Unable to stop all jobs for server server name

1030

AGTO0383I Install completed successfully.

1030

AGTO0389E Installation aborted. Communication method specified for this installation is communication method and does not match communication method, the

communication method of the installed SRA. 1030
AGT0404I Creating Common Agent Package file file name 1030
AGT0405I Creating Common Agent Package directory directory name 1030
AGT04061 Common Agent Package file file name 1030
AGT04071 Common Agent Package directory directory name 1030
AGTO408E Failed to create Common Agent Package directory directory name 1031
AGTO409E Failed to create Common Agent Package file file name 1031
AGT0410E Could not delete Common Agent Package file file name 1031
AGT0411E SRAutil: invalid command command name 1031
AGT0412E SRAutil: invalid option options name 1032
AGTO0413E Unable to start script script name 1032
AGT04141 Script script name 1032
AGTO0415I Unable to load HBA library, rc: return code 1032
AGT04161 Number of HBA adapters on the system: number of adapters 1032
AGT04171 Adapter adapter name 1032
AGT0418I Found switched fabric: fabric ID 1032
AGT04191 Interconnected element element ID 1033
AGT0420I There are no adapters connected to switch fabric 1033
AGTO0421E Unable to create fabric fabric component data file: data file 1033
AGTO422E Error writing to fabric fabric component data file: data file 1033
AGT0423I fabric command command on switch fabric failed, reason: reason code, explanation: explanation code 1033
AGT04241 Storage Resource Agent was unable to retrieve the fabric name for switch fabric fabric ID, reason: reason code, explanation: explanationcode_ 1033
AGT04261 Fabric Probe Data: data field 1034
AGT04271 Fabric Discovery Data: data field 1034
AGT0428I Adapter adapter index not connected to switch fabric. 1034
AGT04291 Process process hame invoked with command line arguments command arguments 1034
AGT0430I Process process hame exiting with return code return code 1034
AGTO0431W HBA API call function name failed with return code t 1034
AGTO0432E Insufficient response buffer size passed for command command name 1034

AGTO0433E response for command command name contains invalid data

1035




AGTO434E Errors parsing command name 1035

AGT0435I Command : command name 1035
AGT0436I Command : command arguments 1035
AGT04371I Error error code on adapter adapter index, unable to determine connection to switch fabric. 1035
AGT0438I Response: data field 1036
AGTO0439E Errors writing command name 1036
AGT0440E Zone control command execution failed 1036
AGTO0441E Unable to verify command completion, rc: return code 1036
AGTO0442] ------=-==-==n-mmmoe BEGIN OUTPUT -------=--=---------- 1036
AGTO0443] ---=--==-mmmmmmmmmmme END OUTPUT -------=--=-==mnmmmmmn 1037
AGT04441 Switched fabric: fabric ID already found 1037
AGTO0445I Operation has been cancelled 1037
AGT04461 Fabric discovery successfully found switch fabric. 1037
AGT04471 Fabric discovery did not find switch fabric. 1037
AGTO0448I Fabric discovery is already running. 1037
AGT04491 Fabric discovery failed, unable to discover switch fabric. 1037
AGTO0452E No Multipath Device mapped to ID id 1037
AGT0453E Error when setting policy on device device: error 1038
AGT0454I For Multipath DM driver, only Round Robin policy is available. 1038
AGT0455W Setting policy for Multipath EMC Powerpath driver is not supported. 1038
AGTO0456E No supported multipath driver was found on this system. 1038
AGT0457E Multipath policy configuration is not supported for this multipath driver. 1038
AGT0458I Setting multipath policy policy for following multipath devices: devices 1039
AGTO04591 Executing Walk the Bus action for refreshing system configuration. 1039
AGT0460E Invalid source or target directory (directory). Source directory must be the installation image location. Target directory cannot be the same as source
directory. 1039
AGTO461E Installation path contains an invalid character for the target platform: character 1039
AGTO0462E At least one directory component in install location contains a reserved name for the target platform: name 1039
AGT0463I DM Multipath driver is installed but not loaded. 1040
AGT04641 multipath.conf could not be found on the system. 1040
AGT0469I Not enough disk space on disk. At least sizeMB is required! 1040
AGTO0484E Cannot obtain the hostname of the Storage Resource Agent. 1040
AGTO0485I The Storage Resource Agent on the IBM Spectrum Control server cannot be deleted. 1040
AGT0486W The available disk space is low on disk. It is recommended that at least size MB of disk space is available on the disk partition for successful operation
of the Storage Resource agent. 1041
AGTO0487E Not enough disk space available on disk. At least 20 MB of available disk space is required to complete the probe. Increase the available disk space on
the disk partition and then start the probe again. 1041
AGT0504I Valdating user user name 1041
AGT0505I User user name validaton succeeded. 1041
AGTO506E User user name validation failed. 1041
AGT0507W User user name does not exist, user willl be created. 1041
AGT05091I User user name created successfully. 1042
AGTO0510E Failed to create user user name 1042
AGTO511E Usage error: -duser is missing. 1042
AGT0512E Usage error: -dpassword option is missing. 1042
AGT0513I Successfully sent Scan complete status to server, agent install directory 1042
AGTO514E Failed to send Scan complete status to server, agent install directory 1043
AGT0515I Stopping all SRA jobs ... 1043
ALR - Spectrum Control Alert messages 1043
ALR0O001I The amount of RAM on host server name has changed from current value to new value. 1053
ALR0002I The amount of virtual memory on host server name has changed from current value to new value. 1053
ALROOO3I A new disk drive has been detected on host server name. Disk manufacturer/serial Number: manufacturer/serial Number. 1053
ALROOOA4E A previously visible disk drive can no longer be found on host server name. Disk manufacturer/serial number: manufacturer/serial number. 1053
ALROOOSI A new filesystem has been detected on host server name. Filesystem mount point: mount point. 1053
ALROOOGE A previously visible filesystem can no longer be found on host server name. Filesystem mount point: mount point. 1053
ALROOO7E A disk drive visible on host server name has predicted that a disk failure is imminent. Disk manufacturer/serial number: manufacturer/serial numbet.054
ALRO008I The physical space definition of filesystem filesystem name on host server name has been reconfigured. 1054
ALROOQO9W The free space on filesystem filesystem name on host server name has fallen below the threshold value of threshold. The free space is freespace or
percent of the filesystem capacity. 1054
ALROO10W The number of free inodes on filesystem filesystem name on host server name has fallen below the threshold value of threshold. The number of free
inodes is free inodes or percent of the filesystem's total inodes. 1054
ALROO11W A new grown defect has been detected on a disk visible to host server name. Disk manufacturer/serial Number: disk manufacturer/serial number,
Current grown defects: current, Previous grown defects: previous. 1054
ALRO012W The number of grown disk defects has exceeded the threshold value of threshold. Host: server name, Disk manufacturer/serial number: disk
manufacturer/serial number, Current grown defects: current, Previous grown defects: previous. _1054
ALRO013W A new monitored directory has been detected on host server name. Directory name: directory name, Directory Group: directory group. 1055
ALROO014E A monitored directory has been removed from host server name. Directory name: directory name, Directory group: directory group. 1055
ALROO15W Directory directory on host server name has exceeded its space usage quota of quota. The directory is currently consuming usage or percent of the
filesystem capacity. 1055

ALROO16W Filesystem filesystem name on host server name has violated a filesystem constraint. number of files file(s) consuming space or percent of the
filesystem capacity are in violation of the conditions defined in this constraint. The constraint threshold is threshold. User user name} has number of files} files
consuming space} of storage. violating owners}. 1055
ALROO17E Host server name appears to be down. number of attempts attempt(s) to ping this host have failed. 1055




ALRO018W quota name user has exceeded a network storage usage quota of usage. This user is currently consuming amount of storage. 1055
ALROO19W quota name user on host server name has exceeded a server storage usage quota of usage. This user is currently consuming amount of storage._ 1056
ALRO020W quota name user on host server name has exceeded a filesystem usage quota of <usage>valueon filesystem filesystem name. This user is currently

consuming amount of storage. 1056
ALR0O021W Run number number of job creator job name has failed on run number of total jobs total jobs. 1056
ALRO022I Server server name has been discovered. 1056
ALR0023W Run number run number of job creator job name has failed. 1056
ALRO024W User user name on host server name has exceeded a table space usage quota of usage on table space rdbms type, table space instance. This user is
currently consuming amount of storage. 1056
ALRO025W User user name on host server name has exceeded an RDBMS instance usage quota of quota on rdbms type instance instance name. This user is
currently consuming amount of storage. _1057
ALRO026W User user name has exceeded a network database storage usage quota of quota. This user is currently consuming amount of storage. 1057
ALRO027W The log directory file name archived log directory value on host server name has exceeded the threshold value of threshold. This directory currently
contains number of logs archived logs consuming amount of storage. 1057
ALR0028I A new table space name has been discovered on rdbms type instance on host server name. rdbms instance: database. 1057
ALROO29E value value has been dropped. RDBMS: value value, Host: host name. 1057
ALROO3OE value value has been taken offline. RDBMS: value value, Host: host name. 1057
ALRO031W The free space on value: value, RDBMS: value value, host: host name, has fallen below the threshold value of value. The free space is value or value of
the value capacity. 1057
ALRO032W The free space on table space: table space name, RDBMS: rdbms type instance, database: database, host: server name, is fragmented across number

of extents extents. This exceeds the threshold value of threshold extents. The largest contiguous free extent is largest extent. 1058
ALRO033W The largest free extent available on table space: table space name, RDBMS: rdbms type rdbms name, database: database name, host: server name,

has fallen below the threshold value of threshold. The largest free extent is largest extent. 1058
ALR0O034W Segment segment name of table/cluster table name on host: server name, RDBMS: rdbms type rdbms name, database: database name, is fragmented
across number of extents extents. This exceeds the threshold value of threshold extents. This segment is a value type segment. 1058

ALRO035W Segment value of table/cluster value on host:host name, RDBMS: value value, database: value, is nearing the maximum number of extents available to

it. This segment currently occupies value extents. The value additional extent(s) available to this segment falls below the defined threshold of value extent(s). The
segment is a type type segment. 1058
ALRO036W Table/cluster table name on host: server name, RDBMS: rdbms type rdbms name, database: database name, has exceeded a space usage quota of

usage quota. This table is currently consuming amount of storage. 1058
ALRO037W Table/cluster value on host: host name, RDBMS: value value, database: database name, has exceeded a chained row quota of value. Statistics indicate
that value rows or value of the total rows are chained. 1059
ALR0O038W Segment name of table/cluster table name on host: server name, RDBMS: rdbms type rdbms name, database: database name, has amount of unused,
wasted space. This represents amount of the total space allocated to the segment, and exceeds the threshold value of threshold. This segment is a type type

segment. 1059
ALROO39E Table/cluster table name on host: server name, RDBMS: rdbms type rdbms name, database: database name, has been dropped. 1059
ALROO040W Filer filer name has been discovered. Spectrum Control will not monitor this filer until it has been licensed. 1059
ALRO041W The amount of log freespace available on instance: database, RDBMS: rdbms type , <rdbms>host: server name, has fallen below the threshold value

of threshold. The amount of log freespace available is amount or percent of the total capacity. 1059
ALR0042I A new device has been discovered on rdbms instance instance on host server name. Device: device name, Capacity: capacity, File Name: filename._1 059
ALROO43E Device device name has been dropped from rdbms instance instance on host server name. Capacity: capacity, File Name: filename. 1060
ALRO044W The amount of device freespace available on value instance value on host value has fallen below the threshold value of value. The amount of device
freespace available is value or value of the current capacity of value. 1060
ALRO045W The amount of device freespace available on device instance instance on host server name has gone above the threshold value of threshold. The

amount of device freespace available is freespace or percent of the current capacity of total capacity. _1060
ALRO046W Database database name has not been backed up in the last number of days days. Last backup for the database was on date. RDBMS: rdbms type

rdbms name, Host: server name. 1060
ALR0O047W filer name filer type is no longer accessible from host entity. 1060
ALRO048W Storage Subsystem subsystem name is no longer accessible from host server name. 1060
ALRO049W disk array name disk array type has been discovered from host server name. Spectrum Control will not monitor this disk array until it has been

selected as for monitoring from within the Storage Subsystem Administration GUI. _ 1060
ALROO50W The amount of cache on storage subsystem subsystem name has changed from old value to new value. 1061
ALROO52W Filesystem filesystem name on host server name will be automatically extended because its free space has fallen below the threshold of threshold.
Current free space: current free space; Current capacity: current capacity; Target capacity: target capacity}. 1061
ALROO53W Filesystem filesystem name on host server name needs extension but will not be because its current capacity of current capacity exceeds the

specified limit of limit. Filesystem free space: freespace (current capacity of current capacity). __ 1061
ALROO055I Cluster resource group cluster resource group name was added to cluster cluster name on node node name . 1061
ALROO056I Cluster resource group cluster resource group name was removed from cluster cluster name on node node name . 1061
ALROO57I Cluster resource group cluster resource group name was moved in cluster cluster name from node node name to node node name. 1061
ALR0076W Performance monitor failure for device value. 1062
ALROS500E The Disk Utilization Percentage of array array name in storage system storage system name was measured to be measured value%. This violated the
critical-stress boundary value of boundary value%. 1062
ALRO501W The Disk Utilization Percentage of array array name in storage system storage system name was measured to be measured value%. This violated the
warning-stress boundary value of boundary value%. 1062
ALRO502W The Disk Utilization Percentage of array array name in storage system storage system name was measured to be measured value%. This violated the
warning-idle boundary value of boundary value%. 1063
ALRO503E The Disk Utilization Percentage of array array name in storage system storage system name was measured to be measured value%. This violated the
critical-idle boundary value of boundary value%. 1063
ALRO504E The Total Back-end I/O Rate of array, MDisk, or MDisk Group Array, MDisk, or MDisk Group name in storage system storage system name was

measured to be measured value ops/s, which violated the defined critical-stress boundary value of boundary value ops/s. 1063
ALRO505W The Total Back-end I/O Rate of array, MDisk, or MDisk Group Array, MDisk, or MDisk Group name in storage system storage system name was

measured to be measured value ops/s, which violated the defined warning-stress boundary value of boundary value ops/s. 1064

ALRO506W The Total Back-end I/O Rate of array, MDisk, or MDisk Group Array, MDisk, or MDisk Group name in storage system storage system name was
measured to be measured value ops/s, which violated the defined warning-idle boundary value of boundary value ops/s. 1064



ALRO507E The Total Back-end I/O Rate of array, MDisk, or MDisk Group Array, MDisk, or MDisk Group name in storage system storage system name was

measured to be measured value ops/s, which violated the defined critical-idle boundary value of boundary value ops/s. 1064
ALRO508E The Total Back-end Data Rate of array, MDisk, or MDisk Group Array, MDisk, or MDisk Group name in storage system storage system name was

measured to be measured value MiB/s, which violated the defined critical-stress boundary value of boundary value MiB/s. _ 1065
ALRO509W The Total Back-end Data Rate of array, MDisk, or MDisk Group Array, MDisk, or MDisk Group name in storage system storage system name was

measured to be measured value MiB/s, which violated the defined warning-stress boundary value of boundary value MiB/s. __ 1065
ALRO510W The Total Back-end Data Rate of array, MDisk, or MDisk Group Array, MDisk, or MDisk Group name in storage system storage system name was

measured to be measured value MiB/s, which violated the defined warning-idle boundary value of boundary value MiB/s. __ 1066
ALRO511E The Total Back-end Data Rate of array, MDisk, or MDisk Group Array, MDisk, or MDisk Group name in storage system storage system name was

measured to be measured value MiB/s, which violated the defined critical-idle boundary value of boundary value MiB/s. __ 1066
ALRO512E The Overall Back-end Response Time of MDisk MDisk name in storage system storage system name was measured to be measured value ms/op, which
violated the defined critical-stress boundary value of boundary value ms/op. 1066
ALR0O513W The Overall Back-end Response Time of MDisk MDisk name in storage system storage system name was measured to be measured value ms/op,

which violated the defined warning-stress boundary value of boundary value ms/op. _1067
ALR0O514W The Overall Back-end Response Time of MDisk MDisk name in storage system storage system name was measured to be measured value ms/op,

which violated the defined warning-idle boundary value of boundary value ms/op. 1067
ALRO515E The Overall Back-end Response Time of MDisk MDisk name in storage system storage system name was measured to be measured value ms/op, which
violated the defined critical-idle boundary value of boundary value ms/op. 1067
ALRO516E The Total I/O Rate of controller or I/O Group Controller or I/O Group name in storage system storage system name was measured to be measured

value ops/s, which violated the defined critical-stress boundary value of boundary value ops/s. 1068
ALRO517W The Total I/O Rate of controller or I/O Group Controller or I/O Group name in storage system storage system name was measured to be measured

value ops/s, which violated the defined warning-stress boundary value of boundary value ops/s. 1068
ALRO518W The Total I/O Rate of controller or I/O Group Controller or I/O Group name in storage system storage system name was measured to be measured

value ops/s, which violated the defined warning-idle boundary value of boundary value ops/s. 1068
ALRO519E The Total I/O Rate of controller or I/O Group Controller or I/O Group name in storage system storage system name was measured to be measured

value ops/s, which violated the defined critical-idle boundary value of boundary value ops/s. 1069
ALRO520E The Total Data Rate of controller or I/O Group Controller or I/O Group name in storage system storage system name was measured to be measured

value MiB/s, which violated the defined critical-stress boundary value of boundary value MiB/s. 1069
ALR0O521W The Total Data Rate of controller or I/O Group Controller or I/O Group name in storage system storage system name was measured to be measured

value MiB/s, which violated the defined warning-stress boundary value of boundary value MiB/s. 1069
ALRO522W The Total Data Rate of controller or I/O Group Controller or I/O Group name in storage system storage system name was measured to be measured

value MiB/s, which violated the defined warning-idle boundary value of boundary value MiB/s. 1070
ALRO523E The Total Data Rate of controller or I/O Group Controller or I/O Group name in storage system storage system name was measured to be measured

value MiB/s, which violated the defined critical-idle boundary value of boundary value MiB/s. 1070
ALRO524E The Write-cache Delay Percentage of controller or node controller or node name in storage system storage system name was measured to be

measured value%, which violated the critical-stress boundary value of boundary value%. 1071
ALRO525W The Write-cache Delay Percentage of controller or node controller or node name in storage system storage system name was measured to be

measured value%, which violated the warning-stress boundary value of boundary value%. __ 1071
ALR0O526W The Write-cache Delay Percentage of controller or node controller or node name in storage system storage system name was measured to be

measured value%, which violated the warning-idle boundary value of boundary value%. _1071
ALRO527E The Write-cache Delay Percentage of controller or node controller or node name in storage system storage system name was measured to be

measured value%, which violated the critical-idle boundary value of boundary value%. 1072
ALRO528E The Cache Holding Time of controller controller name in storage system storage system name was measured to be measured values, which violated

the critical-stress boundary value of boundary values. 1072
ALRO529W The Cache Holding Time of controller controller name in storage system storage system name was measured to be measured values, which violated

the warning-stress boundary value of boundary values. 1072
ALRO530W The Cache Holding Time of controller controller name in storage system storage system name was measured to be measured values, which violated

the warning-idle boundary value of boundary values. 1073
ALRO531E The Cache Holding Time of controller controller name in storage system storage system name was measured to be measured values, which violated

the critical-idle boundary value of boundary values. 1073
ALRO532E The Total Port I/O Rate of port port name in storage system storage system name was measured to be measured value ops/s, which violated the

defined critical-stress boundary value of boundary value ops/s. _ 1074
ALR0O533W The Total Port I/O Rate of port port name in storage system storage system name was measured to be measured value ops/s, which violated the

defined warning-stress boundary value of boundary value ops/s. ~1074
ALRO534W The Total Port I/O Rate of port port name in storage system storage system name was measured to be measured value ops/s, which violated the

defined warning-idle boundary value of boundary value ops/s. _1074
ALRO535E The Total Port I/O Rate of port port name in storage system storage system name was measured to be measured value ops/s, which violated the

defined critical-idle boundary value of boundary value ops/s. _ 1075
ALRO536E The Total Port Data Rate of port port name in device device name was measured to be measured value MiB/s, which violated the defined critical-stress
boundary value of boundary value MiB/s. 1075
ALRO537W The Total Port Data Rate of port port name in device device name was measured to be measured value MiB/s, which violated the defined warning-

stress boundary value of boundary value MiB/s. 1075
ALRO538W The Total Port Data Rate of port port name in device device name was measured to be measured value MiB/s, which violated the defined warning-idle
boundary value of boundary value MiB/s. 1076
ALRO539E The Total Port Data Rate of port port name in device device name was measured to be measured value MiB/s, which violated the defined critical-idle
boundary value of boundary value MiB/s. 1076
ALRO540E The Overall Port Response Time of port port name in storage system storage system name was measured to be measured value ms/op, which violated
the defined critical-stress boundary value of boundary value ms/op. 1076
ALRO541W The Overall Port Response Time of port port name in storage system storage system name was measured to be measured value ms/op, which violated
the defined warning-stress boundary value of boundary value ms/op. 1077
ALRO542W The Overall Port Response Time of port port name in storage system storage system name was measured to be measured value ms/op, which violated
the defined warning-idle boundary value of boundary value ms/op. 1077

ALRO543E The Overall Port Response Time of port port name in storage system storage system name was measured to be measured value ms/op, which violated
the defined critical-idle boundary value of boundary value ms/op. 1077



ALRO544E The Error Frame Rate of port port name in device device name was measured to be measured value cnt/s, which violated the defined critical-stress

boundary value of boundary value cnt/s. 1078
ALRO545W The Error Frame Rate of port port name in device device name was measured to be measured value cnt/s, which violated the defined warning-stress
boundary value of boundary value cnt/s. 1078
ALRO546W The Error Frame Rate of port port name in device device name was measured to be measured value cnt/s, which violated the defined warning-idle
boundary value of boundary value cnt/s. 1078
ALRO547E The Error Frame Rate of port port name in device device name was measured to be measured value cnt/s, which violated the defined critical-idle
boundary value of boundary value cnt/s. _1079
ALRO548E The Link Failure Rate of port port name in device device name was measured to be measured value cnt/s, which violated the defined critical-stress
boundary value of boundary value cnt/s. 1079
ALRO549W The Link Failure Rate of port port name in device device name was measured to be measured value cnt/s, which violated the defined warning-stress
boundary value of boundary value cnt/s. 1079
ALRO550W The Link Failure Rate of port port name in device device name was measured to be measured value cnt/s, which violated the defined warning-idle
boundary value of boundary value cnt/s. 1080
ALRO551E The Link Failure Rate of port port name in device device name was measured to be measured value cnt/s, which violated the defined critical-idle
boundary value of boundary value cnt/s. 1080
ALRO552E The Total Port Frame Rate of port port name in switch switch name was measured to be measured value frm/s, which violated the defined critical-

stress boundary value of boundary value frm/s. 1080
ALRO553W The Total Port Frame Rate of port port name in switch switch name was measured to be measured value frm/s, which violated the defined warning-
stress boundary value of boundary value frm/s. 1080
ALRO554W The Total Port Frame Rate of port port name in switch switch name was measured to be measured value frm/s, which violated the defined warning-

idle boundary value of boundary value frm/s. 1081
ALRO555E The Total Port Frame Rate of port port name in switch switch name was measured to be measured value frm/s, which violated the defined critical-idle
boundary value of boundary value frm/s. 1081
ALRO556E The CPU Utilization Percentage of node node name in storage system storage system name was measured to be measured value%, which violated the
critical-stress boundary value of boundary value%. 1081
ALRO557W The CPU Utilization Percentage of node node name in storage system storage system name was measured to be measured value%, which violated the
warning-stress boundary value of boundary value%. 1082
ALRO558W The CPU Utilization Percentage of node node name in storage system storage system name was measured to be measured value%, which violated the
warning-idle boundary value of boundary value%. 1082
ALRO559E The CPU Utilization Percentage of node node name in storage system storage system name was measured to be measured value%, which violated the
critical-idle boundary value of boundary value%. 1082
ALRO560E The Back-end Read Response Time of array or MDisk array or MDisk name in storage system storage system name was measured to be measured

value ms/op, which violated the defined critical-stress boundary value of boundary value ms/op. 1083
ALRO561W The Back-end Read Response Time of array or MDisk array or MDisk name in storage system storage system name was measured to be measured

value ms/op, which violated the defined warning-stress boundary value of boundary value ms/op. 1083
ALRO562W The Back-end Read Response Time of array or MDisk array or MDisk name in storage system storage system name was measured to be measured

value ms/op, which violated the defined warning-idle boundary value of boundary value ms/op. 1084
ALRO563E The Back-end Read Response Time of array or MDisk array or MDisk name in storage system storage system name was measured to be measured

value ms/op, which violated the defined critical-idle boundary value of boundary value ms/op. 1084
ALRO564E The Back-end Write Response Time of array or MDisk array or MDisk name in storage system storage system name was measured to be measured

value ms/op, which violated the defined critical-stress boundary value of boundary value ms/op. 1084
ALRO565W The Back-end Write Response Time of array or MDisk array or MDisk name in storage system storage system name was measured to be measured

value ms/op, which violated the defined warning-stress boundary value of boundary value ms/op. 1085
ALRO566W The Back-end Write Response Time of array or MDisk array or MDisk name in storage system storage system name was measured to be measured

value ms/op, which violated the defined warning-idle boundary value of boundary value ms/op. 1085
ALRO567E The Back-end Write Response Time of array or MDisk array or MDisk name in storage system storage system name was measured to be measured

value ms/op, which violated the defined critical-idle boundary value of boundary value ms/op. 1086
ALRO568E The Back-end Read Queue Time of MDisk MDisk name in storage system storage system name was measured to be measured value ms/op, which
violated the defined critical-stress boundary value of boundary value ms/op. 1086
ALRO569W The Back-end Read Queue Time of MDisk MDisk name in storage system storage system name was measured to be measured value ms/op, which
violated the defined warning-stress boundary value of boundary value ms/op. 1086
ALRO570W The Back-end Read Queue Time of MDisk MDisk name in storage system storage system name was measured to be measured value ms/op, which
violated the defined warning-idle boundary value of boundary value ms/op. 1087
ALRO571E The Back-end Read Queue Time of MDisk MDisk name in storage system storage system name was measured to be measured value ms/op, which
violated the defined critical-idle boundary value of boundary value ms/op. 1087
ALRO572E The Back-end Write Queue Time of MDisk MDisk name in storage system storage system name was measured to be measured value ms/op, which
violated the defined critical-stress boundary value of boundary value ms/op. 1087
ALRO573W The Back-end Write Queue Time of MDisk MDisk name in storage system storage system name was measured to be measured value ms/op, which
violated the defined warning-stress boundary value of boundary value ms/op. 1088
ALRO574W The Back-end Write Queue Time of MDisk MDisk name in storage system storage system name was measured to be measured value ms/op, which
violated the defined warning-idle boundary value of boundary value ms/op. 1088
ALRO575E The Back-end Write Queue Time of MDisk MDisk name in storage system storage system name was measured to be measured value ms/op, which
violated the defined critical-idle boundary value of boundary value ms/op. 1088

ALRO576E The Port to Local Node Send Response Time of node node name in storage system storage system name was measured to be measured value ms/op,
which violated the defined critical-stress boundary value of boundary value ms/op. Violation of this threshold boundary could mean that it is taking too long to

send data between nodes on the fabric, which suggests either a problem with the nodes or congestion around the associated FC ports on the fabric. 1089
ALRO577W The Port to Local Node Send Response Time of node node name in storage system storage system name was measured to be measured value ms/op,
which violated the defined warning-stress boundary value of boundary value ms/op. Violation of this threshold boundary could mean that it is taking too long to

send data between nodes on the fabric, which suggests either a problem with the nodes or congestion around the associated FC ports on the fabric. 1089
ALRO578W The Port to Local Node Send Response Time of node node name in storage system storage system name was measured to be measured value ms/op,
which violated the defined warning-idle boundary value of boundary value ms/op. 1090
ALRO579E The Port to Local Node Send Response Time of node node name in storage system storage system name was measured to be measured value ms/op,
which violated the defined critical-idle boundary value of boundary value ms/op. 1090
ALRO580E The Port to Local Node Receive Response Time of node node name in storage system storage system name was measured to be measured value

ms/op, which violated the defined critical-stress boundary value of boundary value ms/op. Violation of this threshold boundary could mean that it is taking too]1 09Q



long to send data between nodes on the fabric, which suggests either a problem with the nodes or congestion around the associated FC ports on the fabric. 1090
ALRO581W The Port to Local Node Receive Response Time of node node name in storage system storage system name was measured to be measured value

ms/op, which violated the defined warning-stress boundary value of boundary value ms/op. Violation of this threshold boundary could mean that it is taking too

long to send data between nodes on the fabric, which suggests either a problem with the nodes or congestion around the associated FC ports on the fabric. 1091
ALR0O582W The Port to Local Node Receive Response Time of node node name in storage system storage system name was measured to be measured value

ms/op, which violated the defined warning-idle boundary value of boundary value ms/op. ~1091
ALROS583E The Port to Local Node Receive Response Time of node node name in storage system storage system name was measured to be measured value
ms/op, which violated the defined critical-idle boundary value of boundary value ms/op. _ 1092

ALRO584E The Port to Local Node Send Queue Time of node node name in storage system storage system name was measured to be measured value ms/op,

which violated the defined critical-stress boundary value of boundary value ms/op. Violation of this threshold boundary could mean that the node has to wait too
long to send data to other nodes on the fabric, which suggests congestion around the associated FC ports on the fabric. 1092
ALRO585W The Port to Local Node Send Queue Time of node node name in storage system storage system name was measured to be measured value ms/op,

which violated the defined warning-stress boundary value of boundary value ms/op. Violation of this threshold boundary could mean that the node has to wait too
long to send data to other nodes on the fabric, which suggests congestion around the associated FC ports on the fabric. 1092
ALRO586W The Port to Local Node Send Queue Time of node node name in storage system storage system name was measured to be measured value ms/op,

which violated the defined warning-idle boundary value of boundary value ms/op. 1093
ALRO587E The Port to Local Node Send Queue Time of node node name in storage system storage system name was measured to be measured value ms/op,

which violated the defined critical-idle boundary value of boundary value ms/op. 1093
ALRO588E The Port to Local Node Receive Queue Time of node node name in storage system storage system name was measured to be measured value ms/op,
which violated the defined critical-stress boundary value of boundary value ms/op. Violation of this threshold boundary could mean that the node has to wait too
long to receive data to other nodes on the fabric, which suggests congestion around the associated FC ports on the fabric. 1093
ALRO589W The Port to Local Node Receive Queue Time of node node name in storage system storage system name was measured to be measured value ms/op,
which violated the defined warning-stress boundary value of boundary value ms/op. Violation of this threshold boundary could mean that the node has to wait too

long to receive data to other nodes on the fabric, which suggests congestion around the associated FC ports on the fabric. 1094
ALRO590W The Port to Local Node Receive Queue Time of node node name in storage system storage system name was measured to be measured value ms/op,
which violated the defined warning-idle boundary value of boundary value ms/op. 1094
ALRO591E The Port to Local Node Receive Queue Time of node node name in storage system storage system name was measured to be measured value ms/op,
which violated the defined critical-idle boundary value of boundary value ms/op. 1095
ALRO592E The Non-preferred Node Usage Percentage of I/O Group I/O Group name in device device name was measured to be measured value%, which violated
the critical-stress boundary value of boundary value%. 1095
ALR0593W The Non-preferred Node Usage Percentage of I/O Group I/O Group name in device device nhame was measured to be measured value%, which

violated the warning-stress boundary value of boundary value%. _ 1095
ALR0594W The Non-preferred Node Usage Percentage of I/O Group I/O Group name in device device name was measured to be measured value%, which

violated the warning-idle boundary value of boundary value%. _ 1096
ALRO595E The Non-preferred Node Usage Percentage of I/O Group I/O Group name in device device name was measured to be measured value%, which violated
the critical-idle boundary value of boundary value%. 1096

ALRO596E The Peak Back-end Write Response Time of node node name in storage system storage system name was measured to be measured value ms/op,

which violated the defined critical-stress boundary value of boundary value ms/op. If writes to disk are too slow, and writes are being received faster than they

can be destaged to disk, then the nodes write-cache will eventually fill up. In extreme cases, the node will stop caching write data, causing a significant

performance degradation for the affected volumes. 1096
ALRO597W The Peak Back-end Write Response Time of node node name in storage system storage system name was measured to be measured value ms/op,

which violated the defined warning-stress boundary value of boundary value ms/op. If writes to disk are too slow, and writes are being received faster than they

can be destaged to disk, then the nodes write-cache will eventually fill up. In extreme cases, the node will stop caching write data, causing a significant

performance degradation for the affected volumes. 1097
ALR0O598W The Peak Back-end Write Response Time of node node name in storage system storage system name was measured to be measured value ms/op,

which violated the defined warning-idle boundary value of boundary value ms/op. 1097
ALRO599E The Peak Back-end Write Response Time of node node name in storage system storage system name was measured to be measured value ms/op,

which violated the defined critical-idle boundary value of boundary value ms/op. 1098
ALRO60OE The Port Send Utilization Percentage of port port name in storage system storage system name was measured to be measured value%, which violated

the critical-stress boundary value of boundary value%. 1098
ALRO601W The Port Send Utilization Percentage of port port name in storage system storage system name was measured to be measured value%, which violated
the warning-stress boundary value of boundary value%. 1099
ALRO602W The Port Send Utilization Percentage of port port name in storage system storage system name was measured to be measured value%, which violated
the warning-idle boundary value of boundary value%. 1099
ALRO603E The Port Send Utilization Percentage of port port name in storage system storage system name was measured to be measured value%, which violated

the critical-idle boundary value of boundary value%. 1099
ALRO604E The Port Receive Utilization Percentage of port port name in storage system storage system name was measured to be measured value%, which

violated the critical-stress boundary value of boundary value%. _ 1100
ALRO605W The Port Receive Utilization Percentage of port port name in storage system storage system name was measured to be measured value%, which

violated the warning-stress boundary value of boundary value%. ~1100
ALRO606W The Port Receive Utilization Percentage of port port name in storage system storage system name was measured to be measured value%, which

violated the warning-idle boundary value of boundary value%. ~1101
ALRO607E The Port Receive Utilization Percentage of port port name in storage system storage system name was measured to be measured value%, which

violated the critical-idle boundary value of boundary value%. 1101
ALRO608E The Port Send Bandwidth Percentage of port port name in device device name was measured to be measured value%, which violated the critical-

stress boundary value of boundary value%. ~1101
ALRO609W The Port Send Bandwidth Percentage of port port name in device device name was measured to be measured value%, which violated the warning-

stress boundary value of boundary value%. 1102
ALRO610W The Port Send Bandwidth Percentage of port port name in device device name was measured to be measured value%, which violated the warning-idle
boundary value of boundary value%. 1102
ALRO611E The Port Send Bandwidth Percentage of port port name in device device name was measured to be measured value%, which violated the critical-idle
boundary value of boundary value%. 1102
ALRO612E The Port Receive Bandwidth Percentage of port port name in device device name was measured to be measured value%, which violated the critical-
stress boundary value of boundary value%. 1103

ALRO613W The Port Receive Bandwidth Percentage of port port name in device device name was measured to be measured value%, which violated the warning-
stress boundary value of boundary value%. 1103



ALR0614W The Port Receive Bandwidth Percentage of port port name in device device name was measured to be measured value%, which violated the warning-

idle boundary value of boundary value%. 1104
ALRO615E The Port Receive Bandwidth Percentage of port port name in device device name was measured to be measured value%, which violated the critical-

idle boundary value of boundary value%. 1104
ALRO616E The CRC Error Rate of port port name in device device name was measured to be measured value cnt/s, which violated the defined critical-stress
boundary value of boundary value cnt/s. ~1104
ALRO617W The CRC Error Rate of port port name in device device name was measured to be measured value cnt/s, which violated the defined warning-stress
boundary value of boundary value cnt/s. 1105
ALRO618W The CRC Error Rate of port port name in device device name was measured to be measured value cnt/s, which violated the defined warning-idle
boundary value of boundary value cnt/s. _ 1105
ALRO619E The CRC Error Rate of port port name in device device name was measured to be measured value cnt/s, which violated the defined critical-idle

boundary value of boundary value cnt/s. _1105
ALRO620E The Invalid Transmission Word Rate of port port name in device device name was measured to be measured value cnt/s, which violated the defined
critical-stress boundary value of boundary value cnt/s. 1106
ALRO621W The Invalid Transmission Word Rate of port port name in device device name was measured to be measured value cnt/s, which violated the defined
warning-stress boundary value of boundary value cnt/s. 1106
ALR0622W The Invalid Transmission Word Rate of port port name in device device name was measured to be measured value cnt/s, which violated the defined
warning-idle boundary value of boundary value cnt/s. 1106
ALR0623E The Invalid Transmission Word Rate of port port name in device device name was measured to be measured value cnt/s, which violated the defined
critical-idle boundary value of boundary value cnt/s. 1107
ALRO624E The Zero Buffer Credit Timer of port port name in storage system storage system name was measured to be measured value microseconds, which
violated the defined critical-stress boundary value of boundary value microseconds. 1107
ALRO625W The Zero Buffer Credit Timer of port port name in storage system storage system name was measured to be measured value microseconds, which
violated the defined warning-stress boundary value of boundary value microseconds. 1107
ALR0626W The Zero Buffer Credit Timer of port port name in storage system storage system name was measured to be measured value microseconds, which
violated the defined warning-idle boundary value of boundary value microseconds. 1108
ALRO627E The Zero Buffer Credit Timer of port port name in storage system storage system name was measured to be measured value microseconds, which
violated the defined critical-idle boundary value of boundary value microseconds. 1108
ALRO628E The Zero Buffer Credit Percentage of port port name in storage system storage system name was measured to be measured value%, which violated the
defined critical-stress boundary value of boundary value%. 1108
ALRO629W The Zero Buffer Credit Percentage of port port name in storage system storage system name was measured to be measured value%, which violated

the defined warning-stress boundary value of boundary value%. 1109
ALRO630W The Zero Buffer Credit Percentage of port port name in storage system storage system name was measured to be measured value%, which violated

the defined warning-idle boundary value of boundary value%. 1109
ALRO631E The Zero Buffer Credit Percentage of port port name in storage system storage system name was measured to be measured value%, which violated the
defined critical-idle boundary value of boundary value%. 1109
ALRO632E The Discarded Frame Rate of port port name in switch switch name was measured to be measured value%, which violated the defined critical-stress
boundary value of boundary value%. 1110
ALRO633W The Discarded Frame Rate of port port name in switch switch name was measured to be measured value%, which violated the defined warning-stress
boundary value of boundary value%. 1110
ALR0634W The Discarded Frame Rate of port port name in switch switch name was measured to be measured value%, which violated the defined warning-idle
boundary value of boundary value%. 1110
ALRO635E The Discarded Frame Rate of port port name in switch switch name was measured to be measured value%, which violated the defined critical-idle
boundary value of boundary value%. 1111
ALRO636E The Loss of Sync Rate of port port name in device device name was measured to be measured value cnt/s, which violated the defined critical-stress
boundary value of boundary value cnt/s. 1111
ALRO637W The Loss of Sync Rate of port port name in device device name was measured to be measured value cnt/s, which violated the defined warning-stress
boundary value of boundary value cnt/s. 1111
ALRO638W The Loss of Sync Rate of port port name in device device name was measured to be measured value cnt/s, which violated the defined warning-idle
boundary value of boundary value cnt/s. 1112
ALRO639E The Loss of Sync Rate of port port name in device device name was measured to be measured value cnt/s, which violated the defined critical-idle
boundary value of boundary value cnt/s. ~1112
ALRO640E The Loss of Signal Rate of port port name in device device name was measured to be measured value cnt/s, which violated the defined critical-stress
boundary value of boundary value cnt/s. 1112
ALRO641W The Loss of Signal Rate of port port name in device device name was measured to be measured value cnt/s, which violated the defined warning-stress
boundary value of boundary value cnt/s. 1113
ALRO642W The Loss of Signal Rate of port port name in device device name was measured to be measured value cnt/s, which violated the defined warning-idle
boundary value of boundary value cnt/s. 1113
ALRO643E The Loss of Signal Rate of port port name in device device name was measured to be measured value cnt/s, which violated the defined critical-idle
boundary value of boundary value cnt/s. 1113
ALRO644E The Discarded Class 3 Frame Rate of port port name in switch switch name was measured to be measured value cnt/s, which violated the defined
critical-stress boundary value of boundary value cnt/s. 1114
ALRO645W The Discarded Class 3 Frame Rate of port port name in switch switch name was measured to be measured value cnt/s, which violated the defined
warning-stress boundary value of boundary value cnt/s. 1114
ALRO646W The Discarded Class 3 Frame Rate of port port name in switch switch name was measured to be measured value cnt/s, which violated the defined
warning-idle boundary value of boundary value cnt/s. 1114
ALRO647E The Discarded Class 3 Frame Rate of port port name in switch switch name was measured to be measured value cnt/s, which violated the defined
critical-idle boundary value of boundary value cnt/s. 1115
ALRO648E The Zero Buffer Credit Rate of port port name in switch switch name was measured to be measured value cnt/s, which violated the defined critical-

stress boundary value of boundary value cnt/s. 1115
ALRO649W The Zero Buffer Credit Rate of port port name in switch switch name was measured to be measured value cnt/s, which violated the defined warning-
stress boundary value of boundary value cnt/s. 1115

ALRO650W The Zero Buffer Credit Rate of port port name in switch switch name was measured to be measured value cnt/s, which violated the defined warning-
idle boundary value of boundary value cnt/s. 1116



ALRO651E The Zero Buffer Credit Rate of port port name in switch switch name was measured to be measured value cnt/s, which violated the defined critical-idle

boundary value of boundary value cnt/s. 1116
ALRO652E The Class 3 Send Timeout Frame Rate of port port name in switch switch name was measured to be measured value cnt/s. This violated the defined
critical-stress boundary value of boundary value cnt/s. 1116
ALR0653W The Class 3 Send Timeout Frame Rate of port port name in switch switch name was measured to be measured value cnt/s. This violated the defined
warning-stress boundary value of boundary value cnt/s. 1117
ALRO654W The Class 3 Send Timeout Frame Rate of port port name in switch switch name was measured to be measured value cnt/s. This violated the defined
warning-idle boundary value of boundary value cnt/s. 1117
ALRO655E The Class 3 Send Timeout Frame Rate of port port name in switch switch name was measured to be measured value cnt/s. This violated the defined
critical-idle boundary value of boundary value cnt/s. 1118
ALRO656E The Class 3 Receive Timeout Frame Rate of port port name in switch switch name was measured to be measured value cnt/s. This violated the defined
critical-stress boundary value of boundary value cnt/s. 1118
ALRO657W The Class 3 Receive Timeout Frame Rate of port port name in switch switch name was measured to be measured value cnt/s. This violated the defined
warning-stress boundary value of boundary value cnt/s. 1118
ALRO658W The Class 3 Receive Timeout Frame Rate of port port name in switch switch name was measured to be measured value cnt/s. This violated the defined
warning-idle boundary value of boundary value cnt/s. 1119
ALRO659E The Class 3 Receive Timeout Frame Rate of port port name in switch switch name was measured to be measured value cnt/s. This violated the defined
critical-idle boundary value of boundary value cnt/s. 1119
ALRO660E The Credit Recovery Link Reset Rate of port port name in device device name was measured to be measured value cnt/s, which violated the defined
critical-stress boundary value of boundary value cnt/s. 1119
ALRO661W The Credit Recovery Link Reset Rate of port port name in device device name was measured to be measured value cnt/s, which violated the defined
warning-stress boundary value of boundary value cnt/s. 1120
ALRO662W The Credit Recovery Link Reset Rate of port port name in device device name was measured to be measured value cnt/s, which violated the defined
warning-idle boundary value of boundary value cnt/s. 1120
ALRO663E The Credit Recovery Link Reset Rate of port port name in device device name was measured to be measured value cnt/s, which violated the defined
critical-idle boundary value of boundary value cnt/s. 1121
ALRO664E The RDY Priority Override Rate of port port name in switch switch name was measured to be measured value cnt/s, which violated the defined critical-
stress boundary value of boundary value cnt/s. 1121
ALRO665W The RDY Priority Override Rate of port port name in switch switch name was measured to be measured value cnt/s, which violated the defined
warning-stress boundary value of boundary value cnt/s. _ 1121
ALRO666W The RDY Priority Override Rate of port port name in switch switch name was measured to be measured value cnt/s, which violated the defined
warning-idle boundary value of boundary value cnt/s. _ 1122
ALRO667E The RDY Priority Override Rate of port port name in switch switch name was measured to be measured value cnt/s, which violated the defined critical-
idle boundary value of boundary value cnt/s. 1122
ALRO668E The Port State Change Rate of port port name in switch switch name was measured to be measured value cnt/s, which violated the defined critical-

stress boundary value of boundary value cnt/s. 1122
ALRO669W The Port State Change Rate of port port name in switch switch name was measured to be measured value cnt/s, which violated the defined warning-
stress boundary value of boundary value cnt/s. 1123
ALRO670W The Port State Change Rate of port port name in switch switch name was measured to be measured value cnt/s, which violated the defined warning-

idle boundary value of boundary value cnt/s. 1123
ALRO671E The Port State Change Rate of port port name in switch switch name was measured to be measured value cnt/s, which violated the defined critical-idle
boundary value of boundary value cnt/s. 1123
ALRO672E The Primitive Sequence Protocol Error Rate of port port name in device device name was measured to be measured value cnt/s, which violated the
defined critical-stress boundary value of boundary value cnt/s. 1124
ALR0673W The Primitive Sequence Protocol Error Rate of port port name in device device name was measured to be measured value cnt/s, which violated the
defined warning-stress boundary value of boundary value cnt/s. 1124
ALRO674W The Primitive Sequence Protocol Error Rate of port port name in device device name was measured to be measured value cnt/s, which violated the
defined warning-idle boundary value of boundary value cnt/s. 1124
ALRO675E The Primitive Sequence Protocol Error Rate of port port name in device device name was measured to be measured value cnt/s, which violated the
defined critical-idle boundary value of boundary value cnt/s. 1125
ALRO676E The Link Reset Transmitted Rate of port port name in device device name was measured to be measured value cnt/s, which violated the defined
critical-stress boundary value of boundary value cnt/s. _ 1125
ALRO677W The Link Reset Transmitted Rate of port port name in device device name was measured to be measured value cnt/s, which violated the defined
warning-stress boundary value of boundary value cnt/s. ~ 1125
ALRO678W The Link Reset Transmitted Rate of port port name in device device name was measured to be measured value cnt/s, which violated the defined
warning-idle boundary value of boundary value cnt/s. _ 1126
ALRO679E The Link Reset Transmitted Rate of port port name in device device name was measured to be measured value cnt/s, which violated the defined
critical-idle boundary value of boundary value cnt/s. _ 1126
ALRO68OE The Link Reset Received Rate of port port name in device device name was measured to be measured value cnt/s, which violated the defined critical-
stress boundary value of boundary value cnt/s. 1126
ALRO681W The Link Reset Received Rate of port port name in device device name was measured to be measured value cnt/s, which violated the defined warning-
stress boundary value of boundary value cnt/s. 1126
ALR0682W The Link Reset Received Rate of port port name in device device name was measured to be measured value cnt/s, which violated the defined warning-
idle boundary value of boundary value cnt/s. 1127
ALRO683E The Link Reset Received Rate of port port name in device device name was measured to be measured value cnt/s, which violated the defined critical-

idle boundary value of boundary value cnt/s. 1127
ALRO684E The Port Congestion Index of port port_name in device device_name was found to be measured_value Counts, which violated the defined critical-

stress boundary value of boundary_value Counts. 1127
ALRO685W The Port Congestion Index of port port_name in device device_name was found to be measured_value Counts, which violated the defined warning-
stress boundary value of boundary_value Counts. 1128
ALRO686W The Port Congestion Index of port port_name in device device_name was found to be measured_value Counts, which violated the defined warning-

idle boundary value of boundary_value Counts. 1128

ALRO687E The Port Congestion Index of port port_name in device device_name was found to be measured_value Counts, which violated the defined critical-idle
boundary value of boundary_value Counts. 1128



ALRO688E The Link Quality Percentage of port port_name in device device_name was found to be measured_value, which violated the defined critical-stress

boundary value of boundary_value. 1129
ALRO689W The Link Quality Percentage of port port_name in device device_name was found to be measured_value, which violated the defined warning-stress
boundary value of boundary_value. 1129
ALR0O690W The Link Quality Percentage of port port_name in device device_name was found to be measured_value, which violated the defined warning-idle
boundary value of boundary_value. 1129
ALRO691E The Link Quality Percentage of port port_name in device device_name was found to be measured_value, which violated the defined critical-idle

boundary value of boundary_value. _ 1130
ALR0O692E The Invalid Link Transmission Rate of port port_name in device device_name was found to be measured_value, which violated the defined critical-

stress boundary value of boundary_value. 1130
ALR0693W The Invalid Link Transmission Rate of port port_name in device device_name was found to be measured_value, which violated the defined warning-
stress boundary value of boundary_value. 1130
ALRO694W The Invalid Link Transmission Rate of port port_name in device device_name was found to be measured_value, which violated the defined warning-

idle boundary value of boundary_value. 1131
ALRO695E The Invalid Link Transmission Rate of port port_name in device device_name was found to be measured_value, which violated the defined critical-idle
boundary value of boundary_value. 1131
ALRO696E The Extreme I/O Concurrency Percentage of port port_name in storage system device_name was found to be measured value, which violated the

defined critical-stress boundary value of boundary value. ~1131
ALRO697W The Extreme I/O Concurrency Percentage of port port_name in storage system device_name was found to be measured_value, which violated the
defined warning-stress boundary value of boundary_value. 1132
ALRO698W The Extreme I/O Concurrency Percentage of port port_name in storage system device_name was found to be measured_value, which violated the
defined warning-idle boundary value of boundary_value. 1132
ALRO699E The Extreme I/O Concurrency Percentage of port port_name in storage system device_name was found to be measured_value, which violated the

defined critical-idle boundary value of boundary_value. 1133
ALRO700E The I/0 Busy Percentage of port port_name in storage system device_name was found to be measured_value, which violated the defined critical-stress
boundary value of boundary_value. 1133
ALRO701W The I/O Busy Percentage of port port_name in storage system device_name was found to be measured_value, which violated the defined warning-

stress boundary value of boundary_value. 1133
ALRO702W The I/O Busy Percentage of port port_name in storage system device_name was found to be measured_value, which violated the defined warning-idle
boundary value of boundary_value. 1134
ALRO703E The I/0 Busy Percentage of port port_name in storage system device_name was found to be measured_value, which violated the defined critical-idle
boundary value of boundary_value. 1134
ALRO704E The I/O Overrun Percentage of port port_name in storage system device_name was found to be measured_value, which violated the defined critical-
stress boundary value of boundary_value. 1135
ALRO705W The I/0 Overrun Percentage of port port_name in storage system device_name was found to be measured_value, which violated the defined warning-
stress boundary value of boundary_value. 1135
ALRO706W The I/O Overrun Percentage of port port_name in storage system device_name was found to be measured_value, which violated the defined warning-
idle boundary value of boundary_value. 1135
ALRO707E The I/O Overrun Percentage of port port_name in storage system device_name was found to be measured_value, which violated the defined critical-

idle boundary value of boundary_value. 1136
ALRO708E The Zero Send Buffer Credit Percentage of port port_name in storage system device_name was found to be measured_value, which violated the

defined critical-stress boundary value of boundary_value. _ 1136
ALRO709W The Zero Send Buffer Credit Percentage of port port_name in storage system device_name was found to be measured_value, which violated the

defined warning-stress boundary value of boundary_value. _ 1136
ALRO710W The Zero Send Buffer Credit Percentage of port port_name in storage system device_name was found to be measured_value, which violated the

defined warning-idle boundary value of boundary_value. _ 1137
ALRO711E The Zero Send Buffer Credit Percentage of port port_name in storage system device_name was found to be measured_value, which violated the

defined critical-idle boundary value of boundary_value. _ 1137
ALRO712E The Zero Receive Buffer Credit Percentage of port port_name in storage system device_name was found to be measured_value, which violated the
defined critical-stress boundary value of boundary_value. 1138
ALRO713W The Zero Receive Buffer Credit Percentage of port port_name in storage system device_name was found to be measured_value, which violated the
defined warning-stress boundary value of boundary_value. 1138
ALRO714W The Zero Receive Buffer Credit Percentage of port port_name in storage system device_name was found to be measured_value, which violated the
defined warning-idle boundary value of boundary_value. 1138
ALRO715E The Zero Receive Buffer Credit Percentage of port port_name in storage system device_name was found to be measured_value, which violated the
defined critical-idle boundary value of boundary_value. 1139
ALRO716E The number of bytes received on each of the client network interfaces of cluster cluster name in storage subsystem storage system name was

measured to be measured valuebytes, which violated the defined critical-idle boundary value of boundary valuebytes. _ 1139
ALR1114I New Storage Subsystem discovered. 1139
ALR4000I Endpoint device endpoint device name has been discovered. 1139
ALR4001W Endpoint device endpoint device name is missing. 1140
ALR4002I Endpoint device endpoint device name has been rediscovered. 1140
ALR4015I subsystem/fabric/switch/server subsystem/fabric/switch/server name port port name or WWPN has been discovered. 1140
ALR4016W subsystem/fabric/switch/server subsystem/fabric/switch/server name port port name or WWPN is missing. 1140
ALR40171 subsystem/fabric/switch/server subsystem/fabric/switch/server name port port name or WWPN has been rediscovered. 1140
ALR4018W subsystem/fabric/switch/server subsystem/fabric/switch/server name port port name or WWPN has gone offline. 1141
ALR40191 subsystem/fabric/switch/server subsystem/fabric/switch/server name port port name or WWPN has gone online. 1141
ALR4020I Switch switch name or WWN has been discovered. 1141
ALR4021E Switch switch name or WWN is missing. 1141
ALR4022I Switch switch name or WWN has been rediscovered. 1141
ALR4023W The version for switch switch name or WWN has changed from previous firmware version to current firmware version . 1142
ALR4024W Status of switch switch name or WWN has degraded from previous status to current status . 1142
ALR4025I Status of switch switch name or WWN has improved from previous status to current status . 1142
ALR40261 Blade blade name or WWN on switch switch name or WWN has been discovered. 1142

ALR4027W Blade blade name or WWN on switch switch name or WWN is missing. 1142




ALR4028I Blade blade name or WWN on switch switch name or WWN has been rediscovered.

1143

ALR4029E Blade blade name or WWN on switch switch name or WWN has gone offline.

1143

ALR40301I Blade blade name or WWN on switch switch name or WWN has gone online.

1143

ALR4034W The driver version for HBA adapter name on server host name has changed from previous version to new version.

1143

ALR4035W The firmware version for HBA adapter name on server host name has changed from previous version to new version .

1143

ALR40461 Fabric fabric name or WWN is discovered.

1144

ALR4047E Fabric fabric name or WWN is missing.

1144

ALR4048I Fabric fabric name or WWN is rediscovered.

1144

ALR40511I Inactive zone zone name in fabric fabric name or WWN has been discovered.

1144

ALR4052W Inactive zone zone name in fabric fabric name or WWN is missing.

1144

ALR4053I Inactive zone zone name in fabric fabric name or WWN has been rediscovered.

1144

ALR40541 Inactive zoneset zoneset name in fabric fabric name or WWN has been discovered.

1145

ALR4055W Inactive zoneset zoneset name in fabric fabric name or WWN is missing.

1145

ALR40561 Inactive zoneset zoneset name in fabric fabric name or WWN has been rediscovered.

1145

ALR4063I The connection from switch or node switch name or WWN port port name or WWPN to switch or node switch name or WWN port port name or WWPN

has been discovered.

1145

ALR4064W The connection from switch or node switch name or WWN port port name or WWPN to switch or node switch name or WWN port port name or WWPN

is missing.

1145

ALR4065I The connection from switch or node switch name or WWN port port name or WWPN to switch or node switch name or WWN port port name or WWPN

has been rediscovered.
ALR40661 Switch switch name or WWN in fabric fabric name or WWN has been discovered.

1146
1146

ALR4067W Switch switch name or WWN in fabric fabric name or WWN is missing.

1146

ALR4068I Switch switch name or WWN in fabric fabric name or WWN has been rediscovered.

1146

ALR40691 Port port name or WWPN in switch switch name or WWN has been discovered.

1146

ALR4070W Port port name or WWPN in switch switch name or WWN is missing.

1147

ALR40711I Port port name or WWPN in switch switch name or WWN has been rediscovered.

1147

ALR4078I Alias zone alias has been added to inactive zone zone name in fabric fabric name or WWN .

1147

ALR4079W Alias zone alias has been removed from inactive zone zone name in fabric fabric name or WWN .

1147

ALR4080I Alias zone alias has been readded to inactive zone zone name in fabric fabric name or WWN .

1147

ALR4081I Zone member zone member name has been added to inactive zone zone name in fabric fabric name or WWN .

1148

ALR40821I Zone member zone member name has been removed from inactive zone zone name in fabric fabric name or WWN .

1148

ALR4083I Zone member zone member name has been readded to inactive zone zone name in fabric fabric name or WWN .

1148

ALR40841 Zone zone name has been added to inactive zone set zone set name in fabric fabric name or WWN .

1148

ALR4085I Zone zone name has been removed from inactive zone set zone set name in fabric fabric name or WWN .

1148

ALR40861I Zone zone name has been readded to inactive zone set zone set name in fabric fabric name or WWN .

1149

ALR4089W ZoneSet zoneset name in fabric fabric name or WWN has been deactivated. ZoneSet zoneset name has been activated.

ALR4090W Active zone zone name in fabric fabric name or WWN is missing.

1149

1149

ALR4091I Active zone zone name in fabric fabric name or WWN has been discovered.

1149

ALR4092I Active zoneset zoneset name in fabric fabric name or WWN has been discovered.

1149

ALR4093E ZoneSet zoneset name in fabric fabric name or WWN has been deactivated. ZoneSet zoneset name has been activated.

1150

ALR40941I Active zone zone name in fabric fabric name or WWN has been rediscovered.

1150

ALR4095I Active zoneset zoneset name in fabric fabric name or WWN has been rediscovered.

1150

ALR40961 Zone member zone member name has been added to active zone zone name in fabric fabric name or WWN .

1150

ALR40971 Zone member zone member name has been removed from active zone zone name in fabric fabric name or WWN .

1150

ALR4098I Zone member zone member name has been readded to active zone zone name in fabric fabric name or WWN .

1151

ALR40991 Zone zone name has been added to active zone set zone set name in fabric fabric name or WWN .

1151

ALR4103W The performance monitor's primary process is experiencing a high memory utilization.

1151

ALR4104W A database used by the system is reporting an alarm: value.

1151

ALR4105W Device server configuration should be changed to improve performance: value.

1151

ALR4106W The IBM Spectrum Control server is receiving a high number of external type of events received, which is either CIM for CIM indications or SNMP for

SNMP traps. events, which may cause temporary performance degradation.
ALR41071 Zone zone hame has been removed from active zone set zone set name in fabric fabric name or WWN .

1152
1152

ALR4108I The server server name at host host name successfully connected to the database after previous attempts failed.

1152

ALR4112E The server server name at host host name failed to connect to the database.

1152

ALR4109I Alias zone alias has been added to active zone zone name in fabric fabric name or WWN .

1153

ALR4113E The IBM Spectrum Control server failed to connect to the database.

1153

ALR4110W Alias alias namehas been removed from active zone active zone name in fabric fabric name .

1153

ALR4111I Alias alias namehas been readded to active zone active zone name in fabric fabric name .

1153

ALR4197W A new connection is detected.

1153

ALR4198W The state for connection from initial state to final state has changed.

1154

ALR4199W The state for Fabric fabric name has changed.

1154

ALR4224W The state has changed for Node node name .

1154

ALR42251 Node node name has been discovered.

1154

ALR4226W Node node name has gone offline.

1154

ALR42271 Node node name has gone online.

1154

ALR4241E Subsystem storage subsystem name has gone offline.

1155

ALR42421I Subsystem storage subsystem name has gone online.

1155

ALR4243W The subsystem version has changed from initial version to new version on Subsystem storage subsystem name .

1155

ALR4244W The allocated capacity has changed from initial capacity to new capacity on Subsystem storage subsystem name .

1155

ALR4245W The available capacity has changed from initial capacity to new capacity on Subsystem storage subsystem name .

1155

ALR4246W Back-end capacity has changed from initial capacity to new capacity on Subsystem storage subsystem name .

1156

ALR4247W Back-end controller back-end controller name for owning storage subsystem name has gone offline.

1156




ALR4248I Back-end controller back-end controller name for owning storage subsystem name has gone online.

1156

ALR4249W Volume volume name on storage subsystem name has gone offline.

1156

ALR4250I Volume volume name on storage subsystem name has gone online.

1156

ALR4251W The capacity has changed from initial capacity to new capacity for Volume volume name on Subsystem storage subsystem name .
ALR4252W The state for Pool pool name on Subsystem storage subsystem name has changed to not detectable .

1157
1157

ALR4253I Pool pool name on Subsystem storage subsystem name has been discovered.

1157

ALR4254W Pool pool name on Subsystem storage subsystem name has gone offline.

1157

ALR4255I Pool pool hame on Subsystem storage subsystem name has gone online.

1157

ALR4256W The pool capacity has changed from initial capacity to new capacity for Pool pool hame on Subsystem storage subsystem name .

1158

— 1158

ALR4257W The pool available space has changed from initial capacity to new capacity for Pool pool name on Subsystem storage subsystem name
ALR4273E Server server name has gone offline.

1158

ALR42741 Server server name has gone online.

1158

ALR4278W The property for Subsystem storage subsystem name has changed.

1158

ALR4300W The use count for Disk Drive disk drive nameon Subsystem subsystem namehas changed from initial use count to final use count.
ALR4301W Disk Drive disk drive name on Subsystem subsystem namehas gone offline.

1159
1159

ALR4304W The state for Back-end Controller back-end controller for subsystemhas changed from initial state to final state .

1159

ALR4305W The WWPN path count for Back-end Controller back-end controller for system name has changed from initial stateto final state .
ALR4312W Notification has received from external device device name

1159
1159

ALR4313W The endpoint version has changed from initial state to final stateon Endpoint

1160

ALR4314W Entity entity name has been discovered.

1160

ALR4315I Hypervisor hypervisor name has been discovered.

1160

ALR43161I Virtual machine vm name was added to hypervisor hypervisor name .

1160

ALR4317W Virtual machine vm name was removed from hypervisor hypervisor name .

1160

ALR4318W New unmanaged hypervisor discovered.

1160

ALR4319W Virtual machine added.

1161

ALR4320W Virtual machine removed.

1161

ALR4321W Hypervisor hypervisor missing.

1161

ALR4322W Hypervisor missing.

1161

ALR4323I New disk disk namediscovered for system system name .

1161

ALR4324W Disk disk not found for system system.

1162

ALR4325W New volume volume name discovered for system system name .

1162

ALR4326W Volume volume not found for system system.

1162

ALR4327W Zone Alias to Member Change

1162

ALR4328W The association between Zone Alias zone alias and Member member has changed.

1162

ALR43291 Zone member zone memberhas been added to zone alias zone aliasin fabric fabric .

1163

ALR4330W Zone member zone memberhas been removed from zone alias zone aliasin fabric fabric .

1163

ALR4331I Zone member zone memberhas been readded to zone alias zone aliasin fabric fabric .

1163

ALR4332W Storage Resource Agent Deployment Failed

1163

ALR4333W Replication Session State Change alert received.

1163

ALR4334W Replication Configuration Change alert received.

1164

ALR4335W Replication Suspending Event Notification alert received.

1164

ALR4336W Replication Communication Failure alert received.

1164

ALR4337W Replication Management Server State Change alert received

1164

ALR4338W Replication PPRC Path State Change alert received.

1164

ALR4339W The IBM Spectrum Control for Replication resource resource nametriggered an alert with the following message:message text

1164

ALR4353W number of affected datapaths Data Paths from Host host name to Volume volume name on Subsystem subsystem name are no longer available._ 1165
ALR43541 number of affected datapaths Data Paths from Host host name to Volume volume name on Subsystem subsystem name have been discovered.. 1165

ALR4356E The mount state of specified file system changed to error level.

1165

ALR4358I The mount state of specified file system changed to normal level.

1165

ALR4359E The CPU usage reached the error level.

1166

ALR4360W The CPU usage reached the warning level.

1166

ALR43611 The CPU usage reached the normal level.

1166

ALR4362E The memory usage reached the error level.

1166

ALR4364I The memory usage reached the normal level.

1166

ALR4365I The clustered CIFS is active.

1166

ALR4366W The clustered CIFS is disabled.

1167

ALR4367E The clustered CIFS status reached the error level.

1167

ALR4368I The IBM Spectrum Scale is active.

1167

ALR4369W The IBM Spectrum Scale status reached the warning level.

1167

ALR4370E The IBM Spectrum Scale is down.

1167

ALR44271 The file system file system has been detected on device type device device display name.

1168

ALR44291 The capacity of file system file system has changed from previous capacity to current capacity on device type device NAS display name.

1168

ALR4433W The free space on file system file system has fallen below the threshold value of threshold on device type device nas display name. The free space is

current free space value or relative free space value of the file system capacity.
ALR4440W The state of the device type node type node node name changed from old state to new state on device display name.

1168
1168

ALR44411 The state of the device type node type node node name changed from old state to new state on device display name.

1168

ALR4442W The IBM Spectrum Scale status of device type node node name changed from old state to new state on device display name.
ALR44431I The IBM Spectrum Scale status of device type node node name changed from old state to new state on device display name.

1169
1169

ALR44471 The fileset fileset was detected on device type device device name.

1169

ALR4448I The fileset fileset was linked to path for device type device device name.

1169

ALR44551 The fileset fileset was unlinked on device type device device name.

1169




ALR4458W The number of free inodes on file system path has fallen below the threshold value of threshold on device type device device name. There are current

value free inodes or current value relative to maximum of the maximum inodes. 1170
ALR44601I Export export name detected on device type device device name with path path. 1170
ALR4461W The state of export export name changed from previous state to current state on device type device device name. 1170
ALR4462W Export export name was reconfigured on device type device device name. Path changed from previous path to current path. 1170
ALR4463W Export export name was reconfigured on device type device device name. Protocols changed from previous list of protocols to current list of protocptp7 0
ALR4470W Export export name is missing from device type device device name.. 1171
ALR44711 Export export name was rediscovered on device type device device name.. 1171
ALR4474W Fileset fileset name is missing from device type device device name.. 1171
ALR4475I Fileset fileset name was rediscovered on device type device device name.. 1171
ALR4478W File system File system name is missing from device type device device name.. 1171
ALR44791 File system File system name was rediscovered on device type device device name.. 1172
ALR4482W A Quota type Quota limit type quota was violated for the path file system on the device device name device type system. Quota type resource name is
consuming usage and the Quota limit type limit is threshold. 1172
ALR44961 New quota detected on file system path of Device type device Device name. 1172
ALR4385E The status of NSD NSD name reached error level. 1172
ALR4386W The status of NSD NSD name reached warning level. 1172
ALR43871 The status of NSD NSD name was set back to normal level. 1173
ALR4503I New NSD NSD name has been detected on device type device device display name. 1173
ALR4505W NSD NSD name is missing from device type device device name. 1173
ALR4507W The state of NSD NSD name changed from previous state to current state on device type device device name. 1173
ALR4511E Alert condition for nodes has been selected. Select only nodes. 1173
ALR4512E Alert condition for clusters has been selected. Select only clusters. 1174
ALR4513E Alert condition for NSD has been selected. Select only NSD. 1174
ALR4514E Alert condition for File set has been selected. Select only File set. 1174
ALR1022M A new unmanaged server or cluster discovered. 1174
ALR1294W The server or cluster has gone offline. 1174
ALR1295W The server or cluster has gone online. 1174
ALR1296W The server or cluster property has changed. 1175
ALR1245W A node state has changed. 1175
ALR1246W A node was discovered. 1175
ALR4528I Cluster was discovered. 1175
ALR4529I Cluster was removed. 1175
ALR4530I Cluster was rediscovered. 1176
ALROQO78W =Performance monitor for device value failed to collect new data using data source value. 1176
ALR4391I Node node name is selected as cache gateway node. 1176
ALR4392I Node node name is unselected as cache gateway node. 1176
ALR4393I Home system home system name detected on device type device device name with path path. 1176
ALR43941 Home system has been removed from fileset fileset name on device type device device name. 1176
ALR4395W Home system home system name is missing from device type device device name. 1177
ALR43961 Home system home system name was rediscovered on device type device device name.. 1177
ALR4397I Cache fileset cache fileset name detected on device type device device name. 1177
ALR4398W Cache fileset cache fileset name is missing from device type device device name. 1177
ALR4399I Cache fileset cache fileset name was rediscovered on device type device device name. 1177
ALR4400I Cache fileset name has changed from cache fileset name to cache fileset name on device type device device name. 1178
ALR44011I Cache fileset cache fileset name state has changed from old value to new value on device type device device name. 1178
ALR4402I Cache fileset cache fileset name mode has changed from old value to new value on device type device device name. 1178
ALR4403I Cache client cluster name is added to home system home system name on device type device device name. 1178
ALR44041I Cache client cluster name has been removed from home system home system name on device type device device name. 1178
ALR4541E The available space is too low for pool pool name on storage system storage system name. The measured value pool available space violates the

critical boundary of user defined threshold value. ~ 1179
ALR4542W The available space is too low for pool pool name on storage system storage system name. The measured value pool available space violates the
warning boundary of user defined threshold value. _1179
ALR4543E The allocation is too high for pool pool name on storage system storage system name. The measured value pool virtual allocation violates the critical
boundary of user defined threshold value. 1179
ALR4544W The allocation is too high for pool pool name on storage system storage system name. The measured value pool virtual allocation violates the warning
boundary of user defined threshold value. 1179
ALR4545E The shortfall percentage is too high for pool pool name on storage system storage system name. The measured value pool shortfall percentage violates
the critical boundary of user defined threshold value. 1180
ALR4546W The shortfall percentage is too high for pool pool name on storage system storage system name. The measured value pool shortfall percentage

violates the warning boundary of user defined threshold value. ~.1180
ALR45471 VMWare Cluster cluster name discovered on hypervisor hypervisor name. 1180
ALR4548W VMWare Cluster cluster name removed from hypervisor hypervisor name. 1180
ALR45491 New cluster hypervisor relationship discovered. 1180
ALR4550W Cluster hypervisor relationship removed. 1181
ALR45511I Hypervisor hypervisor name was moved from VMWare Cluster old cluster nameto VMWare Cluster new cluster name. 1181
ALR45521 Cluster hypervisor relationship moved. 1181
ALR4600I Fabric Name fabric WWN changed to fabric WWN . 1181
ALR1349I A new path path name was discovered for disk disk name on host host name. 1181
ALR1350W The path path name was not found for disk disk name on host host name. 1182
ALR1351W The path path name for disk disk name on host host name is disconnected. 1182

ALR4604I The home system home system was linked to path on resource type resource resource name. 1182




ALR4605I The home system home system was unlinked from a path on resource type resource resouce name. 1182

ALR1352E The status of disk disk name on server server name has degraded to Error from former status. 1182
ALR1353W The status of disk disk name on server server name has degraded to Warning from former status. 1183
ALR1354I The status of disk disk name on server server name has improved to Normal from former status. 1183
ALR46251 New entity type, entity name, added to system type system name . 1183
BPCCA - Data collector installation messages 1183
BPCCAO0O0O01I The data collector started, connected to the storage management service, and is ready to process requests from the storage management servicg] 84
BPCCAO0002E The data collector failed to connect to the storage management service at server_url. 1184
BPCCAOOO3E The data collector started but detected a problem with the directory directory_name and must stop. 1184
BPCCAO0004E The data collector cannot run because it is not configured correctly. 1184
BPCCAOOOS5E The data collector failed to connect to the storage management service at server_url because the host name could not be resolved. 1185
BPCCAOQO0O06E The data collector failed to connect to the storage management service at server_url because of an unknown error. 1185
BPCCAOOO7E The data collector failed to connect to a service from the storage management system. 1185
BPCCAOOQOS8E The data collector failed to connect to the storage management service because of invalid credentials. 1185
BPCCA0009I The data collector connected to the storage management service. The data collector had failed to connect since date_and_time. 1186
BPCCAQ010E The data collector in the directory_name directory of the host host_name was running and an attempt was made to start a second instance of the
same data collector. The second instance of the data collector stopped. 1186
BPCCAO0011I The data collector stopped because a user requested it to shut down. 1186
BPCCA0012I The data collector stopped to enable the installation of an upgraded version of the data collector. 1186
BPCCAOO013E The storage management service did not allow the data collector to connect because another data collector was already connected to the servicg] 86
BPCCA0100I The updateCollector utility started. 1187
BPCCAOQ101E The collector directory was not specified in the collectorDirectory.properties file. 1187
BPCCAOQ102E The collector directory directory_name that was specified in the collectorDirectory.properties file is invalid. The collector directory is the directory to
which the updateCollector utility must copy the upgrade image files. 1187
BPCCAO0103E The collector directory directory_name that was specified in the collectorDirectory.properties file cannot be used as the collector directory. 1187
BPCCAOQ0104E The updateCollector utility started but there was a problem with the upgrade image directory current_directory. 1187
BPCCAOQ105E The collector directory directory_name that was specified in the collectorDirectory.properties file is a subdirectory of the upgrade image directory
upgrade_image_directory_name. 1188

BPCCAO0106E Cannot upgrade the data collector in the collector_directory directory because the directory contains the following locked files: locked_files_list]11 88
BPCCA0107I The content of the directory collector_directory will be deleted and replaced with subdirectories and files from the upgrade_image_directory

directory. Some configuration files, the log directory, and the contents of the log directory will not be deleted. _1188
BPCCAO0108E The data collector service cannot be uninstalled from the operating system. The upgrade process cannot be completed. 1188
BPCCA0109E The updateCollector utility could not upgrade the data collector. The data collector service is now in an inconsistent state. 1189
BPCCAOQ110E The contents of the collector_directory directory could not be deleted. The upgrade process cannot be completed. The data collector might be in an
inconsistent state. 1189
BPCCAOQ111E The files and directories of the data collector from the directory upgrade_image_directory could not be copied into the directory collector_directory.
The upgrade process cannot be continued. The data collector might be in an inconsistent state. 1189
BPCCA0112I The data collector in the directory collector_directory was upgraded successfully to version downloaded_version. 1189
BPCCAO0113E The data collector in the directory collector_directory could not be upgraded. 1190
BPCCA0114I The data collector was upgraded to the new version and will start automatically. 1190
BPCCA0115I The attempt to upgrade the data collector failed. The existing data collector will start automatically. 1190
BPCCA0116E The attempt to upgrade the data collector failed. You must download and install the latest version of the data collector. 1190
BPCCAO0117E The upgraded data collector could not be installed as a service on the operating system. You must install the new data collector service manuall§.1 9Q
BPCCA0118I The data collector was upgraded to the new version and started successfully. 1191
BPCCA0119I The data collector could not be upgraded, but was not modified. The existing data collector was restarted successfully. 1191
BPCCA0120E The upgraded data collector did not start. 1191
BPCCA0121E The existing data collector did not restart. 1191
BPCCAO0122E The data collector cannot authenticate to the HTTPS proxy server proxy_server_hostname. 1191
BPCIN - Spectrum Control installation messages 1192
BPCINOOO1I The system is installing IBM Spectrum Control. 1197
BPCINOO0O2I The system completed the installation of IBM Spectrum Control. 1197
BPCINOOO3E The installation program could not find the file file_name in the installation image. For more information, go to the IBM Knowledge Center and
search on the message code. _1197
BPCINOOO4E An error occurred during the installation of the component_name component. Review the log files in the log_file_directory_name directory for
additional information. _ 1197
BPCINOOOSE Invalid characters "characters" were found in the installation path "path". 1198
BPCINOOOGE The location "location" that was specified for the installation is not empty. It might contain hidden items. 1198
BPCINOOO7E Directory directory is not writable. 1198
BPCINOOOSE The installation location specified is blank. Enter an installation location. 1199
BPCINOOOQ9E The host name or IP address is not valid for name_with_spaces. 1199
BPCINOO10E The port number field is blank. Enter a valid port number. 1199
BPCINOO11E Enter a fully qualified host name or IP address. 1199
BPCINOO12E Enter a valid port number. 1199
BPCINOO13E Enter a port number from 1 to 65535. 1199
BPCINOO14E The user name cannot be blank or contain spaces. Enter a valid user name. 1200
BPCINOO15E The location for the license key file is blank. Enter a file location. 1200
BPCINOO16E The file that was specified does not exist. Enter a valid license key file. 1200
BPCINOO17E The file that was specified is not a valid license key file. 1200
BPCINOO18E The installation path cannot end with the characters "endCharacter". 1200
BPCINOO019I The system is installing the component component. 1201
BPCINO020I The system completed the installation of the component component. 1201

BPCINOO21E An unexpected error occurred during the prevalidation of the component. 1201




BPCINOO22E The port range port_start - port_end is not available because the port or ports port are already used by other applications. The next available port

range is available_start_port - available_end_port. 1201
BPCINOO23E The password is incorrect. It cannot be blank or contain spaces. Enter a valid password. 1202
BPCINOO24E The user name userID cannot contain the following special characters: characters. 1202
BPCINOO25E The password password cannot contain spaces or any of the following special characters: characters. 1202
BPCINOO26E The installation location selected does not have enough space. 1202
BPCINOO027E The user name userID is not in the administrative group adminGroup. 1202
BPCINOO028E The validation for user name userID has failed. Check to see if this user name exists. 1203
BPCINOO29E The password that was entered does not match the password for user user_name on the system. Please try again. 1203
BPCINOO31E The configuration of component failed. Review the installation log file. 1203
BPCINOO32E The host name field is empty. Enter the fully qualified host name or IP address. 1203
BPCINOO33E The specified host name or IP address cannot be identified. 1203
BPCINOO34E The installation location is not an absolute path. Enter an absolute path. 1204
BPCINOO35W The installation program cannot validate the host name because the fully qualified domain name (FQDN) cannot be retrieved for the host. 1204
BPCINOO43E The last port number must be a port number from 1 to 65535. 1204
BPCINOO44E The installation location that was specified uses a Windows reserved name. Enter a different installation location. 1204
BPCINOO45E The installation location cannot contain special shell characters special_characters in the installation path path. 1205
BPCINOO46E The installation location contains special characters special_characters that are not supported by the operating system in the installation path pgtp.05
BPCINOOA7E The IBM Db2 database manager must be active to continue the installation process. 1205
BPCINOO48E IBM Spectrum Control cannot be installed because Db2 is not installed on the system or the Db2 configuration is not valid. 1205
BPCINOO49E The Db2 db2Version is not supported. The minimum supported Db2 versions are minDB2Version. 1205
BPCINOO50E An error occurred when the installation program tried to verify that the Db2 database manager is running. The error message is: error_message. 1206
BPCINOOS51E An error occurred when the installation program tried to find an available database named dbName. 1206
BPCINO052I The name of the database to be created is dbName. 1206
BPCINOO53E An error occurred when creating the database dbName. Review the log files for more information. 1206
BPCINOO55E Db2 is not installed or the Db2 profile was not sourced before installing IBM Spectrum Control. 1207
BPCINOO56E The user name userID does not have write permission on the default database path configuration parameter DFTDBPATH: dftdbpath. 1207
BPCINOO57E The user name userID is not in an operating system group that has Db2 SYSADM authority. 1207
BPCINOO59W There are long file names in the IBM Spectrum Control installation images. 1207
BPCINOO6OE An error occurred during the uninstallation of component. Review the log files for more information. 1207
BPCINOO61E An invalid host name or IP address was specified for the Data server. 1208
BPCINOO62E The IPv6 internet protocol is not enabled on the specified host computer. 1208
BPCINOO63E The Data server is not running. For more information, go to the IBM Knowledge Center and search on the message code. 1208
BPCINOO64E The Data Server is not running at the specified host address or port: host host_address, port port. For more information, go to the IBM Knowledge
Center and search for the message code. 1209
BPCINOOG6E Errors occurred during the installation of the IBM Spectrum Control GUI. Review the log files for more information. 1209
BPCINOO6SE Errors occurred during the uninstallation of the IBM Spectrum Control GUI. Review the log files for more information. 1209
BPCINOO69E Errors occurred during the configuration of Tivoli Common Reporting for IBM Spectrum Control. Review the log files for more information. 1210
BPCINOO70E Errors occurred during the configuration of the IBM Spectrum Control data model in Tivoli Common Reporting. Review the log files for more
information. _ 1210
BPCINOO71E An error occurred because the installation program could not find the Db2 DFTDBPATH variable. For more information, go to the IBM Knowledge
Center and search for the message code. 1210
BPCINOO72E The validation for user name userID has failed. Check to see if this user name exists or if Db2 is running. 1211
BPCINOO74E The port range validation failed because the port value is not numeric. 1211
BPCINOO75E An invalid GUID OxFFFFFFFFFFFFFFFFFFFFFFFFFF was found. Update or uninstall the GUID. 1211
BPCINOO76E IBM Spectrum Control could not read the GUID. See the GUID installation log for an explanation of the error. 1211
BPCINOO77E The name specified for the database is not valid because it contains a space or is blank. 1212
BPCINOO78E The database name database_name is not valid. The name can only contain the following characters: a-z, A-Z or 0-9. 1212
BPCINOO79E The first character or characters in the database name are not valid. The name must not begin with a number or the letters: SYS, DBM, or IBM.__ 1212
BPCINOO8OE The database name specified is not valid because an existing database has the same name: database_name. 1212
BPCINOO81E The database name database_name is too long. The name can be 1 - 8 characters in length with no spaces. 1213
BPCINOO82E The specified host name or IP address is not a remote host. Enter a remote host name or IP address. 1213
BPCINOO83E The server could not connect to the remote database. Verify that the port is correct and that the database is running on the remote server. Also

verify that the internet protocol connection between the server and remote database is compatible. 1213
BPCINOO84E The database name is not valid because there is no database on the specified server with this name. 1213
BPCINOOS85E The installation program was unable to connect to the remote database. Check the remote server to verify that you can connect to Db2. For more
information about Db2 connection issues, go to the IBM Knowledge Center at http://www-01.ibm.com/support/knowledgecenter/SSEPGG/welcome . 1214
BPCINOO8GE The connection to the remote database failed because the user name or password is not valid. 1214
BPCINOO87E The remote host name or IP address is not valid. 1214
BPCINOOS8SE The database repository was not found on the remote server. 1214
BPCINOO89E The version "retrivedVersion" of the remote database repository is not at the correct level. Upgrade the remote database repository to version
"requiredVersion", then upgrade the remaining components. _ 1214
BPCINOO90E The name specified for the database is not valid because it contains a space. 1215
BPCINOO91E The file path file_path specified is not an absolute path or is not a directory or the partition does not exists. 1215
BPCINOO092E The first directory directory_name specified is not valid. 1215
BPCINOO93E The path string path_string is too long. The path string cannot be longer than 242 bytes. 1215
BPCINOO94E The user name user_name does not have write permission on the specified database path: database_path. 1215
BPCINOO95E The user name user_name does not have write permission on the specified log location: log_location. 1216
BPCINOO96E The database path cannot be blank. Enter a valid database path. 1216
BPCINOO97E The log location cannot be blank. Enter a valid log location. 1216
BPCINOO9S8E Enter 10 or fewer paths. 1216

BPCINOO99E You have entered pathNumber directories. A maximum of 10 directories can be specified. 1216




BPCINO100W The database log files and database are in the same location. Click Yes to change the database log files or database location. Click No to ignore this

message. 1217
BPCINO101E The location "location" that was specified contains Db2 logs or log files. 1217
BPCINO102E The Db2 profile for the "db2_instance" instance was not run before installing IBM Spectrum Control. 1217
BPCINO103E The user name userID is not in the system group adminGroup. 1217
BPCINO104I Resuming a failed install and installing the remaining components. 1217
BPCINO105E A reboot must be done before continuing with the installation. 1218
BPCINO106E There are invalid header files in the installation images. You may might be using the AIX tar program instead of the GNU tar program to extract files

from the installation images. For more information, see IBM Knowledge Center and search by the error message code. 1218
BPCINO107E The database path exists in the database path list. You must specify a unique database path. 1218

BPCINO108E An error occurred during the upgrade of the component. Review the log files in the following directory for an explanation of the error: location._ 1218
BPCINO109E An unexpected error occurred. IBM Spectrum Control cannot resolve this error. For more information, review the log files and go to the IBM

Knowledge Center. _ 1219
BPCINO112I Upgrading the components:upgrade_components. 1219
BPCINO116I The system is upgrading the component component. 1219
BPCINO117I The system completed the upgrade of the component component. 1220
BPCINO120E The validation of user name and password could not be completed 1220
BPCINO121E The installation type entered is not supported. 1220
BPCINO0122E The TPCCommon.dll or libTPCCommon.so library could not be found or loaded. 1220
BPCINO123E The user has no administrative rights to install or uninstall IBM Spectrum Control. 1220
BPCINO124E The operating system cannot find the Db2 Service name. 1221
BPCINO125E The installation program cannot find the Db2 instance name. Check the Db2 instance configuration. 1221
BPCINO126E Unable to find Db2 installation path. Check your Db2 configuration. 1221
BPCINO127E The service name configuration parameter cannot be queried from the Db2 Database Manager. 1221
BPCINO129E The version that is installed cannot be upgraded because it does not meet the minimum build version for the database repository. The minimum

build version supported is build_version. 1221
BPCINO130E The database administrator password in IBM Spectrum Control does not match the database administrator password for Db2. Run the
changepasswords tool to update the database administrator password. 1222
BPCINO131E An invalid host name or IP address was specified for the Device Server. 1222
BPCINO132E The Device Server is not running at the specified host address or port: host host_address, port port. 1222
BPCINO134E The installation program could not stop the . Please manually stop the . 1223
BPCINO135E Tivoli Storage Productivity Center version is installed. Before you can upgrade to version 5, you must upgrade Tivoli Storage Productivity Center to
version 4. 1223
BPCINO136E The version "retrivedVersion" of the remote database repository is not at the correct build level. Upgrade the remote database repository to the

correct build level, then upgrade the remaining version "requiredVersion" components. 1223
BPCINO137E The version "retrivedVersion" of the remote database repository is not at the correct build level. Ensure that the installation image for the remaining
version "requiredVersion" components is at the same build level as the remote database repository, then upgrade the remaining components. 1223
BPCINO138E The common user hame password does not match the password for the existing user name user_name on the system. Run the changepasswords

tool to change the common user name password for IBM Spectrum Control. 1224
BPCIN0139I The User Migration Tool completed successfully. 1224
BPCINO140E The User Migration Tool could not be started. Start the User Migration Tool from the graphical user interface after the upgrade is finished. 1224
BPCINO143E Errors occurred during the upgrade of the GUI. Review the log files for more information. 1224
BPCINO146E The installation language specified is not a supported language. 1225
BPCINO148E IBM Spectrum Control cannot be installed, because the physical memory size on this computer is too small. The minimum memory size is
minMemoryProduction. Increase the physical memory on this computer and run the installation program again. 1225

BPCINO149W The physical memory size on this computer is below the minimum requirements that are specified for a production system. The minimum memory
size for a production system is minMemoryProduction. You must increase the physical memory on this computer and run the installation program again. If you

install IBM Spectrum Control with lower memory, you can only use it in an evaluation environment. 1225
BPCINO150E The installation program cannot determine the amount of physical memory on the system. 1226
BPCINO151E You tried to install IBM Spectrum Control on an unsupported operating system. For more information on the supported operating systems, go to
following link. 1226
BPCINO152E IBM Spectrum Control cannot determine if the operating system is supported. 1226
BPCINO153E The installation program could not rename the jre folder. To continue the installation, stop all Java processes that access the jre directory: jre_folflorp
BPCINO159E The web server data source creation failed. 1227
BPCINO163E The service name configuration parameter cannot be queried from the Db2 Database Manager. Reboot the machine after Db2 installation. SQL Error
Message is sglerrmsg 1227
BPCINO164E The service name configuration parameter cannot be queried from the Db2 Database Manager. SQL Error Message is sqlerrmsg 1227
BPCINO165E The password for user name has expired. You must change the password, or select another user name, to install IBM Spectrum Control. 1227
BPCIN0166W The password for user name cannot be checked for expiration. Please ensure that it is not expired. 1228
BPCINO167E You cannot upgrade the license to the same or lower level. 1228
BPCINO168E An error occurred while checking the user name and password. Review the log files for more information. 1228
BPCINO169E The location "location" that should be specified for the license is not correct. 1228
BPCINO170E IBM Spectrum Control cannot upgrade the license because the upgrade must be done on the server system. 1229
BPCINO173E An error occurred during the deployment of the file_name file. 1229
BPCINO176E An error occurred during Db2 catalog creation, and the catalog was not created. 1229
BPCINO177E You cannot upgrade IBM Spectrum Control with a license key file that is at a lower level than the installed license key file. 1230
BPCINO178E The provided license key file_name is invalid. 1230
BPCINO179E An error occurred during Db2 catalog deletion, and the catalog was not removed. 1230
BPCINO181E The web server data source testing has failed. 1230
BPCINO182E TPC-GUILwar data source testing failed. 1231

BPCINO184E The remote database repository already contains data. Install a new IBM Spectrum Control remote database repository first, then install the
remaining IBM Spectrum Control components. _ 1231



BPCINO185E The remote database repository for version oldVersion is incompatible with IBM Spectrum Control Version requiredVersion. Upgrade remote

database repository to Version requiredVersion first, and then install the remaining IBM Spectrum Control components. _ 1231
BPCINO190E You cannot use non-standard characters, such as a space between characters or an underscore, in a host name. You must enter a host name with
standard characters and try again. 1231
BPCINO191E You cannot install Db2 in a directory that starts with the letter a. 1231
BPCINO193E The version "retrivedVersion" of the remote database repository is not at the correct level. Install a new Version "requiredVersion" remote database
repository at the correct level, then install the remaining IBM Spectrum Control components. 1232
BPCINO195E The version "retrivedVersion" of the database repository dbHost is not at the correct build level. Install a new Version "requiredVersion" database
repository at the correct build level, then install the remaining IBM Spectrum Control components. 1232
BPCINO198E The path to installation image "installDirectory" contains the invalid character "unallowedCharater". You must change the directory name so that it
contains valid characters. 1232
BPCINO199E The installation program cannot validate the host name because the fully qualified domain name (FQDN) cannot be retrieved for the host. 1232

BPCINO200E The installation program does not allow host name specified as IP address. Please ensure that a fully qualified domain name (FQDN) is provided] 233
BPCINO202E Runtime errors have occurred during the IBM Spectrum Control preinstallation process. The installation program cannot recover from this error. 1 233
BPCINO203E The installation program does not support backslash character in the user name. In case it is a Windows domain account, please specify just the

user name without using the "Domain_name\\" prefix. 1233
BPCINO205E The IBM Spectrum Control installation program could not find the directory "installDirectory" on the installation image. For more information, go to

the IBM Knowledge Center and search on the message code. 1233
BPCINO206E The IBM Spectrum Control installation program was unable to retrieve a fully qualified domain name (FQDN) for the host. You must configure the

host system with an FODN. 1234
BPCINO207E You cannot upgrade when the stand-alone GUI is running. Stop the stand-alone GUI and click OK to continue the upgrade or click Quit to exit the
installation program. 1234
BPCINO208E The fully qualified domain name(FQDN) retrieved for the host contains non-standard characters, such as a space between characters or an

underscore. You must configure the host system with an FQDN that contains standard characters. 1234
BPCINO209E The installation program does not allow a user that is present in both the Windows Domain and the local Operating System repositories. Install with

a user name that is only present in one of these repositories. 1234
BPCINO210E The Db2 "sourcedDB2profile" profile has not been loaded in the .profile file for user commonUser. This profile must be loaded before you install IBM
Spectrum Control. 1235
BPCINO211E The technology level or the service pack level of this operating system is not supported and must be upgraded to a supported level. The detected
operating system version is 0s_version 1235
BPCINO214E Cannot complete a fresh install without a valid license. 1235
BPCINO215E The path extractorDirectory where IBM Spectrum Control is extracted has extractorDirLength characters and the maximum number of characters
allowed is 260. You must shorten this path. 1235

BPCINO217E The Windows registry check indicates that .NET 3.5 or higher is not available on this Windows server. You must install .NET 3.5 or higher to continue.
To install .NET 3.5 type the following commands in a 64 bit windows powershell: Import-Module ServerManager Add-WindowsFeature as-net-framework 1235
BPCINO219E The domain configuration is invalid. To resolve the issue, complete the following steps: Disable the Windows Firewall service. Start or restart the
Computer Browser service on this domain member computer and on the domain controller computer. If the service has a Stopped or Disabled status on the

domain controller computer, you must restart Computer Browser service on the domain member computer after you start the service on the domain controller

computer. In a Windows command window, run the net view command and verify that there are no errors. Reinstall IBM Spectrum Control. 1236
BPCINO220E The current login user loginuser is not an administrator or a member of the domain administrator group. The installation program cannot start._ 1236
BPCINO221E The user name userID is not a part of the local administrator group. 1236
BPCINO222E The current login user loginuser is not an administrator or a member of the local administrator group. The installation program cannot continue. 1237
BPCINO223E The current login user loginuser is not a member of the local Db2 administrator group. The installation program cannot start. 1237
BPCINO224E The user userID is a domain account and cannot be used to log in to Db2. You must enter a separate user name for Db2. 1237

BPCINO225E The current logged in user loginuser does not have Db2 SYSADM authority. To provide the user with Db2 SYSADM authority, log in by using a user
name with SYSADM authority and run the following commands: db2cmd db2set -g DB2_GRP_LOOKUP=local, TOKENLOCAL db2 force application all db2stop

db2start 1237
BPCINO226E Login as a windows domain user in order to install IBM Spectrum Control using a windows domain account. 1238
BPCINO229E The Monitoring Agent for Windows OS - Watchdog and Monitoring Agent for Windows OS - Primary services must be stopped before you can

continue. After you upgrade, you must restart these services. _ 1238
BPCINO230E The Monitoring Agent for Windows OS - Watchdog and Monitoring Agent for Windows OS - Primary services must be stopped before you can

continue. After you uninstall IBM Spectrum Control, you must restart these services if the required reboot is postponed. _ 1238
BPCINO231E Tivoli Common Reporting is not installed on your system. You must install it to continue with the IBM Spectrum Control installation. 1238
BPCINO0233E Jazz for Service Management is not installed in the specified location. Reenter the correct installation location for Jazz for Service Management. 1239
BPCINO0234E The Jazz for Service Management user credentials that you entered were incorrect. Check the user credentials and try again. 1239
BPCINO235W The Jazz for Service Management and Tivoli Common Reporting servers are not running. To start the servers, run the following command: file It

takes a few minutes for these servers to start up and initialize. Wait for a few minutes before resuming the installation. 1239
BPCINO0236W The Tivoli Common Reporting server is not running. If you have already started the server, wait for a few more minutes. It takes a while for the

server to start up and initialize. Otherwise, you can start the server by running this command: file 1239

BPCINO238E The Tivoli Common Reporting server at tcrlocation cannot be reached. If the Jazz for Service Management server has not completed startup, wait for
a few more minutes and then click OK. It takes a while for the server to start and initialize. Otherwise, if the Jazz for Service Management server is started but
Tivoli Common Reporting still cannot be reached, restart the Jazz for Service Management server using the following commands: stopServer -username username

-password password startServer 1239
BPCINO239E The Tivoli Common Reporting server configuration cannot be exported. 1240
BPCINO240E The Tivoli Common Reporting server configuration file "configuration file" was not created. 1240
BPCINO241E The Tivoli Common Reporting configuration cannot be upgraded. 1240
BPCINO0242E The Windows registry check indicates that .NET 3.5 is not available on this Windows 2012 server. You must install .NET 3.5 to continue. To install

.NET 3.5 type the following commands in a 64 bit windows powershell: Import-Module ServerManager Add-WindowsFeature as-net-framework 1240

BPCINO244E An error occurred while enumerating the local administrator group membership. On the current computer, on the Properties page of this group,

remove the user names that are displayed with a security ID (SID). An example of a SID is S-1-5-21-337177553-1671989427-887411491-500 and is used

instead of a user name. 1241
BPCINO245E An error occurred while enumerating the local Db2 administrator group membership. On the current computer, on the Properties page of this group,
remove the user names that are displayed with a security ID (SID). An example of a SID is S-1-5-21-337177553-1671989427-887411491-500 and is used

instead of a user name. 1241



BPCINO246E Tivoli Storage Productivity Center version is installed. Before you can upgrade to version 5, you must upgrade Tivoli Storage Productivity Center to

version 4. 1241
BPCINO247E An error occurred during the domain check prevalidation process. Verify that the domain controller computer is available and then restart this

domain member machine. 1242
BPCINO248E The IBM Spectrum Control installation program supports only fully qualified user names on Windows domain member machines. Specify the user
name userID by using the "Domain_name\\" or the "Machine_name\\" prefix. The detected domain name is "domainName". 1242
BPCINO0250W Before you can upgrade the database repository, you must first stop the Data server, Device server, Alert server, Export server, and Web GUI server

on the remote server. For more information about stopping IBM Spectrum Control servers use the following link. 1242

BPCINO252E Db2 has been installed by using a domain user account. The IBM Spectrum Control installation software does not allow the Db2 user name userID
because this user name exists in both the Windows domain and the local operating system repositories. Specify a Db2 user name that exists only in the Windows

Domain registry. 1242
BPCINO0253W All IBM Spectrum Control components are installed. GUIModeMessage 1243
BPCINO0254W IBM Spectrum Control servers are installed on remoteHost. 1243
BPCINO255E The database dbName must be upgraded to the current version. For more information about upgrading Db2, go to the IBM Knowledge Center and

search for "Upgrading Db2" 1243

BPCINO256W If you continue upgrading to IBM Spectrum Control, the reports you have from Tivoli Storage Productivity Center Version oldVersion will be deleted.
When you uninstall Tivoli Integrated Portal, the Authentication Services Server is also uninstalled. If you have storage subsystems that are configured to use LDAP
authentication through the Authentication Services Server, before you upgrade the product and uninstall Tivoli Integrated Portal, reconfigure the storage

subsystems so that these subsystems do not use LDAP authentication. Click OK to continue or Cancel to select another option. 1243
BPCINO257E The Db2 database installation on dbPath path was made when the creation of 8.3 filenames was disabled on this server. The IBM Spectrum Control
installation will fail when Db2 is installed to a path with spaces and 8.3 filenames were not enabled when it was installed. 1243
BPCINO258E The LDAP configuration export did not succeed. For more information, review the log files, and in the LDAP export command output, search for
"exportLDAPRepositories". _1244
BPCINO260E The connection to the local database failed because the user name or password is not valid. 1244
BPCINO261E The installation program was unable to connect to the local database. Check the server to verify that you can connect to Db2. For more information
about Db2 connection issues, go to the IBM Knowledge Center at http://www-01.ibm.com/support/knowledgecenter/SSEPGG/welcome. 1244

BPCINO262E The IBM Spectrum Control upgrade process has stopped because Jazz for Service Management and Tivoli Integrated Portal are using the same
ports. To continue, you must install Jazz for Service Management and Tivoli Common Reporting again and use ports that are different from the ports that are used

by Tivoli Integrated Portal. 1244
BPCINO264E The version of the database repository component cannot be queried from the Db2 Database Manager. SQL Error Message is sglerrmsg 1245
BPCINO265E An error occurred during the prevalidation of the component because the file_name is missing. 1245
BPCINO266E Db2 has been installed by using a domain user name. The user name dbuser is not a member of the domain Db2 administrator group
domainDB2AdminGroup, so the IBM Spectrum Control installation program cannot start. 1245
BPCINO267E The password password cannot start with the following special characters: characters. 1245
BPCINO268E The installation program could not stop the .You must manually stop the by running the script. 1246
BPCINO269E The Jazz(tm) for Service Management installation image Version "retrivedVersion" is not at the correct build level. 1246
BPCINO272E "installDirectory" cannot be found where the Jazz(tm) for Service Management installation files are extracted. Extract the Jazz(tm) for Service
Management installation files to a local directory before you start the Jazz(tm) for Service Management installation program. _ 1246
BPCINO275E A 32-bit version of Db2 has been detected. IBM Spectrum Control can only be installed with a 64-bit version of Db2. Install a supported 64-bit

version of Db2, and install IBM Spectrum Control again. _1246
BPCINO276E A required system library could not be loaded. Review the log files for more information about this error. 1247

BPCINO277W The Jazz(tm) for Service Management installation image that you selected is not the latest version. Click Yes to continue with the current version
and not install or upgrade reports. Click No to install or upgrade to Jazz(tm) for Service Management Version "latest_JazzSM_available_version" and Tivoli

Common Reporting Version "latest_TCR_available_version". 1247
BPCINO279W IBM Spectrum Control does not support the version of Jazz(tm) for Service Management that is installed on this computer. You must upgrade to

Jazz(tm) for Service Management minJazzSMVersion before you can continue. 1247
BPCINO281E The current version of the Tivoli Common Reporting installation image is not at the correct level. 1247

BPCINO282E The installation package for Tivoli Common Reporting Version 3.1.0.1 cannot be found on your computer. To continue installing IBM Spectrum
Control, download the installation package for Tivoli Common Reporting Version 3.1.0.1 in the same directory where you downloaded the installation package for

Tivoli Common Reporting Version 3.1.0.2. 1248
BPCINO283E You cannot upgrade "latest_version" to the lower version "lower_version". 1248
BPCINO284E The Jazz for Service Management installation directory does not have execution rights. You can add execution rights to the directory by running the
following command:chmod -R u+x "JazzSM_build_folder" 1248
BPCINO285E The getDB2Inst.sh "user_name" command is displaying a "null" result because the Db2 profile was not sourced for user "user_name" or the
environment for "user_name" has been corrupted. _ 1248
BPCINO0286W The operation of the storage resource agent is limited on the operating system of the local server. Total Disk Space and Available Disk Space on this
server cannot be determined. 1249
BPCINO287E Directory directory is located on a memory based file system (RAM disk) and cannot be used for installing IBM Spectrum Control. 1249

BPCINO288E The upgrade process detected an error with the previously installed version of the product. The installation directory of the previously installed

version of the product contains corrupted files. Remove or fix the corrupted files and run the upgrade process again. See the lax*-out.txt and lax*-err.txt log files in
the system temporary directory for details of the error. 1249
BPCINO289E You must install Db2 before you can install Cognos BI Reports. Ensure that Db2 is already installed on the system and the db2profile is sourced.]1 250
BPCINO290E The IBM Spectrum Control installation image is corrupted. Extract the IBM Spectrum Control installation image again into an empty directory. 1250

BPCINO291E You need to define 'localhost' in the 'hosts' file that is used by Jazz for Service Management and restart the host system. 1250
BPCINO293E The IBM Spectrum Control installation program cannot find the license folder. Ensure the license folder is extracted into "extractorDir". 1250
BPCINO295E Tivoli Storage Productivity Center old_version is installed. Before you upgrade to IBM Spectrum Control version new_version, you must upgrade to

Tivoli Storage Productivity Center version 5.2.7. 1250
BPCINO296E The installation program could not rename the short_name directory because the folder is in use by other processes. Quit the installation program

and stop all processes that access the directory full_path. 1251
BPCINO297E The user_name user does not have the full control permission for the folder_path folder. 1251
BPCINO298E The user_name fenced user does not have full permissions for the directory_path database directory. 1251

BPCINO299E The installation location "install_location" has a naming conflict with a file or folder named folder_path. Rename the folder_path file or folder._ 1251
BPCINO300E The value db2_variable_existing_value is not allowed for the Db2 variable DB2_LIMIT_FENCED_GROUP. Use the db2set -g

DB2_LIMIT_FENCED_GROUP=0FF command to change the value of the variable to OFF. 1252
BPCINO301E The versionFile file is empty. Extract IBM Spectrum Control again and make sure the version.txt file contains a valid build string. 1252



BPCINO302E Db2 Advanced Enterprise Server Edition is not supported. Install Db2 Enterprise Server Edition and then proceed with your installation. 1252

BPCINO303W Your storage environment has switches with obsolete data sources. Configure up-to-date data sources after you upgrade. 1252
BPCINO304E You cannot upgrade from a Basic Edition license. 1253
BPCINO306W The Storage Resource agent registered successfully with the Data server but some problems occurred after the registration. Review the log files in

the SRA_log_name directory for additional information. 1253
BPCINO307W You are currently connected to devices using a CIM interface. This upgrade might require new certificates to be generated on your CIM managed
devices to continue monitoring them. To resolve this issue, go to http://www.ibm.com/support/docview.wss?uid=swg21976237 1253
BPCINO307E The security certificates for the Web server have expired. Renew the security certificates and run the installation program again. See the lax*-out.txt
and lax*-err.txt log files in the system temporary directory for details of the error and how to resolve the issue. 1253
BPCINO308W Brocade switches that use SNMP services were detected. SNMP data sources are no longer used to manage Brocade fabrics and switches. Instead,
you must use the embedded SMI agent in Brocade Network Advisor. 1254
BPCINO309E The port configuration export did not succeed. For more information, review the log files, and in the port export command output, search for
"exportCurrentPorts". __ 1254
BPCINO310E Spectrum Control installation requires that the Administrators group in Windows is assigned "Debug programs" privilege. Check this setting, log out

of and back into Windows, and try again. 1254
BPCINO311E Spectrum Control installation requires the wmic command to work. Check this command, ensure the service "Windows Management

Instrumentation” is running and try again. 1254
BPCINO312E Spectrum Control installation requires that wmic command to work. Check this command, ensure service "Windows Management Instrumentation”

is working, disable any antivirus and try again. 1255
BPCINO313E Spectrum Control installation requires that wmic command to work. Check this command and the PATH environment variable and try again.___ 1255
BPCINO314E Spectrum Control installation requires that wmic command to work. Check this command and try again. 1255
BPCINO315E Spectrum Control installation requires that chcp command to work. Check this command and try again. 1255
BPCINO316E The IBM Spectrum Control upgrade process does not support custom materialized query tables (MQTs). Remove any MQTs from the database and

run the upgrade process again. 1256
BPCINO317E The IBM Spectrum Control upgrade process does not support missing vendor information from the .com.zerog.registry.xml file. Add the missing
information and run the upgrade process again. See the lax*-out.txt and lax*-err.txt log files to resolve the issue. 1256
BPCINO318E The IBM Spectrum Control upgrade process does not support duplicated users user in IBM WebSphere Application Server related to the Web server.
Remove the duplicate user from a federated repository other than the localOS default repository; run the upgrade process again. 1256
BPCINO319E The currently installed version of AIX XL C/C++ RUNTIME is not supported. You must upgrade to a supported level. The version that was detected is
version. 1256
BPCINO320E PAM (Pluggable Authentication Modules) isn't installed on your system. Installing PAM would resolve the issue. 1257
BPCINO321E An error occurred when restoring authorities before creating the database dbName. Review the log files for more information. 1257

BPCINO323E The Data Server port has different values in the configuration files. Verify that the port value is correct in the installDir/data/config/server.config file,
and the installDir/config/InstallVariable.properties file. Also, verify that the PORT_NUMBER column where SERVER_TYPE is serverType is correct in the
T_RES_Server database table. 1257
BPCINO324W The current certificate used to secure the connection of the IBM Spectrum Control Data server and the Storage Resource agents cannot be replaced
with the latest certificate that provides higher security. After you complete the upgrade, you can create new certificates by following the information in the

following link. 1257
BPCINO325E IBM Tivoli Storage Productivity Center old_version is installed. Before you can upgrade to IBM Spectrum Control new_version, you must upgrade to
IBM Spectrum Control 5.3.0 or later. For more information about upgrading to IBM Spectrum Control 5.4.0 or later, go to the following link: 1258

BPCINO328E The IBM Spectrum Control installation requires the LD_LIBRARY_PATH environment variable be set. Set this environment variable and try the
installation again. If you ran setup.bin from the IBM Spectrum Control installation directory with sudo and the LD_LIBRARY_PATH variable was properly set, then

try the sudo -E LD_LIBRARY_PATH=$LD_LIBRARY_PATH ./setup.bin command. 1258
BPCINO329E The IBM Spectrum Control installation requires that the LIBPATH environment variable be set.Set this environment variable and try the installation
again. 1258
BPCINO330E An SQL exception was created when querying the Db2 Database Manager. The SQL error message is: sqlerrmsg. 1259
BPCINO331E The tpcregFile file is not valid because it contains a failed or partial upgrade to a previous IBM Spectrum Control Version newTPCVersion. Continue

with the incomplete upgrade before you try to upgrade to the new IBM Spectrum Control Version varNewUpgradeVersion. 1259
BPCINO335E The IBM Spectrum Control installation requires you install the libstdc++ package on the AIX operating system. Download and install the libstdc++
package and start the installation again. You can download the package here: https://www.ibm.com/developerworks/aix/library/aix-toolbox/alpha.html. 1259
BPCINO336E The version of the libstdc++ package you installed is lower than the minimum required Version minVersion. Download and upgrade the libstdc++
package and start the installation again. You can download the package here: https://www.ibm.com/developerworks/aix/library/aix-toolbox/alpha.html. 1259
BPCINO337E The componentServer password failed to validate. Check that you entered the password correctly and try again. 1260
BPCINO338E The componentServers passwords failed to validate. Check that you entered the passwords correctly and try again. 1260
BPCINO339W Your current Db2 instance is using a trial license. The license will expire on expireDate. Once your trial expires Db2 will not start. If you want to
upgrade your Db2 license now, use the information in the following link. 1260
BPCINO340W Your current Db2 instance is using a trial license. The license will expire on expireDate. Once your trial expires Db2 will not start. If you want to
upgrade your Db2 license now, goto link. 1260

BPCINO343W There are new certificate requirements that are strictly enforced for macOS Catalina users which might affect their ability to access the IBM

Spectrum Control GUI. During an upgrade of IBM Spectrum Control, certificates self-signed by IBM Spectrum Control will be made compliant automatically.
However, if one or more of your certificates are not self-signed by IBM Spectrum Control, see the following links for more information. Validate that your

certificates are compliant. _ 1260
BPCINO344E Your current Db2 instance trial license has expired. If you want to upgrade your Db2 license now, goto the following link. 1261
BPCINO345E The user user is part of the "Deny access to this computer from the network" security policy setting on your computer. Either contact your
administrator to have the user removed from the security policy or enter a different user. For more information on required user privileges in installation scenarios,

go to the following link. 1261
BPCINO346E Your current Db2 License type: Community is not supported for IBM Spectrum Control. To upgrade your Db2 license, go to the following link:__ 12671
BPCRE - Alert server messages 1262
BPCREO0001I Trying again to connect to the repository database... 1262
BPCREOO0O3E An invalid type was specified for a day range. 1262
BPCREOOO7E Error adding rule rule_name. 1262
BPCREOQ008I Drools Version: version_number. 1262
BPCREQO009I Duration - build rules:value seconds. 1262
BPCRE0010I Duration - setup KIE session: value seconds. 1262

BPCREOO11E Failure writing rule rule to database. 1263




BPCREOO12E Failure inserting data for rule rule to database. 1263

BPCREOO013E Failure rebuilding rules after membership change in group. 1263
BPCRS - Spectrum Control Middleware messages 1263
BPCRSO000E A required key key is not found in map. 1264
BPCRS0001E Value value is not found in list. 1264
BPCRSO002E Some or all of the required key-value bindings are not found. Required Keys: required. Supplied keys: supplied. 1264
BPCRS0003E key value value is not in list. 1264
BPCRS0004E Expected non-null value for var. 1264
BPCRSOO005E Expected non-empty string value for str. 1264
BPCRSO006E Value supplied for name is not of type type. 1265
BPCRS0007I The log file retention settings were successfully updated. 1265
BPCRSOO008E The log file retention settings were not successfully updated. 1265
BPCRS00091I The alert disposition settings were updated. 1265
BPCRS0010E The alert disposition settings were not updated. 1265
BPCRS00111I The history and log retention settings were successfully updated. 1265
BPCRS0012E The history and log retention settings were not successfully updated. 1266
BPCRS0013I Step currentStep of totalSteps : stepName 1266
BPCRS0014I stepName completed 1266
BPCRS0015E stepName failed 1266
BPCCM - Data collector messages 1266
BPCCMO0001I Data collection is being performed by hostname. 1266
BPCDP - Data processor messages 1266
BPCDPO00O0OI Performance data for natural key resource at date and time timestamp was collected and processed successfully. 1267
BPCDPOOOLE Error while collecting and processing performance data for natural key resource at date and time timestamp. Performance data was not collected
and processed. 1267
BPCDPOO0O02E The processing of performance data for the resource could not be completed. 1267
BPCDPOO0O3E No performance data is available at the current time for this resource. 1267
BPCDP0004I Performance data was retrieved and persisted but aggregation of data to higher-level components didn’t complete because the relationship to the
higher-level components couldn’t be determined. 1268
BPCDPOO0OS5E Could not save the performance data that was collected from the resource. 1268
BPCDP0006I Performance data at date and time timestamp was processed and saved successfully for the resource. 1268
BPCDPOOO7E The resource is missing. The resource is required. 1269
BPCDPOO0OSE Identifying information for the resource is missing. This information is required. 1269
BPCDPO0OO09E Information identifying the resource type is invalid: system type . 1269
BPCDP0010E Information uniquely identifying the resource is missing. This information is required. 1270
BPCDPO0011E Information uniquely identifying the resource is invalid. 1270
BPCDPO0012E The UUID for the tenant's resource is invalid. 1270
BPCDPOO013E The start time for the performance data is invalid: start time 1271
BPCDPO014E The end time for the performance data is invalid: end time 1271

BPCDPO0015I Performance data at date and time timestamp was processed and saved successfully for the resource, but the data processing raised warnings. 1271
BPCDP0016W Performance data for natural key resource at date and time timestamp was collected and processed successfully, but the data processing raised

warnings. 1272
BPCSS - Scheduler messages 1272
BPCSSO000E An error occurred while collecting performance data from the device. The collection is being attempted by a different collector. 1273
BPCSS0001W The data collection is taking longer than expected. 1273
BPCSS0002E Currently, there is no data collector available for this device. 1273
BPCSS0005I Performance monitor is starting at an interval of interval interval units. This action was requested by user name. 1274
BPCSS0008I Collection can no longer continue due to invalid credentials. Use the 'Modify Connection' dialog to fix the storage system credentials and resume
collection. 1274
BPCSSO009E Failed to save the performance monitor schedule. 1274
BPCSS0010E A job cannot be run for resource resourceName because there is a job already running for the resource. 1274
BPCSS0011W The schedule change was saved but the update to the active collection did not happen. 1275
BPCSS0012I Performance monitor is stopped. This action was requested by user name. 1275
BPCSS0013I Performance monitor is stopped. 1275
BPCSS0014I Performance monitor is starting at an interval of interval interval units. 1275
BPCSS0015I Performance monitor collection interval was updated to interval interval units. This action was requested by user name. 1275
BPCSS0016I Performance monitor collection interval was updated to interval interval units. 1275
BPCSS00171 Performance monitor is enabled. This action was requested by user name. 1276
BPCSS0018I Performance monitor is enabled. 1276
BPCSS00191 Performance monitor is disabled. This action was requested by user name. 1276
BPCSS0020I Performance monitor is disabled. 1276
BPCSS0021W Performance monitor is starting. The initial attempt to start collection failed so it is retried. This action was requested by user name. 1276
BPCSS0022W Performance monitor is starting. The initial attempt to start collection failed so it is retried. 1276
BPCSS0023I Performance monitor collection interval is enabled and updated to interval interval units. This action was requested by user name. 1276
BPCSS00241I Performance monitor collection interval is enabled and updated to interval interval units. 1277
BPCSS0025E Access to the agent or device is denied. Ensure that valid credentials are specified for agent agent name. 1277
BPCSS0026E New performance data is not yet available for the device. Statistics with time stamps later than time stamp could not be found. 1277
BPCSS0027E The performance monitor failed due to an internal error. 1277
BPCSS0028E The value that is specified as parameter (value) is invalid. 1277
BPCSS0029E Cannot connect to the device with the address IP address. 1278
BPCSS0030E Cannot connect to the SNMP data source IP address. 1278

BPCSS0031E Cannot authenticate with the provided user credentials. 1278




BPCSS0032E Passphrase is incorrect for subsystem param1. 1278

BPCSS0033E Passphrase is required. Specify one for subsystem param1. 1278
BPCSS0034E Verify that they private key that was provided for subsystem paraml was in the OpenSSH file format. If it is in another format, it needs to be
converted before it can be used. _ 1279
BPCSS0035E The user does not have the required authority to complete the task or command. 1279
BPCSS0036E Cannot connect to the storage system or cluster. 1279
BPCSS0037W The device cannot be reached. 1279
BPCSS0038E The device or device agent did not respond within the allotted time. 1280
BPCSS0039E The host name or IP address {0} is not valid. 1280
BPCSS0040E The host name or IP address is not valid. 1280
BPCSS0041E Cannot connect to the device. 1280
BPCSS0042E Cannot connect to the SNMP data source. 1280
BPCSS0043E Passphrase is incorrect. 1281
BPCSS0044E Passphrase is required. 1281
BPCSS0045E Access to the device is denied. Ensure that valid credentials are specified. 1281
BPCSS0046E Verify that they private key that was provided was in the OpenSSH file format. If it is in another format, it needs to be converted before it can be
used. 1281
BPCSS0047E New performance data is not yet available for the device. 1281
BPCSS0048E The parameter for the Performance Manager API is invalid. 1282
BPCSS0049E Schedule is not enabled for the resource resource. 1282
BPCSS0050W Performance data could not be collected for device device name because the device or data source cannot be reached (reason reason code). The
current samples are skipped. 1282
BPCSS0051E The device or device agent did not respond within the allotted time (timeout valueseconds). 1283
BPCSS0052W Performance data continuity is broken. The device might have been reset or rebooted. record count performance data records were discarded. 1283
BPCSS0053W No valid performance data was provided by the monitored resource. Zero performance data records were inserted into the database. 1284
BPCSS0054E A timeout occurred while polling the performance statistics for this device: device name 1284
BPCSS0055E Performance data was not collected for device device name due to error error trace. The current samples are skipped. 1284
BPCSS0056E The last performance Data Collection was not readable for device device name, the collection failed with error error trace. 1284
BPCSS0057E Cannot connect to the switch with the provided IP address, host name, protocol, and port. 1284
BPCSS0058E Cannot authenticate to the switch with the provided user name and password. 1285
BPCSS0059E The specified user name does not have the required permissions for the switch. 1285
BPCSS0109E Can't save the schedule for the probe. 1285
BPCSS0112I The probe was stopped. This action was requested by user name. 1285
BPCSS0113I The probe is stopped. 1286
BPCSS01141 The probe is starting at an interval of interval interval units. 1286
BPCSS01151I The probe interval was updated to interval. This change was requested by user name. 1286
BPCSS0116I The probe interval was updated to interval. 1286
BPCSS01171 The probe is enabled. This action was requested by user name. 1286
BPCSS0118I The probe is enabled. 1286
BPCSS01191 The probe is disabled. This action was requested by user name. 1286
BPCSS0120I The probe is disabled. 1287
BPCSS0121W The probe started, but the initial attempt to collect metadata failed. This action was requested by user name. 1287
BPCSS0122W The probe started, but the initial attempt to collect metadata failed. 1287
BPCSS0123I The Probe collection interval is enabled and updated to interval. This action was requested by user name. 1287
BPCSS0124I Probe interval is enabled and updated to interval. 1287
BPCSS0105I Probe is starting at an interval of interval interval units. This action was requested by user name. 1287
BPCUI - User Interface messages 1287
BPCUIOO00OE The action can't be completed because the following error occurred: Error message text. 1294
BPCUIOO0O0LE An action could not be completed and the following error message was generated: TPCRemoteException message 1295
BPCUIOOO2E Failed to retrieve the requested data because the service is unavailable. 1295
BPCUIO003E The NAPI with the IP address Napi IP was not added because of an Internal Error 1295
BPCUIOO004E The SSH private key for the NAPI Napi IP could not be uploaded 1296
BPCUIOO0O05E The action cannot be completed because the following internal error has occurred: message. 1296
BPCUIO007E The discovery job failed to complete. 1296
BPCUIOO009E The SSH key could not be loaded for the following reason:IOException message 1296
BPCUIO010E The host name or IP address that you entered is a resource_type, but you selected to add a different type of storage system. 1296
BPCUIO011E The Device Server did not discover any device 1297
BPCUIO012E Cannot connect to the device with the address Ip Address. 1297
BPCUIO019E No data is available for this selection. 1297
BPCUIO025E Probe job job Id failed. 1297
BPCUIO029E Invalid parameter param passed. 1297
BPCUIO030I This task was already executed. 1297
BPCUIO032E An unexpected response was received from the server. 1297
BPCUIO034E Invalid number of runs to keep for each schedule. The number should be between param1 and param2. 1298
BPCUIO035E Invalid number of days' worth of log-files to keep. The number should be between param1 and param2. 1298
BPCUIO036E The schedule id scheduleID associated with this job is no longer valid. It might have been deleted. Refresh the view and try again. 1298
BPCUIO037E The replication server is not installed or is unavailable. 1298
BPCUIO038E Invalid number of days to retain alerts. The number should be between param1 and param2. 1299
BPCUIO039E A Storage Resource agent cannot be found. 1299
BPCUIO040E Parsing results from a call to the Data server failed with the following error message: paraml. 1299
BPCUIO042E Communication with the Data Server failed with the following error: param1 1299

BPCUI0043E Cannot connect to the Data server. 1299




BPCUIO044E The entity was not found in the database.

1300

BPCUIO045E Host name length exceeds the 255 character limit

1300

BPCUIO046E Report 'configurationId' not found

1300

BPCUIO047E Parameter 'parameterName' is not defined in report configurationId'

1300

BPCUIO048E No property is not defined for report configurationId'

1300

BPCUIO049E No such property propertyName for report configurationId'

1300

BPCUIOO050E variableName can not be overridden

1301

BPCUIO051E variableName not valid report output format.

1301

BPCUIO052E variableName not reachable

1301

BPCUIO053E Cannot authenticate with the provided user credentials.

1301

BPCUIOO054E The host name or IP address {0} is not valid.

1301

BPCUIO055E Cannot connect to the storage system.

1301

BPCUIO056E Cannot connect to the storage system or cluster.

1302

BPCUI0058I No supported resources were discovered on the data source data_Source_Address.

BPCUI0060I File param was successfully uploaded to the Data Server.

1302

1302

BPCUIO061E Upload file type param is not supported.

1302

BPCUIO062E The requested action failed with the following error message: error message
BPCUIO063E Cannot find jobs for scheduleId param and deviceld param. No logs are displayed.

BPCUIO064E A log file cannot be displayed for the job.

1302

1303

1303

BPCUIO065E The job log file cannot be accessed. The log file may have been manually removed or may have been deleted because it was older than retain_days

days or it exceeded the maximum number of no_of_lofs runs.
BPCUIO067E The schedule for collecting status and asset data cannot be created.

1303
1303

BPCUIO068E A proposed schedule for collecting status and asset data cannot be created.
BPCUIO069E The proposed schedule for collecting status and asset data cannot be deleted.

BPCUIO071E The task task_name could not be completed.

1304

1304

1304

BPCUIO072E Cannot connect to the Device server. Verify that the database service and Device server are running, and that the Device server is accessible.__ 1304

BPCUIO073E Can't make a connection to the storage_resource storage resource.

1304

BPCUIO074E The wizard could not set an attribute for the storage resource.

1305

BPCUIO075E The certificate wasn't saved on the server.

1305

BPCUIO076W The initial job to collect status and asset data did not start.

1305

BPCUIO077E A failure occurred loading the certificate.

1305

BPCUI0078I The certificate was loaded successfully.

1305

BPCUIO079E The SSL certificate is not in the expected format.

1306

BPCUIO084W The wizard could not retrieve the default interval information for performance monitoring.

BPCUIO085E The user name or password for the hypervisor or vCenter hypervisor or vCenter Server is invalid.

BPCUIO086E The SSL certificate is invalid for the hypervisor or vCenter hypervisor or vCenter Server, or the firewall is blocking access to it.
BPCUIO087E The version of the hypervisor or vCenter hypervisor or vCenter Server is not supported.

1306

1306

1306
1307

BPCUIO088E The host name, protocol, or port for the hypervisor or vCenter hypervisor or vCenter Server is invalid, or the hypervisor or vCenter Server is

unreachable.

BPCUIO089W Cannot retrieve a valid set of data collection intervals for performance monitoring.

BPCUIO090I All alerts were removed.

— 1307
1307

1307

BPCUIO091W error_count of total_count alerts were not removed.

1308

BPCUI0093I No data path is available for deviceNameVariable.

1308

BPCUIO094E Authorization failed due to an internal error.

1308

BPCUIO097E Authorization failed due to an invalid request context.

1308

BPCUIO098E The current user is not authorized to perform the requested function.

1308

BPCUIO099E The storage resource is not available.

1309

BPCUI0100I success_count alerts were marked as acknowledged.

1309

BPCUIO101I The alert was marked as acknowledged.

1309

BPCUIO102E None of the alerts were marked as acknowledged.

1309

BPCUI0104I success_count alerts were marked as unacknowledged.

1309

BPCUIO105I The alert was marked as unacknowledged.

1310

BPCUI0108I All informational alerts were marked as acknowledged.

1310

BPCUIO110W Some informational alerts were not marked as acknowledged.

1310

BPCUIO111I All alerts were marked as acknowledged.

1310

BPCUI0112I success_count alerts were removed.

1310

BPCUIO113I The alert was removed.

1311

BPCUI0114I All acknowledged alerts were removed.

1311

BPCUIO116W Some acknowledged alerts were not removed.

1311

BPCUIO120W Some acknowledged alerts were not marked as unacknowledged.

1311

BPCUIO121E Unable to communicate with the product server. Make sure that the server is running properly.

BPCUIO122E No job log file was created for this job run.

1311

1312

BPCUIO123E The action cannot be completed.

1312

BPCUIO124E An unexpected error occurred during the execution of the action.

1312

BPCUIO125E The alert is not available.

1312

BPCUIO126E The status of the Performance Monitors could not be retrieved.

1312

BPCUIO127E The currently installed version of the product does not have the required product license for the function that you requested.

BPCUIO128E An undefined capacity chart metric was requested.

1313
1313

BPCUI01291I Alerts that were migrated from a previous version of the product are not shown on this page.

BPCUIO130E The alerts cannot be acknowledged because they were deleted.

1313

1313

BPCUIO131E The alerts cannot be unacknowledged because they were deleted.

1314

BPCUIO132W success_count alerts were marked as acknowledged. unsuccess_count alerts cannot be marked as acknowledged because they were deleted. 1314



BPCUIO133W success_count alerts were marked as unacknowledged. unsuccess_count alerts cannot be marked as unacknowledged because they were deleteg8] 4

BPCUIO134E The alert cannot be acknowledged because it was deleted. 1314
BPCUIO135E The alert cannot be unacknowledged because it was deleted. 1314
BPCUIO136E The device was not removed because the action is not supported for devices of type devType. 1315
BPCUIO137E Input text provided has invalid character(s): characters. Input text: text 1315
BPCUIO141E Host name or IP address hostname specified on line line of file file is not valid. 1315
BPCUIO143E Host port WWPN wwpn specified on line line of file file is not valid. 1315
BPCUIO144E Duplicate server name specified on lines linel and line2 of file file. 1315
BPCUI0145E Could not parse file file. 1316
BPCUIO146E Could not parse file file. Invalid entry on line line. 1316
BPCUI0148I Successfully deleted server server_name. 1316
BPCUI01491 Successfully modified ports of server server_name. 1316
BPCUIO1501 The server was created. 1316
BPCUIO151E The host name or IP address is associated with another resource. 1317
BPCUI0152I The data source data_Source_Address was successfully added as a data source for monitoring. The following new resources were detected: 1317
BPCUIO155W You cannot provision volumes because there is no Fibre Channel host port information for at least one server. 1317
BPCUIO156W You cannot provision volumes to servers that use different operating systems. 1317
BPCUIO157W You cannot provision volumes to servers and virtual machines at the same time. To provision volumes, ensure that you select either only servers or
only virtual machines. 1317
BPCUIO158I Volumes are assigned to the hypervisors that host virtual machines. Volumes are not assigned directly to virtual machines. 1318
BPCUIO159W You cannot provision volumes because at least one of the hypervisors that host the virtual machines is not being monitored. Ensure that all the
hypervisors that are hosting the virtual machines that were selected for provisioning were probed. 1318
BPCUIO160E Duplicate port WWPN wwpn specified on lines linel and line2 of file file. 1318
BPCUIO162W File file does not contain any servers to create. 1318
BPCUIO166W Optimization cannot be done in place to the subsystem since storage subsystem parami and/or its pools belong to more than one capacity pool.
Following are capacity pools the subsystem is associated with: param2 1318
BPCUI0167W Optimization cannot be done in place to the subsystem since storage subsystem paramZ1 and/or its pools are not part of any capacity pool. 1319
BPCUI0168W Optimization cannot be done in place to the server param1 since storage subsystems or storage pools associated with luns assigned to the server
belong to more than one capacity pool. Following are associated capacity pools: param2 1319
BPCUIO169W Optimization cannot be done in place to the server param1 since storage subsystems or storage pools associated with luns assigned to the server

are not part of any capacity pool. 1319
BPCUIO170W Optimization cannot be done in place to the storage entity param1 since storage subsystems or storage pools associated with it belong to more

than one capacity pool. Following are associated capacity pools: param?2 1319
BPCUIO171W Optimization cannot be done in place to the storage entity param1 since storage subsystems or storage pools associated with it are not part of any
capacity pool. 1320
BPCUIO172E The operation timed out while waiting for a response from the server. 1320
BPCUIO173E File file does not exist or is empty. 1320
BPCUIO174E The device does not support the credential mechanism used. 1320
BPCUIO175E A required parameter is missing. 1320
BPCUIO176E The highlighted field contains an invalid value. 1321
BPCUIO177E The highlighted field contains a value that is outside of the allowed range. The value must be between minVal and maxVal. 1321
BPCUIO178E A service class with the same name and type already exists. 1321
BPCUI01791 The service class was created. 1321
BPCUI0180I Based on the known configuration of storage system host connections, fabric zone aliases, and HBA ports, additional ports may have been added to

the selection below. 1321
BPCUI0181I You selected to add a expectedDevice resource, but a foundDevice resource was detected and will be added. 1322
BPCUI0182I The data source data_Source_Address was added as a data source for monitoring. No new resources were detected. 1322
BPCUIO183E The text in the highlighted field exceeds the maxLength character limit. 1322
BPCUI0185W Unable to lookup the IP Address for Host Name hostName. Enter the IP Address manually. 1322
BPCUI01891I Configuration of SRA deployment and probe schedules were done successfully. 1322
BPCUIO190W Configuration of SRA finished with some warnings or errors. Check the detail messages. 1323
BPCUIO191E An internal error occurred while testing conneciton to parami. 1323
BPCUIO192E The supplied service class type is invalid. 1323
BPCUIO193E The specified SMI-S provider was not found. Make sure that the protocol, SMI-S provider host name or IP address, and port are specified correctly

and that the SMI-S provider is properly configured at that location. 1323
BPCUIO194E An unknown error has occurred. Please review all values entered. 1323
BPCUIO195E The Interop Namespace is not correct. Please correct this entry. 1324
BPCUIO196E A timeout occured while processing the request. Please retry request. 1324
BPCUIO197E A connection was not established. Make sure that the protocol, SMI-S provider host name or IP address, and port are specified correctly. 1324
BPCUIO198E The authentication to the SMI-S provider failed. 1324
BPCUIO199E An SSLHandshakeException or SSLProtocolException has occurred. This exception might be due to an invalid SLP registration, e.g. 'http' instead of
‘https". 1324
BPCUIO201E There is a pending delete in process for this SMI-S provider. 1324
BPCUIO202I Success 1324
BPCUIO203E The selected resources were not removed. 1325
BPCUI0204W successfulDeletes of attemptedDeletes of the selected resources were removed. 1325
BPCUI0205W successfulDeletes selected resources were removed, however warnings did occur. 1325
BPCUIO209E A database operation cannot be completed. 1325
BPCUI0210I Device paraml supports performance monitoring. 1325
BPCUIO211E No performance data is available for a resource. 1326
BPCUI0212E There is no Secure Shell running at this host/IP. 1326
BPCUI0213E Unsupported Secure Shell protocol was used. 1326

BPCUIO214E Invalid public key location for subsystem param1. 1326




BPCUI0215E Invalid public key format for subsystem parami. 1326

BPCUI0216E Passphrase was incorrect for subsystem paraml. 1326
BPCUIO217E Unable to transfer the key(s) to the server param1. 1326
BPCUI0218E The specified private key file format is not supported. Please convert it to Open SSH (.pem) key file format for subsystem paraml. 1327
BPCUI0219E The specified key file or key file name is already linked to another user. 1327
BPCUIO220E The IP address that was entered was the address of the management console for the storage system. You must enter the valid IP address of the

block component of the storage system. 1327
BPCUI0221E The IP address you entered is the address of another device's management console. 1327
BPCUIO222E The IP address you entered points to a device of another type. 1327
BPCUI0223E Passphrase is required. Specify one for subsystem paraml. 1328
BPCUI0224E Cannot connect to a resource because of an SSL certificate error. Troubleshooting information: <a target=_blank
href=http://www.ibm.com/support/docview.wss?uid=swg21976237>http://www.ibm.com/support/docview.wss?uid=swg21976237</a> 1328
BPCUI0225I The agent log files for server_Name have been collected and copied to log_Location. 1328
BPCUI02261I Discovery of data_source is taking longer than expected. Click Close to run the discovery in the background. 1328
BPCUIO227E Thin provisioning must be enabled when compression is enabled. 1328
BPCUI02291 1 resource was added to name. 1329
BPCUI0231I count resources were added to name. 1329
BPCUIO233E The specified host name is already associated with an existing server. 1329
BPCUI0234E The specified IP address is already associated with an existing server. 1329
BPCUIO235E The specified host name and IP address are already associated with an existing server. 1329
BPCUIO236E The disabling of the agents failed. 1329
BPCUIO237E Errors occurred when attempting to disable some of the agents. 1330
BPCUI0238W Warnings occurred when attempting to disable warningCount of the agents. 1330
BPCUI0239I attemptedCount of the selectedCount selected agents were disabled. 1330
BPCUIO240E The agents were not enabled. 1330
BPCUIO241E Errors occurred when attempting to enable some of the agents. 1330
BPCUI0242W Warnings occurred when attempting to enable warningCount of the agents. 1331
BPCUI0243I attemptedCount of the selectedCount selected agents were enabled. 1331
BPCUI02441 The credentials of an agent were updated. 1331
BPCUI0245I The credentials of updateCount agents were updated. 1331
BPCUI0246E Cannot authenticate to the file module with the provided user credentials. 1331
BPCUI0247E Unknown file module key user. 1332
BPCUI0248E The SSH key could not be loaded for the following reason:IOException message 1332
BPCUI0249E Passphrase is incorrect. 1332
BPCUIO250E Passphrase is required. 1332
BPCUIO251E Cannot connect to the storage system or cluster. 1332
BPCUI0252E The host name or IP address {0} is not valid. 1332
BPCUI0253E Cannot connect to the data source for the resource with the address ip_address. 1333
BPCUI0254E Invalid private key location. 1333

BPCUI0255W The following resources are already assigned to a capacity pool. Are you sure you want to move these resources to a different capacity pool? 1333
BPCUI0256W The following resources are already assigned to a capacity pool. Are you sure you want to move these resources to a different capacity pool?_ 1333
BPCUI0257W The following resources are already assigned to a capacity pool. Are you sure you want to move these resources to a different capacity pool?_ 1333
BPCUI0258W The following internal resources of a storage system you are attempting to add are already assigned to a capacity pool. Are you sure you want to

move these resources to a different capacity pool? 1333
BPCUI0259W The following storage systems and storage-system internal resources are already assigned to a capacity pool. Are you sure you want to move these
resources to a different capacity pool? 1334
BPCUI0260E The specified private key file format for the file module is not supported. Please convert it to Open SSH (.pem) key file. 1334
BPCUIO261E The service class was not found in the database. 1334
BPCUI0262E The capacity pool was not found in the database. 1334
BPCUI0263E The scheduling of the agent upgrade jobs failed. 1334
BPCUIO264E Errors occurred when attempting to schedule the upgrade jobs of some of the agents. 1334
BPCUI0265W Warnings occurred when scheduling the upgrade of warningCount of the agents. 1335
BPCUI0266I attemptedCount of the selected agents were scheduled for upgrade. 1335
BPCUI0267I The upgrade agent job was successfuly scheduled for hostName. 1335
BPCUIO268W Deleting a capacity pool does not affect any volumes or shares that were provisioned from the capacity pool. However, the volumes or shares are no
longer associated with the capacity pool. Associations with the following volumes or shares will be removed: 1335

BPCUI0269W The following volumes are associated with the service class scName. When the volumes were created, they satisfied the requirements of the

service class. If you modify the service class, the volumes are still associated with the service class, but might not satisfy the new requirements of the service

class. Depending on your changes to the service class, users might incorrectly assume that the volumes have properties that they do not possess. 1335
BPCUIO270W The following shares are associated with the service class scName. When the shares were created, they satisfied the requirements of the service
class. If you modify the service class, the shares are still associated with the service class, but might not satisfy the new requirements of the service class.

Depending on your changes to the service class, users might incorrectly assume that the shares have properties that they do not possess. 1336
BPCUI0271W The following volumes are associated with the service class scName. If you delete the service class, the volumes are no longer associated with any
service class. 1336
BPCUIO272W The following shares are associated with the service class scName. If you delete the service class, the shares are no longer associated with any
service class. 1336
BPCUI0273E The action does not support the specified type of device. 1336
BPCUI0274I The connection test to resource data_Source_Name was successful. 1336
BPCUI0275I To collect data about zoning or complete zoning actions during provisioning, you must deploy Storage Resource agents to one or more servers that

are on the fabric. 1337
BPCUI0276I Agent agentName was disabled. 1337
BPCUIO277I Agent agentName was enabled. 1337

BPCUI0278I The credentials for agentName were updated. 1337




BPCUI0279I There is no job defined for the device Name. Please create a job first before running it again. 1337

BPCUI0280I No switches are managed by the data_Source_Address data source. 1337
BPCUI0282I The resources that are managed by data_Source_Address are already known. One or more resources were added. 1338
BPCUI0284I No fabrics are managed by the data_Source_Address data source. 1338
BPCUI0286I The fabrics that are managed by data_Source_Address are already being monitored. 1338
BPCUI0289W The following network shared disks (NSDs) are already assigned to a capacity pool. Are you sure you want to move these NSDs to a different

capacity pool? _ 1338
BPCUIO290W The following file systems and network shared disks (NSDs) are already assigned to a capacity pool. Are you sure you want to move these resources

to a different capacity pool? 1338
BPCUI0291W The following network shared disks (NSDs) are already assigned to a capacity pool. Are you sure you want to move these NSDs to a different

capacity pool? _ 1339
BPCUI0292E The host name or IP address ip_address_or_hostname cannot be reached. 1339
BPCUIO0293I A probe is started for deviceName. 1339
BPCUI0294I A performance monitor is started for deviceName. 1339
BPCUI0295I The performance monitor is stopped for deviceName. 1339
BPCUI0N297W One resource was added to capacity_pool_name. One resource could not be added because it could not be found. 1340
BPCUI0298W count resources were added to capacity_pool_name. One resource could not be added because it could not be found. 1340
BPCUI0299W One resource was added to capacity_pool_name. count_Not_Found resources could not be added because they could not be found. 1340
BPCUIO300W count resources were added to capacity_pool_name. count_Not_Found resources could not be added because they could not be found. 1340
BPCUIO301E Failed to assign the role name role. 1340
BPCUIO302E Failed to retrieve the existing role assignments. 1340
BPCUIO303E Failed to remove all role assignments from the specified groups. 1341
BPCUIO304W An error occurred when saving the user-defined properties of the resourcesType. 1341
BPCUIO305E A capacity pool with the same name already exists. 1341
BPCUIO0306W The selected resource was removed, however warnings did occur. 1341
BPCUIO307E The schedule could not be deleted. 1341
BPCUI0308I The resource does not have a connection configured. To add a connection to the resource, click Add Storage System. 1342
BPCUIO309I A probe schedule is defined for deviceName. 1342
BPCUI0310I A performance monitor schedule is defined for deviceName. 1342
BPCUI0311I Probe and performance monitor schedules are defined for deviceName. 1342
BPCUI0312I SNMP Discovery of switches is taking longer than expected. Click Close to run the discovery in the background. 1342
BPCUIO313I An upgrade is started for server deviceName. 1342
BPCUIO314E Failed to retrieve the list of user groups from the WebSphere user repository. 1342
BPCUIO315E Failed to retrieve the list of user groups from user repository due to an invalid search string. 1343
BPCUIO316W Failed to update the role cache maintained by the Device server. 1343
BPCUIO317E Access can not be removed, because at least one Administrator user must remain in the system. 1343
BPCUIO318E The group mapping can not be modified, because at least one Administrator user must remain in the system. 1343
BPCUIO3191I A task is started for resource resourceName. 1343
BPCUI0320I Probe and performance monitor schedules are defined for deviceName. A performance monitor is scheduled to collect performance data after the
probe is done. 1344
BPCUIO321I A task is paused for resource resourceName. 1344
BPCUIO322E A task could not be paused for resource resourceName. 1344
BPCUI0323I A task is resumed for resource resourceName. 1344
BPCUIO324E A task could not be resumed for resource resourceName. 1344
BPCUIO325E Failed to retrieve the list of users from the WebSphere user repository. 1344
BPCUIO326E Failed to retrieve the list of users from user repository due to an invalid search string. 1344
BPCUIO327E Failed to get the roles associated with the current user. 1345
BPCUI0328I A task is saved. 1345
BPCUI0329I A task was successfully deleted. 1345
BPCUIO330E The user user is not authorized to access the product. 1345
BPCUIO331I A task is cancelled for resource resourceName. 1345
BPCUI0332E An unexpected error occurred. The task for schedule schedule name could not be paused or resumed. 1345
BPCUIO333E An unexpected error occurred. The task for schedule schedule name could not be be paused. 1345
BPCUIO334E An unexpected error occurred. The task for schedule schedule name could not be resumed. 1346
BPCUIO335E The volumes cannot be converted or moved because the target pools do not have sufficient available space. 1346
BPCUI0336I The ability to provision with block storage devices is only available with the advanced license. 1346
BPCUIO338E Insufficient user privileges to service the REST request. 1346
BPCUIO339E An unexpected error occurred while authorizing the REST request. 1346
BPCUIO340I A task was successfully renamed. 1346
BPCUIO341E The task could not be renamed. 1347
BPCUI0342E The task could not be renamed because the specified name already exists. 1347
BPCUI0343I Performance monitoring is unavailable for resource resource name because the resource was not probed. 1347
BPCUI0344W The following service classes allow provisioning only from the capacity pool capacity pool: service classes. If you delete this capacity pool, the

service classes will allow provisioning from any available storage. 1347
BPCUI03461 The Storage Resource agent that is deployed on the server cannot be uninstalled. 1347
BPCUI0347I All servers were removed except for the product server. Entries for the product server resources might still be displayed in the GUI until all the
associated removals are complete. 1348
BPCUI0348W You cannot provision volumes because at least one of the selected hosts was not found in the database. Ensure that all hosts that are selected for
provisioning are being monitored. 1348
BPCUI0349W You cannot provision volumes because not all of the selected hosts appear to have Fibre Channel connectivity. 1348
BPCUIO350W You cannot provision volumes because the hypervisors that host the virtual machines use different operating systems. 1348

BPCUIO351W You cannot provision volumes because there is no Fibre Channel host port information for at least one hypervisor. 1349




BPCUIO352W You cannot provision volumes because not all of the hypervisors that host the virtual machines appear to have Fibre Channel connectivity. 1349

BPCUIO355W You cannot provision volumes because no block-storage service class exists. 1349
BPCUIO356W You cannot provision shares because no file-storage service class exists. 1349
BPCUI0357W You cannot provision volumes because you do not have permission to provision by using any block-storage service class. 1349
BPCUIO358W You cannot provision shares because you do not have permission to provision by using any file-storage service class. 1350
BPCUIO359E The credentials for the servers were not updated. 1350
BPCUIO360W The credentials for successfulUpdates of attemptedUpdates of the selected servers were updated. 1350
BPCUIO361W The credentials for the selected server was updated, however warnings did occur. 1350
BPCUI0362W The credentials for successfulUpdates selected servers were updated, however warnings did occur. 1350
BPCUIO363E Cannot connect to the SNMP data source IP_Address. 1351
BPCUI0364I The performance monitor schedule was updated for deviceName. 1351
BPCUIO366W The server serverName was not updated because it does not support the action. 1351
BPCUIO367W You cannot provision volumes to virtual machines with NPIV ports and virtual machines without NPIV ports at the same time. To provision volumes

to virtual machines, ensure that you select either only virtual machines with NPIV ports or only virtual machines without NPIV ports. 1351
BPCUI0368W You cannot provision volumes because none of the selected hosts appear to have Fibre Channel connectivity and the automatic zoning option is
enabled. Disable the automatic zoning option in your zoning policy. 1351
BPCUIO369W You cannot provision volumes because none of the hypervisors that manage the selected virtual machines appear to have Fibre Channel

connectivity and the automatic zoning option is enabled. Disable the automatic zoning option in your zoning policy. 1352
BPCUIO370E The display name displayName is already assigned to resource resource Name. 1352
BPCUI0372I The selected hosts do not appear to have Fibre Channel connectivity. In the resulting provisioning task, ensure that the recommended storage

system is connected to the hosts before you run the task. Also, be aware that all fabric-related options will be ignored. 1352

BPCUI373I Volumes are assigned to the hypervisors that host virtual machines. Volumes are not assigned directly to virtual machines that do not have NPIV
ports. None of the hypervisors that manage the virtual machines appear to have Fibre Channel connectivity. In the resulting provisioning task, ensure that the

recommended storage system is connected to the hypervisors before you run the task. Also, be aware that all fabric-related options will be ignored. 1352
BPCUIO374E Schedule is not enabled for the resource resource. 1353
BPCUI0375E Performance data is not available. 1353
BPCUIO376E Invalid number of days to keep configuration history. The number should be between minimum value and maximum value. 1353
BPCUIO377E Invalid number of days to keep data for removed resources. The number should be between minimum value and maximum value. 1353
BPCUI0378E Invalid number of days to keep sample performance data. The number should be between minimum value and maximum value. 1354
BPCUI0379E Invalid number of days to keep hourly performance data. The number should be between minimum value and maximum value. 1354
BPCUIO380E Invalid number of days to keep daily performance data. The number should be between minimum value and maximum value. 1354
BPCUIO381E Failed to update the performance data retention settings. 1354
BPCUI0382E Performance monitoring is unavailable for resource resource name. 1355
BPCUIO383E Failed to update the history retention settings. 1355
BPCUIO38A4E Failed to retrieve the history retention settings. 1355
BPCUIO385E Invalid number of runs to keep log files for each schedule. The number should be between minimum value and maximum value. 1355

BPCUIO386E A job cannot be run for resource resourceName because there is a job already running for the resource. Wait for the job to finish and try again._ 1355
BPCUI0387I The selected resources support different performance monitor intervals. If you select multiple resources, intervals that are common to all resources

are displayed in the interval list. 1356
BPCUIO388E The probe schedule cannot be created for resource {0} because not all the information was provided. If you are configuring a probe for a resource for
the first time, you must enter values for the probe status, time, and frequency fields. 1356
BPCUIO389E The performance monitor schedule cannot be created because not all the information was provided. If you are configuring a performance monitor

for a resource for the first time, you must enter values for the performance monitor status and interval fields. 1356
BPCUIO3901 The service logs were successfully created. 1356
BPCUI0391I The connection test to data source data source was successful. A probe is running. The health status is unknown until the probe is finished. 1357
BPCUI0392I The connection test to the data source data source was successful. 1357
BPCUIO393E The user user_name does not have sufficient privileges to deploy the vSphere Web Client extensionr. 1357
BPCUIO394E The user user_name does not have permission to log in to the vCenter Server system. 1357
BPCUIO395E This version of the vCenter Server server_name does not support the deployment of the vSphere Web Client extension for the product. 1357
BPCUIO396E The user user_ID does not have the required role. The role associated with this user must be Administrator, Monitor, or External Application.__ 1358
BPCUIO397E The vCenter Server user name or password is invalid. 1358
BPCUIO398E The user name or password is invalid. 1358
BPCUIO3991 The server was started. 1358
BPCUIO400E Failed to retrieve the system management information from the Data server. 1358
BPCUIO402E Failed to retrieve the server status of the Data server. 1359
BPCUIO403E The SMI-S provider service is not available. 1359
BPCUI0404E An error occurred while updating the trace log configuration file. The original file file was deleted and could not be restored. A backup of this file may
be available at backup file. 1359
BPCUIO405E Failed to set the trace settings from the Data server. 1359
BPCUIO406E Cannot start the server. The start script reported the following error: error 1359
BPCUIO407E Cannot start the server. Unable to locate the start script path to script. 1360
BPCUIO408E Cannot start the server. Unable to execute the start script path to script. 1360
BPCUI0409W The server is taking a long time to start. If the server status continues to show an error status after a reasonable interval, try to start the server

again. 1360
BPCUI0410E Cannot stop the server. The stop script reported the following error: error 1360
BPCUI0411W The server is taking a long time to stop. If the server status continues to show that it is still running try to stop the server again after a reasonable
interval. 1361
BPCUI0412E Cannot stop the server. Unable to locate the stop script path to script. 1361
BPCUI0413E Cannot stop the server. Unable to execute the stop script path to script. 1361
BPCUI0414W It is taking a long time for the services to start. If the server status continues to show an error status after a reasonable interval, try to start the
services again. If the problem persists then restart the server. 1361
BPCUIO415E Failed to start the service service name. 1361

BPCUI04161 The server was stopped. 1362




BPCUI04171 The services of the server were started. 1362

BPCUIO418E The action cannot be completed because the data source that is managing this resource cannot be reached. 1362
BPCUIO419E A Storage Resource agent is already deployed for this server and has a status of Pending deployment or Failed deployment. Use the Servers page to
resolve the deployment errors or modify the deployment schedule. 1362
BPCUI0420E A file access error occurred when the system attempted to back up or modify the tracing configuration file configuration file. 1362
BPCUIO421E There is a log collection operation already running. A new one cannot be submitted until the current one completes. 1363
BPCUI0422E Cannot start the log collecting job. Unable to locate the required script path to script. 1363
BPCUI0423E Cannot start the log collecting job. Unable to run the log collection script path_to_script. 1363
BPCUI0424E Storage cannot be provisioned from capacity pool capacity pool using service class service class for the following reason: 1363
BPCUIO425W The task task name cannot be scheduled because it is already running. 1363
BPCUI0426E Storage cannot be provisioned by using service class service class for the following reason: 1364
BPCUI0427W The selected group action is complete for all tasks, but warnings were reported. 1364
BPCUI0428I The selected group action is complete for all tasks. Some informational messages were returned. 1364
BPCUI0429E The validation process cannot contact the server. The server might be down or unreachable due to network problems. 1364
BPCUI0430I Some tasks were not deleted because they were already run. 1364
BPCUIO431E Failed to retrieve the list of managed devices. 1365
BPCUI0432E Failed to retrieve the performance monitoring granularity from the Device server. Check the connection to the Device server and retry the operati9® 65
BPCUI0433E OS type osType specified on line line of file file is not valid. 1365
BPCUIO434E Data source data_Source_Key could not be found. 1365
BPCUI0435E Required host name or IP address and OS type were not specified on line line of file file. 1365
BPCUIO436E The alert notification settings cannot be displayed. 1366
BPCUIO437E The alert notification settings cannot be saved. 1366
BPCUIO438E File file does not exist or is empty. 1366
BPCUIO439E The file file could not be uploaded. 1366
BPCUIO440E The text location specified on line line of file file has invalid character(s): characters 1366
BPCUIO441E The alert definitions cannot be displayed. 1367
BPCUIO442E The alert definitions cannot be saved. 1367
BPCUI0443E Select at least one managed server that is deployed for which alert notification settings need to be displayed. 1367
BPCUIO444E Select at least one managed server that is deployed for which alert definitions need to be displayed. 1367
BPCUIO0445W The discovery job completed with errors. Some available devices were not discovered. 1367
BPCUIO446E Unable to test the connection to the device because the request was not processed by the data collector. 1368
BPCUIO447E Select at least one managed storage subsystem for which alert notification settings need to be displayed. 1368
BPCUIO448E Select at least one managed storage subsystem for which alert definitions need to be displayed. 1368
BPCUIO449E The user does not have the required authority to complete the task or command. 1368
BPCUIO451E One or more applications from provided list: names do not exist. 1368
BPCUIO452E entity name is not supporting data collection actions. 1369
BPCUIO453E One or more departments from provided list: names do not exist. 1369
BPCUI0455I No performance data is available for the selected resources. 1369
BPCUIO456E You cannot complete the action because the service is temporarily unavailable. 1369
BPCUI0457W The applications listOfApplications cannot be deleted because they contain subcomponents subcomponent, which cannot be moved up a level in

the applications hierarchy due to name conflicts with existing applications in that higher level. 1369
BPCUI0458W The deparments listOfDepartments cannot be deleted because they contain subdepartments or applications subdepartment, which cannot be

moved up a level in the departments hierarchy due to name conflicts with departments in that higher level. 1370
BPCUI0459W The selected subcomponents cannot be removed from the application because they cannot be moved up a level in the application hierarchy due to
name conflicts with the existing applications or subcomponents at the higher level. 1370
BPCUIO460W The selected applications or subdepartments cannot be removed from the department because they cannot be moved up a level in the department
hierarchy due to name conflicts with the existing applications or subdepartments at the higher level. 1370
BPCUIO461W There are no task details to display. The analysis-execution task could not be run. 1370
BPCUIO462E Failed to add the device because the data collector is not responding. 1371
BPCUI0463E The discovery failed because the data collector is not responding. 1371
BPCUIO464E The connection test failed because the data collector is not responding. 1371
BPCUIO465E The requested action failed because the data collector is not responding. 1371
BPCUI04661 The servers were created. 1371
BPCUI0467W successCount of totalCount servers were created. 1372
BPCUIO468E The creation of the servers failed. 1372
BPCUI0469E Schedule job does not exist for entity name. 1372
BPCUI0470E Invalid file file size of size GB. Maximum allowed file size is max size GB. 1372
BPCUIO471E Failed to set the trace settings from the Alert server. 1372
BPCUI0472E Failed to retrieve the system management information from the Alert server. 1372
BPCUIO474E Failed to retrieve the server status of the Alert server. 1373
BPCUI0475I The volumes have been excluded from the reclamation analysis. 1373
BPCUI0476I The volumes will be included in future analyses to reclaim storage. 1373
BPCUI0477E An unexpected error occurred when modifying the optimization characteristics of the volumes. 1373
BPCUI0478E The scheduled agent upgrade time is in the past. 1374
BPCUI0479E The object storage credentials are incorrect. Enter the correct credentials. Alternatively, clear the object credentials check box and do not specify

the authentication credentials for object storage now. You can use the Modify Connection action to add the object storage later. 1374
BPCUIO480E An object storage request failed on the GPFS cluster. 1374
BPCUI0481W No resources were removed. 1374
BPCUIO0482E No resources were updated. 1374
BPCUIO483E The connection information cannot be updated because it points to another device. 1375
BPCUI0484I The connection information for device name was updated. 1375

BPCUIO485E The connection information cannot be updated. 1375




BPCUIO486E Cannot query the object service for information about accounts and containers as the specified user does not have admin privileges. 1375
BPCUI0487I The connection information of the selected device was successfully updated. Other devices were detected as being managed by the same data

source. Would you like to update the connection information of all of them? _1375
BPCUI0488I The connection information of all devices connecting through this data source was updated. 1376
BPCUI0489W Some of the devices connecting through this data source failed to be updated. 1376
BPCUI04901 The vCenter vCenter Server was removed. 1376
BPCUIO491E The vCenter vCenter Server was not found in the database. 1376
BPCUIO492E The selected vCenter Servers were not found in the database. 1376
BPCUI0493I The vCenter vCenter Server and all number of monitored hypervisors hypervisors monitored by it were successfully removed. 1377
BPCUI0494I The number of vCenters selected vCenter Servers and all number of monitored hypervisors hypervisors monitored by them were successfully

removed. _ 1377
BPCUI0495W Only number of removed vCenters of number of selected vCenters of the selected vCenter Servers and number of removed monitored hypervisors

of number of monitored hypervisors of the hypervisors monitored by them were successfully removed. 1377
BPCUI0496I The following fabrics were detected as being managed by the same data source: comma separated fabrics list. This action applies to all fabrics that

are managed by the current data source. Would you like to update the connection information of all of them? 1377
BPCUI0497E The following fabrics cannot be monitored through the SMI agent: comma separated fabrics list. The data source connection information will not be
updated. 1378
BPCUI0498E The fabric cannot cannot be monitored through the SMI agent. 1378
BPCUI04991I Other switches were detected as being managed by the same data source. This action applies to all switches that are managed by the current data
source. Would you like to update the connection information of all of them? 1378
BPCUIO500E One or more switches cannot be monitored through the SMI agent. The data source connection information will not be updated. 1378
BPCUIO501E The information cannot be displayed. Log out of the GUI, log in, and try the action again. 1378
BPCUIO502E The device is already managed by this data source. The data source connection information will not be updated. 1379
BPCUI0503I The connection information of the selected switches was updated. 1379
BPCUIO504I The detected versions of the resources discovered on the data source data_Source_Address are unsupported. 1379
BPCUIO505E The resource does not have a connection configured. 1379
BPCUIO506E Cannot connect to the Alert server. 1380
BPCUIO507E The version of the tpc_server IBM Spectrum Control Server is not supported. 1380
BPCUIO508E Cannot connect to the rollup server rollup_server on port host_port. 1380
BPCUIO509E Cannot authenticate with the rollup server using the provided credentials. 1380
BPCUIO510E You entered an invalid time range. The start date and time must be before the end date and time. 1380
BPCUIO511E The following alert name(s) are not unique: names. 1381
BPCUIO512E Custom alerts already exist for other resources with the following alert name(s): names. 1381
BPCUIO513E Unable to connect from rollup server rollup_server to the repository database. 1381
BPCUIO514E The specified subordinate server subordinate_server is the master server. 1381
BPCUIO515E The duration of the automated probe run window must be at least minimum_hours hours. 1381
BPCUIO516W The selected subgroups cannot be removed from the general group because they cannot be moved up a level in the groups hierarchy due to name
conflicts with the general groups at the higher level. 1382
BPCUIO519E Authorization has failed because the private key is not valid for the user name that you have specified. 1382
BPCUIO520E The IP address ip_address for the FlashSystem storage system is not the management IP address. 1382
BPCUI0521E The configuration for the report can't be saved. 1382
BPCUIO522E Failed to delete a report configuration. 1382
BPCUIO0523E Alerts cannot be defined for this storage system. 1383
BPCUI0524E The changes to the report configuration can't be saved. 1383
BPCUIO525E The configuration for the report can't be saved because the report title isn't unique. 1383
BPCUI0527E The action cannot be completed because of an invalid request. 1383
BPCUI0528E The action cannot be completed because of an invalid file upload request. 1383
BPCUI0526I The connection test to data source data source was successful. A probe is running. 1384
BPCUI05291 The data source data_Source_Address is already being managed as a data source for monitoring. No new resources were detected. 1384
BPCUI0530I The data source data_Source_Address is already being managed as a data source for monitoring. The following new resources were detected:_ 1384
BPCUIO531E The action cannot be completed because LDAP registry file failed to upload. 1384
BPCUIO532E The action failed because of a missing resource. 1385
BPCUIO533E The LDAP configuration test failed. 1385
BPCUIO534E There was an error executing the collect log process. If this problem persists, you can try collecting and uploading the service logs manually. <a
target=_blank href={0}>Learn More</a>. 1385
BPCUIO535E An FTP connection can not be established. If your organization requires the use of a proxy server, consult the following documentation: <a
target=_blank href={0}>Troubleshooting FTP Transfers</a>. _ 1385
BPCUIO536E The support data collection failed due to an invalid PMR number format. 1386
BPCUIO537E The support package could not be created because file system permissions prevent the creation of temporary files. 1386
BPCUIO538E The support data collection completed creating a support package, but the package could not be uploaded to IBM. 1386
BPCUIO539E The support data collection failed with an internal error 1386
BPCUIO540E The support data collection failed due to an invalid email address format. 1386
BPCUIO541E The specified SMI agent was not found. Make sure that the protocol, SMI agent host name or IP address, and port are specified correctly and that

the SMI agent is properly configured at that location. 1387
BPCUIO542E A connection was not established. Make sure that the protocol, SMI agent host name or IP address, and port are specified correctly. 1387
BPCUIO543E The authentication to the SMI agent failed. 1387
BPCUIO544E There is a pending delete in process for this SMI agent. 1387
BPCUIO545E The SMI agent service is not available. 1387
BPCUIO546E The action cannot be completed because the LDAP registry file could not be updated. 1387
BPCUIO547E Connection failed. The server might be down or unreachable due to network problems. 1388
BPCUIO548E The add SSL certificate action failed. 1388
BPCUIO549E The add SSL certificate action failed because of a wrong password. 1388

BPCUIO550E The specified storage resource is not valid for the REST API service request. 1388




BPCUIO551E The file cannnot be used because it is not a valid SSL certificate. Select a valid certificate file and try again.

1388

BPCUIO554E The SSL certificate download process failed.

1389

BPCUIO555E The test connection to the LDAP server failed. Verify that your XML file contains the correct syntax and values and that the LDAP server is running 389

BPCUIO556E An unexpected error occurred creating or updating a support ticket.

1389

BPCUIO557E An invalid request was made when creating or updating a support ticket.

1389

BPCUIO558E This tier name is already in use. Enter a different name.

1389

BPCUIO559E The custom dashboard was removed by another user. Cancel the action and refresh the page manually.

1389

BPCUIO600W Can't save the scheduling information for the report because the Data server is offline.

1390

BPCUIO601I The resource does not have a connection configured. To add a connection to the resource, click Add Switch or Add Fabric.

BPCUIO602E The osAuthentication script does not start. The script reported the following error: script_error.

1390

1390

BPCUI0603E The connection test to data source data source was not successful.

1390

BPCUIO604E Can't stop data collection for entity name.

1390

BPCUIO605E Can't restart data collection for entity name.

1391

BPCUIO606E The action cannot be completed because there was a failure to create or write into the pending configuration file.

1391

BPCUIO607E The action cannot be completed because there was a failure to read the pending LDAP registry file.

1391

BPCUIO608E The action cannot be completed because there was a failure to get the list of LDAP groups.

1391

BPCUIO609E The Local OS authentication configuration test failed.

1392

BPCUIO610E Failed to update modified username for IBMid unique ID.

1392

BPCUIO611E Failed to update IBMid unique ID for IBMid username.

1392

BPCUIO612E The action was not performed due to invalid device credentials for entity name.

1392

BPCUIO613E A switch with this host name or IP address is already being monitored.

1392

BTACD - Database verifier messages for SAN database service

1393

BTACDO0010I IBM Spectrum Control (Configuration Service) initialized successfully.

BTACDOO11E An error occurred while reading properties from file file name

1393
1393

BTACDO0012I Properties were successfully read from file file name

1393

BTACDOO013E Exception occurred while saving the properties file file name.

BTACDOO14E An error was received while attempting to remove a callback key.

1393
1394

BTACDOO15E An error was received while attempting to get the database driver driver name.

1394

BTACDOO16E An error was received while decrypting the database password.

1394

BTACDOO17E There was an error in setting the WAS Admin password.

1394

BTACE - SAN event services messages

1394

BTACEO030I IBM Spectrum Control (Event Service) initialized successfully.

1395

BTACEO031I A SAN Event message was received from: publisher name.

1395

BTACEO0032E Missing SNMP destination address. SNMP trap was not sent.

1395

BTACEOO033E An error occurred when trying to send an event to the Tivoli Enterprise Console server.

1395

BTACEOO34E The Tivoli Enterprise Console server location has not been specified.

1395

BTACEO035E JMSException: exception

1396

BTACEOO037E An error occurred during the process of forwarding an SNMP trap or sending a Tivoli Enterprise Console event.

1396

BTACEOO039E Unable to save the SnmpAddress entry to the properties file properties file.

1396

BTACEO040E Unable to remove the SnmpAddress entry from the properties file properties file.

1396

BTACEOO041E Unable to save the SAN Domain ID to the properties file properties file.

1396

BTACEO042E Unable to read the SNMP and Tivoli Enterprise Console server address entries from the properties file properties file.

BTACEO507E Messaging Service is not running and cannot be used to subscribe or publish events.

1397

1397

BTACEO508E A proxy to the Messaging Service could not be obtained.

1397

BTACEO509E The proxy to the Messaging Service might not be valid. Cannot publish or subscribe to events.

1397

BTACEO510E Unable to create topic topic name.

1397

BTACEO511E Unable to create a publisher for topic topic name.

1398

BTACEO512E Unable to create a subscriber for topic topic name.

1398

BTACEO513E Unable to create a message.

1398

BTACEO514E Service service name failed to subscribe to topic topic name.

1398

BTACEO515E Publish failed for topic topic name.

1398

BTACS - Service manager messages

1398

BTACS0001I IBM Spectrum Control command line interface initialized successfully.

1400

BTACSO0002E The -url requires a host:port argument.

1400

BTACS0003E Required parameters are not present.

1400

BTACS0002I The command line interface is binding to the service.

1400

BTACS0003I The bind was successful.

1400

BTACS0004E An exception occurred while invoking the service: method name.

1400

BTACS0015E Caught exception: value.

1400

BTACSO0005E Could not deserialize exception: value.

1401

BTACSO006E Fault detail: value.

1401

BTACS0014E An undeclared exception was encountered: value.

1401

BTACS0007E Unrecognized command for service: service name.

1401

BTACS0005I Deployed service service name: class=value, scope=value, autostart=value, static=value, order=value.

1402

BTACS0006I Undeploying service: service name

1402

BTACS0007I Undeployed service: service name

1402

BTACSO0008E Error undeploying service value : value

1402

BTACSO0O09E Error starting the service name service.

1402

BTACS0004I Started service service name.

1402

BTACSO011E Service service name was not deployed.

1403

BTACS0008I Starting service service name (timeout number seconds)

1403

BTACS0013E Service service name did not start, interrupting the startup thread.

1403




BTACS00091I The service service name was stopped.

1403

BTACS0010E An error was encountered while stopping service service name.

1403

BTACS0012E Exception was received while stopping service value: value.

1403

BTACSO016E Service service name is not available.

1404

BTACS0010I Stopping service service name (timeout number seconds).

1404

BTACS0017E Service service name did not stop, interrupting the startup thread.

1404

BTACSO0018E A problem was encountered while getting class definition: class definition name.

1404

BTACS0019E An interface value in service service name is being ignored.

1405

BTACS0020E Error starting service value: value.

1405

BTACS0021E Exception getting status from service value: value.

1405

BTACS0011I Interrupting monitor thread and waiting for it to exit.

1405

BTACS0012I Service Manager shutting down.

1405

BTACS0013I Monitoring services (monitor interval is number seconds).

1406

BTACS0014I Service service name has value.

1406

BTACS0015I The Service Manager monitor process is exiting.

1406

BTACS0016I There are no services to autostart.

1406

BTACS0017I All autostart services have started.

1406

BTACS0018I All services are shutting down.

1406

BTACS001091I All services have been shut down

1406

BTACS0020I Deleted file file name

1406

BTACS0021I Unable to delete file file name

1406

BTACS0022I Starting autostart services.

1407

BTACS0023I An error occurred while starting the service name service.

1407

BTACS0024I The properties from file file name were successfully read.

1407

BTACS0025E An error occurred while reading properties from file file name.

1407

BTACS0026E Login failed: Unknown user name or bad password.

1407

BTACS0027E Command failed: Failed to connect.

1408

BTACS0028E Command failed.

1408

BTACS0029E Failed to connect to <hostname>.

1408

BTACSO0030E Failed to authenticate host <hostname>.

1408

BTACS0031I The server is not registered with the Agent Manager.

1408

BTACS0032I Registering with the Agent Manager at host name:port.

1409

BTACS0033I The server is renewing credentials with the Agent Manager at host name:port.

1409

BTACS0034I The server credentials are current. Agent Manager at host name:port.

1409

BTACS0035E The server failed to register with the Agent Manager at host name:port.

1409

BTACS0036W The server failed to register with the Agent Manager. It will retry in delay seconds.

1409

BTACS0037I The server successfully registered with the Agent Manager.

1409

BTACS0038I The server successfully renewed the credentials with the Agent Manager.

1409

BTACS0039W The server failed to renew the credentials with the Agent Manager.

1410

BTACS0040E This command requires additional arguments.

1410

BTACS0041E The command line is not available for service: service name.

1410

BTACS0042E Invalid command: CLI command

1410

BTACS0043E Failed to authenticate with host hostUrl. Invalid host authentication password.

1410

BTACSO0044E The server failed to register with the Agent Manager: Incorrect agent registration password.

1410

BTACS00451 SERVICE MANAGER COMMANDS

1411

BTACS0046I Returns the status of the services.

1411

BTACS00471 Service.functionName performed by user at location. Input parameters: input parameters, output parameters: output parameters

BTACS0048W Unauthorized request by user at location to perform service.functionName.

1411
1411

BTACS0049W Not licensed to perform service.functionName request by user at location.

1411

BTACS00501 Waiting for Common Agent services.

1411

BTACS0051I The Common Agent services have started successfully.

1411

BTACS0052W Failed to create the Common Agent service filter. The Fabric agent will start without waiting for the required Common Agent services.

BTACS0053I Agent startup is already in progress.

1412

1412

BTACS0054I Invalid Server ID has been provided to update Server Job status.

1412

BTACS0055I Agent Manager Registration is set to NO. The server will not register with an AgentManager.

1412

BTACS00561 Agent Manager Registration is set to YES. The server will register with the AgentManager.

1412

BTACS0057W Error in configuration parameter AgentManager.Registration - default value will be used.

1412

BTACS0000I Starting Control Process: value, Device Server RUN ID=value, Job ID=value.

1412

BTACS0001I IBM Spectrum Control command line interface initialized successfully.

1400

BTACS0002I The command line interface is binding to the service.

1400

BTACS0003I The bind was successful.

1400

BTADS/BTAFM/BTAVM/HWN - Job logging messages

1413

BTADS0000I Starting Discover Process value , with Device Server RUN ID value , and Job ID value .

1429

BTADS0001I Discover Process with Device Server run ID value and job ID value is complete.

1429

BTADS00021I Starting Child Discover Process value with Job ID= value .

1429

BTADS0003I The Child Discover Process with Job ID value has completed with Status= value and Return Code= value .

1430

BTADS0004W The child discovery request with job ID job_id completed with status status_number and return code value.

BTADSOO0OS5E The child discovery request with job ID job_id completed with status status_number and return code value.

1430

1430

BTADS0010I Invoking outband scanner value on agent value .

1430

BTADS0011I Outband scanner value on agent value completed successfully.

1430

BTADS0012E Outband Scanner value on agent value failed with return code value .

1431

BTADS0019E An outband scanner failed to capture the scan data.

1431




BTADS0020I Processing value data from agent value . 1431

BTADS0021W Warning encountered while parsing Fabric XML for job: RUN ID= value, and Job ID= value . value . 1431
BTADS0022E Exception encountered while parsing Fabric XML for job: RUN ID= value , and Job ID= value . value . 1431
BTADS0023E Fatal error encountered while parsing Fabric XML for job: RUN ID= value , and Job ID= value . value . 1432
BTADS0024E Error encountered processing scanner value data from agent value . value . 1432
BTADS0025I Running job to discover SMI-S providers through Service Location Protocol: RUN ID= value , Job ID= value . 1432
BTADS0026I Service Location Protocol has found value SMI-S providers. 1432
BTADS0027E Error encountered by a Service Location Protocol job: RUN ID= value, and Job ID= value . value . 1433
BTADS0028W The Device Server Job with RUN ID=: value , Job ID= value, Discover Request= value has been cancelled since it is long running. 1433
BTADS00291I Scanner value data from agent value has not changed since last scan. 1433
BTADS0030I Invoking inband Scanner value on agent value . 1433
BTADS0031I Inband Scanner value on Agent value completed successfully. 1433
BTADS0032E Inband Scanner value failed on agent value with Return Code value . 1434
BTADS0033E Error invoking value on host value . 1434
BTADSO0034E Fatal error encountered while persisting the data for job: RUN ID= value , and Job ID= value . value . 1434
BTADSO0035E The execution of the job failed with: value . 1434
BTADS0036I Found SNMP Target at value . 1434
BTADS0037E Found SNMP Target at value but it is not persisted in the database. Will NOT perform discovery of information using the address. 1435
BTADS0038I Starting scan of SNMP agents from value to value . 1435
BTADS003091I Starting probe of detected agents. 1435
BTADS0040I Processing of Scanner value data from Agent value completed successfully. 1435
BTADS00411I Discover Process with Device Server RUN ID value and Job ID value completed successfully. 1435
BTADS0042E Discover Process with Device Server RUN ID value and Job ID value failed with return code value . 1436
BTADS0043I Invoking value scanner value on target value . 1436
BTADS00441I value scanner value on target value completed succesfully. 1436
BTADS0045E value Scanner value on target value failed with return code value . 1436
BTADS00461 Processing value data from agent value . 1436
BTADS0047W The value parser encountered a warning while parsing XML for job with RUN ID= value , and Job ID value . The return code from the parser job is

value . 1437
BTADS0048E The value parser encountered an exception while parsing XML from job with RUN ID= value , and Job ID= value .The return code from the parser is
value . 1437
BTADSO0049E The value parser for Device Server job with RUN ID= value , and Job ID= value failed. The return code from the parser is value . 1437
BTADS0050I Service Location Protocol has found SMI-S provider, value , at address value . 1437
BTADS0051I Service Location Protocol has found SMI-S provider, value, at address value , which requires security information to be configured. 1438
BTADS0052W Warning encountered while parsing value data from agent value. value. 1438
BTADS0053E Exception encountered while parsing value data from agent value. value. 1438
BTADSO0O054E Fatal error encountered while parsing value data from agent value. value. 1438
BTADSO0O055E Outband Scanner value on agent value encountered the presence of a McData i10k. These devices do not report correctly via SNMP and can only be
used with SMI-S provider. 1439
BTADSOO56E Errors in Topology XML generator. 1439
BTADSO0057E Errors occurred while resolving InterconnectElement and Port relationship. 1439
BTADSO0O058E Errors in creating an entity. 1439
BTADSO0059E The outband agent target address IP address is not a Cisco device or is invalid. 1440
BTADS0060E Outband Scanner value is not responding. 1440
BTADS0062E Encountered SQL error value while persisting some data. 1440
BTADS0063E The execution of the PM BSP invocation failed with: value . 1440
BTADS0063W The performance data collection for the current device is not enabled. 1440
BTADS0064I Starting scan of Storage Subsystems from value to value . 1441
BTADS0065I Outband and inband agents for fabric(s) specified in probe are value 1441
BTADS0066I Could not find scanners for agent value 1441
BTADS00671 Agent value is configured for no SAN calls and so no scanners will be invoked for this particular agent 1441
BTADS0068I Could not retrieve connection information for agent value. Will not be able to invoke scanners for this particular agent 1441
BTADS00691 Added inband scanner job with id value discover request value for agent value. 1442
BTADS0070I Agent value has not discovered any fabrics and will not be used during the probe. 1442
BTADS0071I Invoked inband Scanner value on agent value . 1442
BTADS0072I Successfully received response from agent for job value with request id value . 1442
BTADS0073E Received error response from agent for job value with request id value. Return code is value. 1442
BTADSO0074E IP Scan Discovery was canceled due to a hung socket/thread detected. Partial result of the scan will be persisted. 1443
BTADS0075E IP Scan Discovery was canceled due to a hung socket/thread detected. 1443
BTADS0076I IP Scan Discovery has started for DS, XIV, and IBM SONAS subsystems. 1443
BTADS00771 Scanning value out of value IP addresses. 1443
BTADS0078I IP Scan Discovery has started for SVC subsystems. 1443
BTADS0079I IP Scan Discovery for DS and XIV was done. 1443
BTADS0080I IP Scan Discovery for SVC was done 1444
BTADS0081I Inband Scanner value for agent address value is not required for probing switches and will not be used. 1444
BTADS0082W A first run of a switch probe failed. Additional agents will be used. 1444
BTADS0083I The available agents provide a subset of possible features for the probed switch: value 1444
BTADS0084I There are no limitations for probing switch value based on the mix of agents that are configured. 1444
BTADS0085W A problem was encountered when agent assignments were being determined for the probe. All available agents will be used to collect information
about the switch. 1445
BTADS0086I The following storage systems were discovered value 1445

BTADS00871 IP Scan Discovery did not find any DS8000, SVC, XIV, and IBM SONAS storage systems in the given IP range. 1445




BTADS0088I IP Scan Discovery finished.

1445

BTADSO0089E The Device server is not registered with agent manager. Scanners cannot be used for agent value. value.

1445

BTADSOQ90E There are no agents currently available to probe switch value.

1446

BTADS0091I Inband Scanner value for agent address value is currently not running and will not be used.

1446

BTADS0092I Inband Scanner value for agent address value is currently disabled from performing fabric functions and will not be used.

BTADS0093I Inband Scanner value for agent address value is currently not reachable and will not be used.

1446

1446

BTADS0094W The probe for switch value has some limitations.

1447

BTADS0095W For switch value some information will not be collected.

1447

BTADS00961 The probe limitation can be overcome by configuring an SMI agent to manage fabric value.

1447

BTADS00971I The probe limitation can be overcome by configuring SNMP agents to manage switches in fabric value.

1447

BTADS0098I The probe limitation can be overcome by configuring a Storage Resource agent to manage fabric value.

1447

BTADS0099W The following WWN is not recognized as belonging to a known vendor: value.

1448

BTADS0100W Invalid relationships between switches and fabrics were identified. If possible, these relationships will be fixed automatically for the following

switches: value.
BTADS0101W The discover process that has the Device server run ID value and job ID value completed with one or more warnings.

1448
1448

BTADS0102E The probe with the run ID value completed with errors.

1448

BTADS0103E No data source is available to probe switch switch_name.

1449

BTADS0104E A timeout occurred while processing the request. Try the request again.

1449

BTADS0105E A response from the data collector was not received within the specified time.

1449

BTADS0106E The requested action on agent agent_name did not complete because the data collector stopped or is not responding. The request failed with error

code error_code.

BTADS0107W Outband Scanner outband_scanner_name on agent agent_name failed because of another transaction in progress on the switch.

1449
1450

BTADS0108E Outband Scanner outband_scanner_name on agent agent_name failed because unexpected data was returned by the switch. Check the trace file

for more details.
BTADS0109I Outband Scanner outband_scanner_name on agent agent_name did not collect zoning data.

1450
1450

BTADS0110I Outband Scanner outband_scanner_name on agent agent_name did not pass write capabilities check.

1450

BTADS0111E The probe was unable to collect some details of the switch.

1450

BTADS0112E Error encountered while persisting some data. value

1451

BTADS0113E Error encountered while processing a probe job. value

1451

BTADS0114E The information cannot be saved to the database repository.

1451

BTADS0115E The probe failed when collecting information about the resource. The data collector returned the following error status: value.

BTAFMO0O00OI Operation op_name processed successfully.

1452
1452

BTAFMO0100I Initializing Collection.

1452

BTAFM0110I Querying the SMI-S provider.

1452

BTAFMO0113I Collecting for db_table, current_obj of num_objs.

1452

BTAFMO0114I Probing data for switch switch_name.

1452

BTAFMO0115I Probing data for port port_name.

1453

BTAFMO0150I Storing Information.

1453

BTAFMO0151I The db_table of current_obj num_objs stored.

1453

BTAFMO0200I Traversing fabric topology.

1453

BTAFM0500I The IBM Spectrum Control Device Server service has started successfully.

1453

BTAFM0501I The IBM Spectrum Control Device Server service was shut down successfully.

1454

BTAFM0502I The IBM Spectrum Control Device Server service provides methods to collect, report and configure the fabric hardware.

1454

BTAFMO0505I The delete missing function has started.

1454

BTAFMO0506I The delete missing method was processed in milliseconds milliseconds.

1454

BTAFM2000W Operation op_Name partially processed.

1454

BTAFM2501W Unable to shut down Device Server Service smoothly.

1454

BTAFM4000E Operation op_Name failed.

1455

BTAFM4001E An internal error occurred.

1455

BTAFM4002E Could not get requested information due to an internal error - errorMessage

1455

BTAFM4100E Mandatory parameter parameter_Name is missing.

1455

BTAFM4101E Invalid parameter parameter_name.

1455

BTAFM4103E Entity entity_name was not found.

1456

BTAFM4104E Attribute attribute_name was not found.

1456

BTAFM4105E Computer computer_name was not found.

1456

BTAFM4106E Fabric fabric_name was not found.

1456

BTAFM4107E Switch switch_name was not found.

1456

BTAFM4108E Port port_name was not found.

1457

BTAFM4109E Zone set zoneset_name was not found.

1457

BTAFM4110E Zone zone_name was not found.

1457

BTAFM4111E Zone alias zone_alias_name was not found.

1457

BTAFM4112E Zone member zone_member_name was not found.

1457

BTAFM4113E Subsystem subsystem_name was not found.

1457

BTAFM4114E Host Bus Adapter HBA_name was not found.

1458

BTAFM4115E Node node_name was not found.

1458

BTAFM4116E Link from port from_port_name to port to_port_name was not found.

1458

BTAFM4117E Hub hub_name was not found.

1458

BTAFM4118E Router router_name was not found.

1458

BTAFM4119E Bridge bridge_name was not found.

1458

BTAFM4120E LUN LUN_name was not found.

1459

BTAFM4140E Agent Agent_name was not found.

1459

BTAFM4141E Scanner scanner_name on agent agent_name was not found.

1459




BTAFM4142W Agent agent_name was ignored because the switch switch_name was probed by agent agentl_name.

1459

BTAFM4150E Indexed properties property_name don't match.

1459

BTAFM4180E Agent to gather sensor and event data is not available for the switch switch_name.

1460

BTAFM4200E Credentials not found.

1460

BTAFM4300E The connection to the SMI agent for switch switch_name could not be made.

1460

BTAFM4301E The invocation of CIM method method_name failed on SMI-S provider SMI-S provider name. The return code is return_code.

1460

BTAFM4302E The invocation of CIM method method_name failed on SMI-S provider SMI-S provider name with the following exception text: exception_text._ 1460

BTAFM4303E Received unexpected values from SMI-S provider SMI-S provider name .

1461

BTAFM4304E SMI agent SMI agent name can not contact switch switch_name.

1461

BTAFM4305E The CIM method method_name is not supported on the switch switch_name.

1461

BTAFM4306E Could not create connection to SMI-S provider SMI-S provider name . Reason: reason.

1461

BTAFM4307E The username user_name or password is wrong on SMI-S provider SMI-S provider name.

1462

BTAFM4308I Could not create connection to SMI-S provider SMI-S provider name . Reason: reason. An alternate SMI-S provider will be used.

BTAFM4501E No agent is available to configure the zoning on the fabric with ID fabric_name.

1462
1462

BTAFM4502E The fabric with ID fabric_name is currently locked by another client of IBM Spectrum Control.

1462

BTAFM4503E A token for fabric fabric_name has expired for client client_name.

1462

BTAFM4504E The transaction for fabric fabric_name has expired.

1463

BTAFM4505E Another transaction is in progress for fabric fabric_name.

1463

BTAFM4506E Zone set zoneset_name already exists.

1463

BTAFM4507E Zone zone_name already exists.

1463

BTAFM4508E Zone alias zone_alias_name already exists.

1463

BTAFM4509E Zone member zone_member_name already exists.

1463

BTAFM4510E Another job is in progress for fabric fabric_name.

1464

BTAFM4550E The Device Server encountered an error accessing the database.

1464

BTAFM4600E Unable to start the Device Server service.

1464

BTAFM5000E Step failed after collecting Count of collected entities entities for switch switch where entities exist. Continuing with next step.

BTAFM5001E No set of fabrics or switches was defined for this probe.

1464
1465

BTAFM5002E The SMI agents SMIURL returned an error or can no longer contact the switches.

1465

BTAFM5003E Requests to an SMI agent did not correctly collect a set of switches for fabric fabric identity.

1465

BTAFM5004E No switch retrieved from the SMI agent for fabric fabric identity.

1465

BTAFM5005E No switch found for fabric fabric identity.

1466

BTAFM5006E No switch retrieved from database.

1466

BTAFM5007E Failed to get CIM entity for fabric fabric_name.

1466

BTAFM5008E Failed to get CIM entity for switch switch_name.

1466

BTAFM5009E Failed to enumerate CIM entity Entity class name.

1467

BTAFM5010E SMI-S provider is not available.

1467

BTAFM5011E Failed to get blade for switch Switch name.

1467

BTAFM5012E Failed to get physicalpackage for blade with slot number Blade slot name.

1467

BTAFM5013E Blade serial number is NULL.

1468

BTAFM5014E Step failed after collecting Count of collected entities entities for fabric fabric where entities exist. Continuing with next step.
BTAFM5015E Data source could not be retrieved from the IBM Spectrum Control database for fabric fabric where data source exists.

BTAFM5016E The selected data source could not be contacted for fabric fabric where data source exists.

1468
1468

1468

BTAFM5017E Failed to get fabric for switch Switch name.

1469

BTAFM5018E Failed to get CIM entity for port port_name.

1469

BTAFM5019E Failed to get switch for port port_name.

1469

BTAFM5020E Failed to get blade for port port_name.

1469

BTAFM5021E Failed to get CIM entity for blade blade_name.

1469

BTAFM5022E Failed to get switch for blade blade_name.

1470

BTAFM5023E Failed to discover Fabric and Switch.

1470

BTAFM5024E The data source for switch switch_name was not retrieved from the database repository.

1470

BTAFMO0600I Count of collected entities blades collected for switch switch where entities exist.

1470

BTAFMO06011I Starting collection of switch blades for switch switch identifier.

1471

BTAFMO0602I Collection of switch blades completed. Count of collected entities entities collected in total for switch switch identifier.

1471

BTAFMO0603I Starting collection of switch fcports for switch switch identifier.

1471

BTAFMO0604I Collection of switch fcports completed. count of collected entities entities collected in total for switch switch identifier.

1471

BTAFMO0605I Start probing switch entities switches.

1471

BTAFMO0606I Start topology probing for fabric fabric entity.

1472

BTAFMO0609I Count of entities fcports collected for switch switch where entities exist.

1472

BTAFMO06141 The probe task is to probe topology and zone. The probe algorithm is CIM association.

1472

BTAFMO0616I The probe policy involves discovering segmented or merged fabrics.

1472

BTAFMO06171 The probe policy doesn't involve discovering segmented or merged fabrics.

1472

BTAFMO0618I The probe task is to probe topology. The probe algorithm is CIM association.

1473

BTAFMO06201I Start zone probing for fabric fabric entity.

1473

BTAFMO06211 Starting collection of zone set for switch switch entity.

1473

BTAFMO06221 Starting collection of zone for switch switch entity.

1473

BTAFM0623I Starting collection of zone alias for switch switch entity.

1473

BTAFMO06241I Starting collection of zone member from zone alias for switch switch entity.

1474

BTAFMO0625I Starting collection of zone member and zone alias from zone for switch switch entity.

1474

BTAFMO06261 Starting collection of zone member from zone for switch switch entity.

1474

BTAFMO06271 Starting collection of zone set for fabric fabric entity.

1474

BTAFMO0628I Count of collected entities zone sets collected.

1474

BTAFM06291 Collection of zone set completed. Count of collected entities entities collected in total for fabric fabric entity.

1475




BTAFMO0630I Starting collection of zone for fabric fabric entity. 1475

BTAFMO0631I Count of collected entities zones collected. 1475
BTAFMO06321I Collection of zone completed. Count of collected entities entities collected in total for fabric fabric entity. 1475
BTAFMO0633I Starting collection of zone alias for fabric fabric entity. 1475
BTAFMO0634I1 Count of collected entities zone aliases collected. 1475
BTAFMO0635I Collection of zone alias completed. Count of collected entities entities collected in total for fabric fabric entity. 1476
BTAFMO0636I Starting collection of zone member from zone alias for fabric fabric entity. 1476
BTAFMO06371 Starting collection of zone member and zone alias from zone for fabric fabric entity. 1476
BTAFMO0638I Starting collection of zone member from zone for fabric fabric entity. 1476
BTAFMO06391 Collection of zone member completed. Count of collected entities entities collected in total for fabric fabric entity. 1476
BTAFM0640I Zone probe will discover both active and inactive zone definitions at selected data source datasource name for zone probe. 1477
BTAFMO06411 Zone probe will discover only active zone sets at data source datasource name for zone probe. 1477
BTAFM0654I The port is not switch port. 1477
BTAFMO0655I The switch profile doesn't support this switch switch_name. No further process to probe this switch. 1477
BTAFMO06561 Start enumerating entity of association between fabric and zone set at selected data source Url entity. 1477
BTAFMO0657I Start enumerating entity of association between fabric and zone at selected data source Url entity. 1478
BTAFMO0658I Start enumerating entity of association between fabric and zone alias at selected data source Url entity. 1478
BTAFMO0659I Start enumerating entity of association between switch and zone set at selected data source Url entity. 1478
BTAFMO0660I Start enumerating entity of association between switch and zone at selected data source Url entity. 1478
BTAFMO0661I Start enumerating entity of association between switch and zone alias at selected data source Url entity. 1478
BTAFM0662I Start enumerating associations between virtual fabric and zoning entities at selected data source Url entity. 1479
BTAFMO0663I Starting collection of switch control processor blades for switch switch identifier. 1479
BTAFMO0664I1 Count of collected entities control processor blades collected for switch switch where entities exist. 1479
BTAFMO0665I Collection of switch control processor blades completed. Count of collected entities entities collected in total for switch switch identifier. 1479
BTAFM06661 Checksums for the active and defined Zone Database could not be updated for fabric entity. 1479
BTAFM0667E Job id or request id is mising for a SRA job that is been processed. 1480
BTAFM0668E Command and/or job timestamp is missing for job id with request id . 1480
BTAFMO06691I job id with request id was is not found. Device server may have been restarted after job was created. 1480
BTAFMO0670E could not retrieve output file for job id with request id . 1480
BTAFM0671E Another probe of fabric The Name+Nameformat of the fabric is already in progress. 1480
BTAFMO0672E Device server is not registered with agent manager. Will not be able to invoke scanner on host . 1481
BTAFMO0673E There are no agents that are currently available to probe fabric . 1481
BTAFM0674W No fabric found for event source that is associated with switch with IP address . 1481
BTAFM0675E Unable to start parsing of SRA fabric probe data for SRA job id request id file name . 1481
BTAFMO0676E Error parsing SRA fabric probe data for SRA job id request id file name . 1481
BTAFMO0677E Unable to connect to SNMP port (another application may already be connected and forwarding messages). 1482
BTAFM0678I The Name of the switch switch was removed. 1482
BTAFM06791 The The Name+Nameformat of the fabric fabric was removed. 1482
BTAFM0680E The Name of the switch switch was not removed because it is not missing. 1482
BTAFM0681E The The Name+Nameformat of the fabric fabric was not removed because it is not missing. 1483
BTAFMO682E An error occurred while checking for access to the database to save new zoning information for fabric to the database. 1483
BTAFMO0683E Unable to access the database to save zoning information for fabric . Another job is currently saving new zoning information to the database for the
same fabric. 1483
BTAFMO0684I The job is waiting to access the database to save new zoning information for fabric . Another job is currently saving zoning information to the

database for the same fabric. _ 1483
BTAFM0685W Host/IP Address is not a switch. 1483
BTAFM0686W Switch is not a supported switch. 1484
BTAFM0687W The switch does not respond to SNMP queries. 1484
BTAFM0688W Cannot communicate with host or IP address . 1484
BTAFM0689W No ports were discovered for the switch . 1484
BTAFM0690I Collection of data from trunks is completed. Data was collected from count of collected entities trunks. 1484
BTAFM06911I Starting collection of data from trunks for switch switch identifier. 1485
BTAFM0692I Count of entities trunks collected for switch switch where entities exist. 1485
BTAFM0692E A response from the data collector was not received within the specified time. 1485
BTAFM0693E A response from the data collector was not received. The request failed with return code return_code 1485
BTAFM0694W Zoning data cannot be collected because there is a transaction in progress on the switch key 1485
BTAFMO695E The switch key is returning unexpected data. 1486
BTAFM0696E Zone set zoneset_name is already active. 1486
BTAFM0697E Zone set zoneset_name is already inactive. 1486
BTAFM0698E On the switch switch_name VSAN vsan_name was not found. 1486
BTAFM0699E The switch key did not return zoning data. 1486
BTAFMO700E Duplicate entries for the same switch: switch. 1486
BTAFMO701E Current active full zone configuration is not synchronized with the zone configuration on the switch switch_name for VSAN vsan_name . 1487
BTAFMO0702E You cannot monitor Brocade Access Gateway switches without Network Advisor. 1487
BTAFMO07031I Waiting for probes of other Access Gateway switches to complete. 1487
BTAFM0704W Distributing zone configuration across all the switches for VSAN vsan_name did not succeed on the switch switch_name . 1487
BTAFM0705W Zone data collection after zone changes were made failed on the switch switch_name . 1487
BTAFMO0706E The fabric probe was unable to collect some details of the blades on the switches. 1488
BTAFM07071 You cannot use IBM Spectrum Control to make zoning changes for provisioning on switch switch_name. 1488
BTAFMO708E The probe was unable to collect some details of the switches. 1488
BTAFMO07091I Started to process information for fabric fabric_name. 1488

BTAFMO0710I Started to process information for switch switch_name. 1489




BTAFM07111 Started to process information for discovered switches. 1489
BTAFMO07121 Started to process information for a switch blade. 1489
BTAFMO07131I Started to process information for a switch zone set. 1489
BTAFMO07141I Started to process information for switch ports. 1489
BTAFMO715E Error occurred while processing information for fabric fabric_name. 1489
BTAFMO716E Error occurred while processing information for virtual fabric virtual_fabric_name. 1490
BTAFMO717E Error occurred while processing information for switch switch_name. 1490
BTAFMO0718E Error occurred while processing information for discovered switches. 1490
BTAFMO719E Error occurred while processing information for logical switches. 1490
BTAFMO0720E Error occurred while processing information for active zone set active_zone_set_name. 1490
BTAFMO0721E Error occurred while processing information for inactive zone set inactive_zone_set_name. 1491
BTAFMO0722E Error occurred while processing information for port port_name. 1491
BTAQE1107E InbandScanHandler failed to start InbandScanner scanner name on managed host target. 1491
BTAQE1108E InbandScanHandler failed to get callback information for InbandScanner scanner name on managed host target. 1491
BTAQE1112E During an outband scan, the scanner scanner name was unable to identify the target host target. 1492
BTAQE1113E Unable to invoke an Outband scan scanner name on target target. 1492
BTAQE114E OutbandScannerHandler received invalid callback information for Qutband scanner scanner name on target target. 1492
BTAQE1115E The outband scanner scanner name did not return the SAN ID on target target. 1492
BTAVMOO001I The operation Name of the operation processed successfully. 1493
BTAVMO0002I The Web service call Name of the operation processed successfully. 1493
BTAVMO0O003I Data source Name of the datasource successfully added. 1493
BTAVMO0004I Data source Name of the datasource successfully deleted. 1493
BTAVMO0O0O05I Data source Name of the datasource successfully modified. 1493
BTAVMO0O006I Discovery on data source Name of the datasource has started. 1494
BTAVMOO0O7I Discovery on data source Name of the datasource completed successfully. 1494
BTAVMO0O008I Probe of hypervisor Name of the Hypervisor has started. 1494
BTAVMO0O009I Probe of hypervisor Name of the Hypervisor completed successfully. 1494
BTAVMO0010I A connection test to data source Name of the data source has started. 1494
BTAVMO0011I The Connection test to data source Name of the data source completed successfully. 1495
BTAVMO0012I Hypervisor Name of the Hypervisor discovered/rediscovered. 1495
BTAVMO0013I Discovery: Hypervisor Name of the hypervisor will not be discovered as it is managed by another data source. 1495
BTAVMO0014I1 Discovery: Hypervisor Name of the hypervisor will not be discovered as it itself is registered as a data source. 1495
BTAVMO0O015I Collection of the physical storage configuration for hypervisor Name of the hypervisor has started. 1495
BTAVMO0016I Collection of the physical storage configuration for hypervisor Name of the hypervisor completed successfully. 1496
BTAVMO0017I Collection of the logical storage configuration for hypervisor Name of the hypervisor has started. 1496
BTAVMO0018I Collection of the logical storage configuration for hypervisor Name of the hypervisor completed successfully. 1496
BTAVMO00191I Collection of the virtual machines configuration for hypervisor Name of the hypervisor has started. 1496
BTAVMO0020I Collection of the virtual machines configuration for hypervisor Name of the hypervisor completed successfully. 1496
BTAVMO00211I The probe of name of the hypervisor found number of physical disks physical disks. 1497
BTAVMO0022I The probe of name of the hypervisor found number of logical volumes logical volumes. 1497
BTAVMO0023I The probe of name of the hypervisor found number of virtual machines virtual machines. 1497
BTAVMO0024I The Name of the hypervisor hypervisor was removed. 1497
BTAVMO0025I VMWare Cluster Name of the Cluster discovered/rediscovered. 1497
BTAVM1301I The probe of name of the hypervisor could collect partial information only for the disk with the device name Device name of the disk. 1498
BTAVM1302I LUN correlation is not supported for disk with device name Device name of the disk, vendor: Vendor name, model: model name, for hypervisor

hypervisor name. 1498
BTAVM1503E An internal error occurred: Text describing the internal error. 1498
BTAVM2001E The mandatory parameter Name of the mandatory parameter which is missing is missing. 1498
BTAVM2002E Invalid parameter Name of the parameter which was invalid. 1498
BTAVM2003E A database error was encountered during database query or insert. 1499
BTAVM2004E Cannot connect to the database repository. 1499
BTAVM2006E The operation Name of the operation that failed failed for the following reason: Reason of the failure. 1499
BTAVM2007E The Web service call Name of the operation failed for the following reason: Reason of the failure. 1499
BTAVM2008E The product Name of the unsupported product is not supported. 1500
BTAVM2010E The user name or password is invalid for Address of the host 1500
BTAVM2011E The operation Name of the timed out operation could not complete within the time limit of Timeout threshold in milliseconds milliseconds.__ 1500
BTAVM2012E An error occurred while trying to establish secure communication over SSL. 1500
BTAVM2013E The Add Device wizard could not add the Name of the data source data source. 1500
BTAVM2014E The deletion of data source Name of the data source failed. 1501
BTAVM2015E The modification of data source Name of the data source failed. 1501
BTAVM2016E Discovery on data source Name of the datasource failed. 1501
BTAVM2017E Probe of the hypervisor Name of the Hypervisor failed. 1501
BTAVM2018E IBM Spectrum Control can't connect to the data source Name of the datasource. 1502
BTAVM2201E Probe: An error occurred during the collection of the physical storage configuration. 1502
BTAVM2202E Probe: An error occurred during the collection of the logical storage configuration. 1502
BTAVM2204E Probe: An error occurred during the collection of the virtual machine configuration. 1502
BTAVM2206E Discovery: the hypervisor Name of the hypervisor will not be discovered because its version is not supported. 1503
BTAVM2207E Calculation of the summary data for the hypervisor Name of the hypervisor failed. 1503
BTAVM2208E Unable to obtain the hypervisor version(s) from the datasource Name of the datasource. 1503
BTAVM2209E Unable to obtain information about other Virtual Centers managing the hypervisor(s) of datasource Name of the datasource. 1503

BTAVM2210W Error getting LUN definition data for the disk with the device name Device name of the disk, storage subsystem vendor: Vendor name, model:

model name, for hypervisor hypervisor name.

_1504



BTAVM2211E Probe: Virtualization Manager failed to get the VMWare VI data source for the hypervisor Name of the hypervisor from the database. 1504
BTAVM2212E Probe: The hypervisor Name of the hypervisor is not available on the VMWare VI datasource Name of the datasource. 1504
BTAVM2213E Data source Name of the datasource is disconnected from Virtual Center. 1504
BTAVM2214E The probe job encountered an NFS file system while probing ESX server {0}. IBM Spectrum Control currently does not support probes of ESX

servers with NFS file systems. The probe job for this ESX server has been stopped. Probes of other ESX servers that are included in this probe job will continue] 505
BTAVM2215W Unsupported storage subsystem disk with device name Device name of the disk, vendor: Vendor name, model: model name, for hypervisor

hypervisor name with hypervisor version less than 3.5.0. __ 1505
BTAVM2216E Unable to get keystore instance. 1505
BTAVM2217E Unable to load keystore file. 1505
BTAVM2218E Unable to set certificate entry in keystore file. 1506
BTAVM2219E Unable to open keystore for writing. 1506
BTAVM2220E Unable to close keystore file. 1506
BTAVM2221E Unable to acquire lock on keystore file. 1506
BTAVM2222E Unable to store certificate in keystore file. 1506
BTAVM2223E Unable to release lock on keystore file. 1506
BTAVM2224E Unable to decrypt keystore password. 1507
BTAVM2225E Unable to open keystore for reading. 1507
BTAVM2226E Certificate already exists in keystore. 1507
BTAVM2227E host_address hypervisor is already being monitored and could not be added. 1507
BTAVM2228E Missing host name. 1507
BTAVM2229E Missing certificate. 1508
BTAVM2230E Cannot create keystore directory. 1508
BTAVM2231E Cannot download the certificate from Data Source Name of the data source. 1508
BTAVM2232E Cannot connect to the Name of the data source data source. 1508
BTAVM2233E Cannot download the certificate from the port. 1508
BTAVM2234E The hypervisor name hypervisor was not removed because IBM Spectrum Control is running other actions on the device. 1509
BTAVM2235E Unable to obtain the cluster(s) from the datasource Name of the datasource. 1509
BTAVM2236W Subsequent steps of probe process may not be able to collect data for the hypervisor Name of the hypervisor because the hypervisor is in critical
state. 1509
BTAVM2237E Datastore Browser Task failed for hypervisor Name of the hypervisor, datastore Name of the datastore with error: Error 1509
BTAVM2238E The registration of the vSphere Web Client extension for IBM Spectrum Control has started on Name of the vCenter server. 1509
BTAVM2239E The registration of the vSphere Web Client extension for IBM Spectrum Control did not extract the extension package. 1510
BTAVM2240E The registration of the vSphere Web Client extension for IBM Spectrum Control did not complete while updating the VASA web archive file,

vasa.war, with the IBM Spectrum Control server configuration. __ 1510
BTAVM2241E The registration of the vSphere Web Client extension for IBM Spectrum Control completed. 1510
BTAVM2242E Unable to register IBM Spectrum Control as an extension on the vCenter server Name of the vCenter server. The validation of input values did not
complete. 1510
BTAVM2243E Unable to register IBM Spectrum Control as an extension on the vCenter server Name of the vCenter server. Could not authenticate with the vCenter
server. 1511
BTAVM2244E The registration of the vSphere Web Client extension for IBM Spectrum Control did not complete. 1511
BTAVM2245E Unable to connect to the vCenter Server Name of the datasource. 1511
BTAVM2246E Unable to configure the vCenter Server. 1512
BTAVM2247E The registration of the vSphere Web Client extension for IBM Spectrum Control did not delete the temporary directory Name of the directory. 15712
BTAVM2248E The registration of IBM Spectrum Control as a VASA provider did not complete. 1512
BTAVM2249E Automatic registration of IBM Spectrum Control as a VASA provider is not supported for vCenter Server version 5.0 and earlier. 1512
BTAVM2250E IBM Spectrum Control is already registered as a VASA provider for vCenter Server server_name. Register IBM Spectrum Control as a VASA provider
manually in the vSphere Web Client to update the credentials. 1513
BTAVM2251E One or more third-party VASA providers are already registered with the vCenter Server. IBM Spectrum Control VASA provider was not registered.
Register IBM Spectrum Control as a VASA provider manually. 1513
BTAVM2252E The registration of IBM Spectrum Control as a VASA provider has started on Name of the vCenter server. 1513
BTAVM2253E The registration of IBM Spectrum Control as a VASA provider has completed. 1513
BTAVM2254E The registration of the vSphere Web Client extension for IBM Spectrum Control did not complete. The current session is invalid. 1513
BTAVM2255E The registration of IBM Spectrum Control as a VASA provider did not complete. The current session is invalid. 1514
BTAVM2256W Could not determine the host for VM with ID: host id and Name: Vendor name. Check if the same mac address is used on other computers. 1514
BTAVM22571 Found number of files files on name of datastore of name of the hypervisor. 1514
BTAVM2258I The probe of name of the hypervisor found number of controllers controllers. 1514
BTAVM22591I Collecting file system details for hypervisor Name of the hypervisor. 1514
BTAVM2260I Collecting list of files for hypervisor Name of the hypervisor. 1515
BTAVM22611I Collecting logical volumes for hypervisor Name of the hypervisor. 1515
BTAVM22621I Collecting disk partition for hypervisor Name of the hypervisor. 1515
BTAVM2263I Files details for Name of the datastore being collected by id of the Hypervisor. 1515
BTAVM22641I Files details for Name of the datastore were collected by id of the Hypervisor on timestamp. 1515
BTAVM2265E Invalid host name or IP address. 1516
BTAVM2266E The connection information cannot be updated because it points to another device. 1516
BTAVM2268E The connection information cannot be updated because IBM Spectrum Control cannot determine if the hypervisor is managed by the Name of the
data source data source. 1516
BTAVM2269E The connection information cannot be updated because a data source with this host name or IP address is already present. 1516
BTAVM2270E The connection information cannot be updated because it doesn't point to a data source of the same type (vCenter/ESX). 1516
BTAVM2271W The hypervisor Name of the Hypervisor cannot be discovered because its connection state is "Connection State". 1517
BTAVM2272E The user User Name does not have the privilege to browse the datastore Name of the Datastore. 1517
HWNO020001I Operation Name of the operation processed successfully. 1517
HWNO020002E Mandatory parameter Name of the mandatory parameter which is missing missing 1517

HWNO20003E Invalid parameter Name of the parameter which was invalid 1517




HWNO020101E The external process terminated unexpected. 1518

HWNO020102W The external process was canceled per users request. 1518
HWNO020103E The external process exceeded the timeout limit and was canceled. 1518
HWNO20104E The external process could not be started. 1518
HWNO020105E The data collector is not responding to the server. 1518
HWNO20106E An external process was cancelled by the data collector. 1519
HWNO021503E The action cannot be completed 1519
HWNO21504E Entity The ID of the entity was not found. 1519
HWNO021508E Credentials not found 1519

HWNO021514E The invocation of CIM method Name of method failed on SMI-S provider Name of SMI-S provider . The return code is Return code of method__ 1520
HWNO021515E The invocation of CIM method Name of method failed on SMI-S provider Name of SMI-S provider with the following exception text: Exception tek§20
HWNO021516E The LSS specified LSS name on subsystem Name of subsystem is already at the maximum volume number (255). Volume creation can not be done

on this LSS, please select a different one. 1520
HWNO021517E The connection to SMI-S provider for storage system VPD of the storage system could not be made. 1520
HWNO021520E The attribute Name of the attribute was not found. 1520
HWNO021522E Host port The WWPN of the host port not assigned to Volume The PK of the volume 1521
HWNO021524E Indexed Properties Names don't match 1521
HWNO021529E An SMI-S provider has reported unexpected values: IP and port of SMI-S provider. 1521
HWNO021530E The Volume - Port mapping can not be created. There are existing mappings that prevent this combination. VolumeCOP: The ID of the volume,

Port: The WWPN of the port that should be mapped to the volume 1521
HWNO021531E SMI-S provider The IP and port of the SMI-S provider can not reach storage system The VPD of the storage system 1522
HWNO021535E There is not enough space left in the storage pool The primary key of the Poolon storage system The VPD of the storage system to create a volume

of The requested volume size bytes. 1522
HWNO021536E The CIM method The CIM method that is not supported. is not supported on the storage system The VPD of the storage system 1522

HWNO021537E Could not create connection to SMI-S provider The IP and port for the SMI-S provider..Reason: The exception returned by the SMI-S provider._ 1522
HWNO021538E The username The username that was used to connect to the SMI-S provider. or password is wrong on SMI-S provider The IP and port for the SMI-

S provider. 1522
HWNO021539E The SVC with IP The IP of the SVC. which is managed by SMI-S provider The IP and port for the SMI-S provider. can not be discovered. The status is
The status of the SVC. . 1523
HWNO021540E The invocation of CIM method Name of method failed on SMI-S provider Name of SMI-S provider . The return code is Return code of method.

Details provided by the SMI-S provider : Description of Returncode _1523
HWNO021600W Operation Name of the operation. partially processed. 1523
HWNO021601E The operation(s) Operation_names failed. 1523
HWNO21602E It is necessary to specify target ports for storage device VPD of the storage subsystem 1523
HWNO021603W More storage volumes and ports than specified will loose access 1524

HWNO021604E WWPNs and storage volumes to be unassigned not completely specified. Assigned WWPNs: All WWPNs that are assigned to the volumes in the

host port collection , missing WWPNs: The WWPNs that are assigned but were not specified in the input parameter in the method unassign . Storage volumes to

be unassigned not completely specified. Assigned storage volumes: Lists all storage volumes that are really assigned to the WWPNs. }, missing storage volumes:

The storage volumes that are really assigned but were not specified in the input parameter in the method unassign 1524
HWNO0216051I More storage volumes and ports than specified will gain access. 1524
HWNO021606E WWPNs and storage volumes to be assigned not completely specified. Missing WWPNs: The WWPNs that need to be assigned but were not

specified in the input parameter. . Storage volumes to be assigned not completely specified. Missing storage volumes: The storage volumes that need to be

assigned but were not specified in the input parameter. _ 1524
HWNO021607E The client type the client type with description the client description is not supported on SMI-S provider the SMI-S provider IP and port for storage
subsystem the subsystem IDof volumes the volumelDs of the subsystem which were passed in 1525
HWNO021608E The target port the target port ID does not belong to storage subsystem the subsystem ID of volumes the volumeIDs of the subsystem which were
passed in 1525
HWNO021609E There is not enough space left in the storage pool The primary key of the Pool on storage system The VPD of the storage system to create The

number of volumes to create volumes of The total size needed bytes total. _1525
HWNO021610E The specified size The size of the volume to create is not supported on pool The storage pool ID Size has to be dividable by Divisor returned by
getSupportedSizeRange and in between Minimum returned by getSupportedSizeRange and Maximum returned by getSupportedSizeRange 1525
HWNO021611E Volume The volume ID has mappings, it can not be deleted. 1526
HWNO021612E The mapping between volume The volume ID and port The initiator port wwpn exists already 1526
HWNO021613E The WWPN The WWPN not found can not be found on subsystem The subsystem 1526
HWNO021614E The WWPNs The WWPNs without mappings have no mappings on storage system The storage system 1526
HWNO021615E WWPNs WWPNSs that can not share mappings can not share mappings on storage system Storage system}. There are existing mappings that

prevent this. _ 1526
HWNO021616E Volumes VolumeIDs can not share mappings on storage system Storage system }. There are existing mappings that prevent this. 1527
HWNO021617E The stored data for storage system The storage system is not in sync with the environment. Rerun data collection. 1527
HWNO021618E Modifying target ports is not supported by subsystem the subsystem . 1527
HWNO021619E Modifying the target ports for mapping of initiator port initiator port WWPN and volume volume name will also modify the target ports of the

following mappings: port - volume list _ 1527
HWNO0216201 Modifying the target ports for mapping of initiator port initiator port WWPN and volume volume name will modify the target ports of more mappings
than specified. 1528
HWNO021621E It is not supported to modify the target ports of existing mappings and create new mappings in one step. Modify the existing mappings first and

then create the new mappings. Existing mappings: port - volume list 1528
HWNO0216221 Started modification of the assignment of volume VolumelD on subsystem Subsystem to initiator port WWPN . Target ports to add: target ports to

add Target ports to remove: target ports to remove 1528
HWNO021623I Finished modification of the assignment of volume VolumelD on subsystem Subsystem to initiator port WWPN . Target ports to add: target ports
added Target ports to remove: target ports removed 1528
HWNO021624E The modification of the assignment of volume VolumeID on subsystem Subsystem to initiator port WWPN failed. Target ports to add: target ports to
add Target ports to remove: target ports to remove 1528

HWNO021650E A timeout occurred while connecting to SMI-S provider SMI-S provider IP and port. 1529




HWNO021651E Job on SMI-S provider SMI-S provider IP and Port in format IP:Port failed. Job Status: Job status . Error code is Error code , error description: Error

description . Check IBM Spectrum Control and SMI-S provider logs. 1529
HWNO021652E The process has timed out. Check the IBM Spectrum Control log files for more information. 1529
HWNO021653E The attribute Name of the attribute was not found. 1529
HWNO021654E Pool ID was not found. 1530
HWNO021655E Volume ID The ID of the volume was not found. 1530
HWNO021656E Port ID The ID of the port was not found. 1530
HWNO021657E Subsystem ID The ID of the subsystem was not found. 1530
HWNO021658E Managed Disk ID The ID of the MDisk was not found. 1530
HWNO021659E SMI-S provider The ID of the SMI-S provider was not found 1530
HWNO021660E I0 Group The SVC IO Group was not found. 1531
HWNO021661E Extent The storage extent external key was not found. 1531
HWNO021662E Physical volume The physical volume external key was not found. 1531
HWNO021670E The client type the client type with description the client description is not unique on SMI-S provider the SMI-S provider IP and port } for storage

subsystem the subsystem ID of volumes the volumeIDs of the subsystem which were passed in 1531
HWNO021671I The storage system The storage system was deleted from the database 1531
HWNO021672E The storage system name storage system was not removed because other monitoring actions are running on the device. 1532

HWNO021673E The probe job on SMI-S provider SMI-S provider IP and Port in format IP:Port did not complete within the time limit of Microseconds microseconds.
The job is Percent complete percent complete. Check the SMI-S provider log for job status. Job information: JobCOP . Run the probe job again after the current job

has completed. 1532
HWNO021674E Job on SMI-S provider SMI-S provider IP and Port in format IP:Port returned unexpected results. Job information: JobCOP Job status: JobState ,
status description: JobStatus Check SMI-S provider log. Redo probe if the job completed. 1532
HWNO0216751 Started creation of volume with size Size in pool Pool on subsystem Subsystem 1532
HWNO0216761 Volume creation completed successfully. New volume VolumelD created with size Size in pool Pool on subsystem Subsystem . 1533
HWNO021677E Volume creation failed. The volume of size Size in pool Pool on subsystem Subsystem could not be created. 1533
HWNO021678I Started assignment of volume VolumeID on subsystem Subsystem to initiator port WWPN . 1533
HWNO0216791 Finished assignment of volume VolumeID on subsystem Subsystem to initiator port WWPN . 1533
HWNO021680E The assignment of volume VolumelD on subsystem Subsystem to initiator port WWPN failed. 1533
HWNO0216811I Started unassignment of volume VolumeID on subsystem Subsystem to initiator port WWPN . 1534
HWNO0216821I Finished unassignment of volume VolumelD on subsystem Subsystem to initiator port WWPN . 1534
HWNO021683E The unassignment of volume VolumeID on subsystem Subsystem to initiator port WWPN failed. 1534
HWNO021684I Started deletion of volume VolumelID on subsystem Subsystem . 1534
HWNO021685I Volume deletion completed successfully. Volume VolumelD on subsystem Subsystem was deleted. 1534
HWNO021686E Volume deletion failed. Volume VolumeID on subsystem Subsystem could not be deleted. 1535
HWNO0216871 Started modification of Pool Pool display name on subsystem Subsystem display name . 1535
HWNO021688I Pool modification completed successfully. Pool Pool display name on subsystem Subsystem display name was modified. 1535
HWNO021689E Pool modification failed. Pool Pool display name on subsystem Subsystem display name could not be modified. 1535
HWNO021690I Started creation of number volumes volumes with size Size in pool Pool on subsystem Subsystem 1535
HWNO021691I Created number volumes out of total number volumes volumes with size Size in pool Pool on subsystem Subsystem 1536
HWNO021692E Volume creation failed. Created number volumes out of total number volumes volumes with size Size in pool Pool on subsystem Subsystem__ 1536
HWNO021693W Warning: The task succeeded, but the database update failed. Run probe to update the database. 1536
HWNO021700I Enumerating CIM Associator The CIM association name which is being enumerated. for The name of the DB table which will be populated as result

of this query. 1536
HWNO021701I Enumerating CIM Class The CIM class name which is being enumerated. for The name of the DB table which will be populated as result of this

query. _1536
HWNO0217021I Querying SMI-S provider 1537
HWNO021703I Task starting on SMI-S provider Identifier of the SMI-S provider.. 1537
HWNO021708I Initializing Collection for storage system storage system identification. 1537
HWNO0217091 Collection for storage system storage system identification completed. 1537
HWNO021710I Discovering devices for SAN Volume Controller The VPD of the SAN Volume Controller. 1537
HWNO021711I Discovery devices for SAN Volume Controller The VPD of the SAN Volume Controller. failed with error message The exception which has occurre§ 538
HWNO0217121 Collecting Nodes for storage system storage system identification. 1538
HWNO021713I Collecting fibre channel ports for storage system storage system identification. 1538
HWNO021714I Collecting volumes for storage system storage system identification. 1538
HWNO0217151 Traversing host to volume assignments for storage system storage system identification. 1538
HWNO0217161 Collecting pools and volumes for storage system storage system identification. 1539
HWNO021717I Collecting volume settings for storage system storage system identification. 1539
HWNO021718I Collecting client setting data for storage system storage system identification. 1539
HWNO0217191 Perform collection post process tasks for storage system storage system identification. 1539
HWNO0217201I Flash enclosure is missing drive flash_drive_ identifier. 1539
HWNO021724W SMI-S provider SMI-S provider identifier manages device(s) of type device_type which is supported through the native device interface or SNMP

only. 1540
HWNO021725I IBM Spectrum Control discovered/rediscovered a device with name Identifier of the device. on SMI-S provider Identifier of the SMI-S provider.. 1 540
HWNO0217261 IBM Spectrum Control discovered/rediscovered no device on SMI-S provider Identifier of the SMI-S provider.. 1540
HWNO0217271 IBM Spectrum Control discovery starting on SMI-S provider Identifier of the SMI-S provider.. 1540
HWNO0217281 IBM Spectrum Control discovery on SMI-S provider Identifier of the SMI-S provider. is complete. 1540
HWNO021729W IBM Spectrum Control discovery of Device type value is not supported. 1541
HWNO021730W IBM Spectrum Control discovery of device value with code level value is not supported on SMI-S provider Identifier of the SMI-S provider.._ 1541
HWNO0217311I Probing Volumes for Storage System: value. 1541
HWNO021732I Number of Volumes Found Currently: value. Continuing to Probe Volumes. 1541
HWNO0217331 value Volumes Found. 1541

HWNO0217341 Probing Disks for Storage System: value. 1542




HWNO021735I Number of Disks Found Currently: value. Continuing to Probe Disks. 1542

HWNO021736I value Disks Found. 1542
HWNO0217371 Probing Virtual Disks for Cluster: value 1542
HWNO021738I Number of Virtual Disks currently found: value. Continuing to probe Virtual Disks. 1542
HWNO0217391 value Virtual Disks found. 1542
HWNO0217401 Probing Views of Host Initiator access to Volumes. 1543
HWNO0217411 value Views Found. 1543
HWNO021742E The SMI-S provider SMI-S provider URL is not managing storage subsystems. 1543
HWNO021743E The SMI-S provider SMI-S provider URL is not managing switches. 1543
HWNO021744E Cannot connect to a resource because of an SSL certificate error. Troubleshooting information: <a href=http://www.ibm.com/support/docview.wss?
uid=swg21976237>http://www.ibm.com/support/docview.wss?uid=swg21976237</a> 1543
HWNO021745I Cannot connect to a resource because of an SSL certificate error. Troubleshooting information: <a href=http://www.ibm.com/support/docview.wss?
uid=swg21976237>http://www.ibm.com/support/docview.wss?uid=swg21976237</a>. An alternate resource will be used. 1544
HWNO021746W SMI-S provider Identifier of the SMI-S provider. manages Cisco device types through SNMP only. 1544
HWNO021747E Unable to add the specified switch by using SNMP. The switch is a Brocade switch and can be added only by using an SMI agent. 1544
HWNO021800E Failed to get a database connection. 1544
HWNO021801E The server failed to get SMI-S provider entity from database. 1545
HWNO021802E Experienced SQL problems while working with database: The SQL error. 1545
HWNO021803W The server did not get userid and or password for SMI-S provider The Service URL of the SMI-S provider from database. 1545
HWNO021804E The server failed to access slp attributes for SMI-S provider The Service URL of the SMI-S provider from database. 1545
HWNO021805E CIMOMManager failed to get a database mapper of type The type of the database mapper. 1545
HWNO021806E CIMOMManager failed to get a valid mapper result from The type of the database mapper. 1546
HWNO021807E CIMOMManager failed to get a proxy for calling slp discovery. 1546
HWNO021808E The device cannot be contacted through any of the following SMI-S providers The comma separated list of IP and port for the SMI-S providers..
Possible causes are that the SMI-S providers are not accessible or the device is disconnected from the SMI-S providers. 1546
HWNO021809E The host for SMI-S provider The service URL of the SMI-S providers. was not resolvable in DNS. 1546
HWNO021810E The service URL for SMI-S provider The service URL of the SMI-S providers. is not valid. 1546
HWNO0218111 The operational status for device The ID of the device. on SMI-S provider The service URL of the SMI-S provider. has this value The operational

status vector. . 1547
HWNO021812E The operational status for device The ID of the device. on SMI-S provider The service URL of the SMI-S provider. could not be retrieved because

SMI-S provider is in status The SMI-S provider connection status. . 1547
HWNO021813E Fabric ID The ID of the fabric was not found. 1547
HWNO021814E The device device id cannot be contacted through the SMI-S provider SMI-S provider service URL. 1547
HWNO021899E Switch The wwn of the switch. has no associated Fabric. 1547
HWNO021901E The virtual disk size cannot exceed maximum size when creating space efficient virtual disks. 1548
HWNO021902E Invalid grain size. Valid values are valid values. 1548
HWNO021903E Authentication to ip or name of host failed. Please specify correct authentication information. 1548

HWNO021904E Connection to IP address or name of host failed with following operating system exception: exception text . Please make sure IP address is correct
and machine is up and running. If this is a SVC V4 machine, it could be that its RAS interface is not up. If this is a SVC V5, make sure the SMI-S provider is up and

running. 1548
HWNO021905E Connection to IP address or name of host failed with following operating system exception: exception text . 1549
HWNO21906E Failed to get native API entity from database. 1549
HWNO021907E The IP address The service URL of the SMI-S providers. was not resolvable in DNS. 1549
HWNO021908E Failed to get a proxy for calling NAPI discovery. 1549
HWNO21909E There are no IO Groups available for Virtual Disk creation. 1549
HWNO021910E Managed Disk ID The ID of the MDisk is not in unmanaged mode and cannot be added to the specified managed-disk group. 1549
HWNO021911E Another probe of storage subsystem The Name+Nameformat of the storage subsystem is already in progress. 1550
HWNO021912E Other probes of storage subsystems The list of Name+Nameformat of the storage subsystems are already in progress. 1550
HWNO021913E IBM Spectrum Control Device Server could not write to directory The directory. 1550
HWNO021914E SSH key file The SSH key file name is still in use, so it cannot be deleted. 1550
HWNO021915E IBM Spectrum Control Device Server could not delete the file The file. 1550
HWNO021916E The storage subsystem subsystem ID is not configured for file level management. 1551
HWNO021917E An invalid parameter Name of the parameter which was invalid was specified. The corresponding file system mount point does notexist. 1551
HWNO021919E The cluster ID The ID of the cluster. was not found. 1551
HWNO021920E The export ID The ID of the export. was not found. 1551
HWNO021921E The specified activity or protocol could not be used to change the export The ID of the export.. 1551
HWNO021922E The file system ID file_system_ID was not found. 1552
HWNO021923E Invalid parameter Name of the parameter which was invalid. File system does not exist. 1552
HWNO021924E The parameter Name of the parameter which was invalid is not a valid parameter. 1552
HWNO021925E The fileset ID fileset_ID was not found. 1552
HWNO021926E The WAN-cache source ID WAN_cache_source_id was not found. 1552
HWNO021927E The WAN-cache ID WAN_cache_source_id was not found. 1553
HWNO023000I The Optimization Execution task has started. 1553
HWNO023001E The task to optimize the volumes was not completed successfully. 1553
HWNO023002I The Optimization Execution task has completed. 1553
HWNO023003I The Optimization Execution task retrieved number recommendations 1553
HWNO0230041I The Optimization Automation request persisted recommendations to be processed. 1554
HWNO023005I The Optimization Execution task updated the status of number recommendations. 1554
HWNO023006I The Optimization Automation request begins processing number recommendations. 1554
HWNO023007W The recommendation being processed contains a virtual disk that is no longer detected. 1554
HWNO023008W The recommendation for virtual disk vdisk name contains a source storage pool that is no longer detected. 1554

HWNO023009W The recommendation for virtual disk vdisk name contains a target storage pool that is no longer detected. 1555




HWNO023010I Virtual disk vdisk name was successfully migrated from storage pool source pool name to storage pool target pool name. 1555
HWNO023011W The recommendation for virtual disk vdisk name contains a virtual disk that does not exist in the source storage pool source pool name or the

target storage pool target pool name. 1555
HWNO023012W The recommendation for virtual disk vdisk name contains a non-mirrored virtual disk that is now a mirrored virtual disk. 1555
HWNO023013W The recommendation for virtual disk vdisk name contains a mirrored virtual disk that is now a non-mirrored virtual disk. 1556
HWNO023014I The recommendation for virtual disk vdisk name requires more space on target pool target pool name to be processed. 1556
HWNO023015I Virtual disk vdisk name will now be migrated from storage pool source pool name to storage pool target pool name. 1556
HWNO023016I Successfully added virtual disk copy to virtual disk vdisk name. 1556
HWNO0230171 Synchronization for virtual disk vdisk name has completed synchronization percent% and requires about seconds to complete seconds to

complete. ___ 1556
HWNO023018I Synchronization for virtual disk vdisk name has completed. 1557
HWNO0230191I Successfully removed a virtual disk copy from virtual disk vdisk name. 1557
HWNO0230201 Successfully changed the synchronization rate of virtual disk vdisk name to syncrate%. 1557
HWNO0230211I Successfully changed the primary copy of virtual disk vdisk name. 1557
HWNO023022E There is no space available on target pool target pool name to migrate the virtual disk vdisk name. 1557
HWNO023023E Unable to submit request to add vdisk copy command for virtual disk vdisk name due to rc (rc). 1558
HWNO023024E Unable to complete request to add vdisk copy command for virtual disk vdisk name due to rc (rc). 1558
HWNO023025E Unable to submit request to get vdisk synchronization progress for virtual disk vdisk name due to rc (rc). 1558
HWNO023026E Unable to complete request to get vdisk synchronization progress for virtual disk vdisk name due to rc (rc). 1558
HWNO023027E Unable to submit request to remove vdisk copy command for virtual disk vdisk name due to rc (rc). 1559
HWNO023028E Unable to complete request to remove vdisk copy command for virtual disk vdisk name due to rc (rc). 1559
HWNO023029E Unable to submit request to change the synchronization rate for virtual disk vdisk name due to rc (rc). 1559
HWNO023030E Unable to complete request to change the synchronization rate for virtual disk vdisk name due to rc (rc). 1560
HWNO023031E Unable to submit request to change the primary copy for virtual disk vdisk name due to rc (rc). 1560
HWNO023032E Unable to complete request to change the primary copy for virtual disk vdisk name due to rc (rc). 1560
HWNO023033E The request failed. Message from failed request: message. 1560
HWNO023034E The Optimization Automation job completed with errors in the recommendations. 1561
HWNO023035W The Optimization Execution task completed with warnings. 1561
HWNO023036E The request failed because there were not enough extents in the storage pool. 1561
HWNO023037E The request failed because the number of copies of this volume would exceed the limit. 1561
HWNO023038E The request failed because the copy specified does not exist. 1561
HWNO023039E The following exception occurred during a migration request: exception 1562
HWNO023040E The migration request for volume vdisk name is already being processed. 1562
HWNO023041W The request to migrate the mirrored volume vdisk name is suspended because the secondary volume is offline. 1562
HWNO023042E The secondary copy needed for migration does not exist. 1562
HWNO023043I The mirrored volume migration for volume vdisk name will be ignored. 1563
HWNO023044I The mirrored volume migration for volume vdisk name will result in the current secondary volume becoming the primary volume. 1563
HWNO023045I The mirrored volume migration for volume vdisk name will result in the primary volume being migrated to the target pool. 1563
HWNO023046I The Migration of the previously abandoned Optimization Automation job has started. 1563
HWNO0230471 The Migration of the previously abandoned Optimization Automation job has completed. 1563
HWNO023048I The Optimization Automation cancellation job jobname has started. 1564
HWNO023049E The Optimization Automation cancellation job completed with errors. 1564
HWNO023050I The Optimization Automation cancellation job jobname has completed. 1564
HWNO023051I The Optimization Automation job jobname will be canceled. 1564
HWNO023052W The Optimization Automation job is not in progress. 1564
HWNO023053I The migration of volume vdisk name has been canceled. 1565
HWNO023054W The Optimization Automation job was canceled. 1565
HWNO023055I The volume that was chosen for transformation, vdisk name, is a secondary volume in a mirrored volume relationship. The secondary volume will

be migrated to the specified target pool or converted as specified. 1565
HWNO024000I An optimization analysis task was started. 1565
HWNO024001I The analysis is completed. 1565
HWN024002W Unable to retrieve any policy for Tier value. 1565
HWNO024003I Analyzed number_of_volumes volumes on tier tier_number for storage virtualizer subsystem_name. 1566
HWN024006W No target pools in subsystem value were selected. 1566
HWNO024011W Destination storage pool value in subsystem value was not considered. Reason: value. 1566
HWNO024012I It is recommended that number_of_volumes volumes on tier source_tier_number are moved to tier target_tier_number. 1566
HWNO024015I The optimization analysis of the value subsystem was started. 1566
HWNO024016W Volume value is already in the destination storage pool value. No recommendations will be generated for the volume. 1567
HWNO024018W No destination storage pools in Tier value have been specified for subsystem value. 1567
HWNO024019W The following pools on tier tier_number on the storage_system storage system cannot be balanced by redistributing or re-tiering volumes:
pool_names. _ 1567
HWNO0240201I Started analysis to balance pools on tier value. 1567
HWNO024021W The pool_name pool on tier tier_number on the storage_system storage system cannot be balanced by redistributing the volumes. 1567
HWNO024027I Storage Pool pool name has insufficient available space for volume volume name in storage pool pool name. 1568
HWN024030W One or more entities specified as input for the analysis could not be found or pools or volumes in some input entities could not be found._ 1568
HWNO024031W One or more entities specified as candidate destinations for the analysis could not be found. 1568

HWNO024032W For one or more mirrored volumes, both the primary and the secondary volume copies were chosen for transformation. You cannot transform both
volume copies in the same transform task. Only the primary volume copies are included for transformation. You can transform the secondary volume copies in a

separate transformation. 1568
HWNO024033W The volume volume name cannot be analyzed because it is not in a capacity pool. 1569
HWNO024034W The pool pool name cannot be analyzed because the pool is not in a capacity pool. 1569

HWNO024035W The storage virtualizer system name cannot be analyzed because the storage virtualizer is not in a capacity pool. 1569




HWNO024036W The operation to transform the volumes on the subsystem name storage virtualizer cannot be completed because the destination pools were not

available. 1569
HWNO024037E An unexpected error occurred. The operation to transform the volumes on the subsystem name storage virtualizer cannot be completed because

the destination pools were not identified. 1570
HWNO024043I The capacity pools of the source volumes were selected as the target pools. 1570
HWNO0240461 The option that was selected to handle volumes with mirrored volumes is: After optimization, set the copy of the secondary volume in the

destination pool as the primary volume. The original secondary volume remains the secondary volume. __ 1570
HWNO0240471 The number of days for collecting performance data to analyze the volumes is set to performance_data_collection_period. 1570
HWNO024050I Automatic tiering was selected to tier the volumes. 1570
HWNO0240511 The tiering analysis is starting. 1571
HWNO024052I Tier tier# has an I/O density threshold value of value per second per GiB. 1571
HWNO024053I Tier tier#, has a file age threshold value of value percent of files last accessed within time_unit. 1571
HWNO024054I The real capacity for the thin-provisioned volumes is set to value unit. 1571
HWNO024055I The auto expand property of the thin-provisioned volumes is set to yes/no. 1571
HWNO0240561 The warning level for thin-provisioned volumes is set to value %. 1572
HWNO0240571 The grain size that was specified for the thin-provisioned volumes is grain_size KiB. 1572
HWNO024058I The real capacity for the compressed volumes is set to value unit. 1572
HWNO0240591 The auto expand property for the compressed volumes is set to yes/no. 1572
HWNO0240601 The warning level for the compressed volumes is set to value. 1572
HWNO0240611 The option that was selected to handle volumes with mirrored volumes is: After optimization, set the secondary volume as the primary volume. The
volume in the destination pool is the secondary volume. 1573
HWNO0240621 The option that was selected for mirrored volumes is: Do not optimize volumes with mirrored volumes. 1573
HWNO024066I Tier tier# has an I/0 rate threshold value of value I/O per second. 1573
HWNO024067W Recommendations cannot be generated for number_of_volumes volumes because the volumes do not meet the tiering criteria for tier
current_tier_number or for any lower tier. 1573
HWNO024068W Recommendations cannot be generated to move number_of_volumes volumes from source_tier to tier target_tier_number due to the pool activity
limit value. 1573
HWNO024069W Recommendations cannot be generated to move number_of_volumes volumes from tier source_tier to to tier target_tier_number because the
destination storage pools do not have enough space. 1574
HWNO024070I The analysis to optimize subsystem storage_subsystem was completed. 1574
HWNO0240711 The option that was selected was to restrict the placement of volumes in capacity pools to destination storage pools in the same capacity pool. 1 574
HWNO024072W No file age information for volume volume name. 1574
HWNO024073W Storage pool {0} in tier {1} needs at least one additional storage pool in the same tier for the Balance Analysis to run on this tier. 1575
HWNO024074W Storage pool {0} in tier {1} and capacity pool {2} needs at least one additional storage pool in the same tier and capacity pool for the Balance

Analysis to run within this capacity pool and on this tier. _ 1575
HWNO024075W number_of_volumes volumes from storage pool pool could not be moved to the destination storage pools because the destination storage pools

do not have enough space. 1575
HWNO024076W number_of_volumes volumes from storage pool pool could not be moved to the destination pools because the destination storage pools are not in
the same capacity pool. 1575
HWNO024077W number_of_volumes volumes from storage pool pool could not be moved to the destination storage pools because the destination storage pools
would have exceeded the pool activity limit value. 1575
HWNO024078W number_of_volumes volumes from storage pool pool could not be moved to the destination storage pools because the destination storage pools
already have a volume copy. 1576
HWNO024079W Because of an internal error, the number of volumes in the pool storage pool that could not be moved to destination storage pools is
number_of_volumes. 1576
HWNO024080W Destination storage pool pool already contains a copy of storage volume volume. 1576
HWNO024081W Because the destination storage pool does not have sufficient available space, the volume storage volume in the source_pool storage pool cannot

be moved to the destination_pool destination storage pool. 1576
HWNO024082W Because the destination storage pool contains a copy of the mirrored volume, the volume volume in the source_pool storage pool cannot be

moved to the destination_pool destination storage pool. _ 1577
HWNO024083W Because of an internal error, the volume storage volume in the spool storage pool could not be moved to the destination_pool destination storage
pool. 1577
HWNO024084W Because the destination storage pools contain one or more copies of the mirrored volumes, the number of volumes that could not be moved from

tier source_tier to tier target_tier is number_of_volumes. 1577
HWNO024085W The pool_name storage pool cannot be balanced because the tier level of the pool was reset to none. 1577
HWNO024086E Recommendations cannot be generated because the tier level of the destination_pool_name destination storage pool was resettonone. 1578
HWNO024087W Recommendations cannot be generated for one or more of the volumes because collocated volumes cannot be placed in the same destination
storage pool. 1578
HWNO024088I The option to collocate volumes that are assigned to the same server or hypervisor was selected. 1578
HWNO0240891 The option to collocate volumes that are assigned to the same server or hypervisor was not selected. 1578
HWNO024090W Because the storage pools do not meet the service class requirements, the number of volumes that cannot be moved is no_volumes. 1578
HWNO024091W If the recommendation to move the volume_name volume to the storage_pool_name storage pool is implemented, the service class requirements

of the volume_name volume cannot be met. 1579
HWNO024092W Recommendations cannot be generated to move number_of_volumes volumes from tier source_tier to tier target_tier_number because the
destination storage pools do not meet the service class requirements of the volumes. __ 1579
HWNO024093I The number of volumes on tier tier_level that were not analyzed because of the instruction to exclude mirrored volumes from the analysis is
number_of_volumes volumes. _ 1579
HWNO024094W Valid target pools were not selected for the subsystem name storage virtualizer. 1579
HWNO0240951 The grain size for the thin-provisioned volumes was set to the default value of grain_size KiB. 1579

HWN024096W Volumes in the pool_name pool on tier tier_level cannot be moved to a higher tier to reduce the activity level of the pool to the user-defined levE5 80
HWN024097W Volumes in the pool_name pool on tier tier_level cannot be moved to a lower tier to reduce the activity level of the pool to the user-defined levql5 80
HWNO024098W Cannot generate recommendations to tier volumes from the storage_system_name storage system because all of the source volumes are in the

selected destination storage pools. 1580



HWNO0240991 The number of volumes that were excluded from the analysis to plan the tiering of the storage_system_name storage system is vols_count. The

volumes were excluded because performance data is not available for the volumes. 1580
HWNO024100I The number of volumes that were excluded from the analysis to plan the tiering of the storage_system_name storage system is vols_count. The
volumes were excluded from the analysis because the capacity of the volumes is zero. 1581
HWNO0241011 The number of volumes that were excluded from the analysis to plan the tiering of the storage_system_name storage system is vols_count. The
volumes were excluded from the analysis because the volumes are not assigned to pools that are tiered or the thresholds were not defined for the tiers. 1581
HWNO024102W The recommendation to move the storage_volume_name volume from the source_pool_name storage pool to the target_pool_name storage pool
was not generated because the status of the destination pool is offline or excluded. 1581
HWNO024103I Reclaiming volumes 1581
HWNO0241041 Planning for tiering volumes 1581
HWNO024105W The recommendation to move the storage_volume_name volume from the source_pool_name storage pool to the target_pool_name storage pool
will not be executed because the status of the destination pool is offline or excluded. 1582
HWNO024106W The recommendation to move the storage_volume_name volume from the source_pool_name storage pool was not generated because the status

of the volume is offline. 1582
HWNO024107W The recommendation to move the storage_volume_name volume from the source_pool_name storage pool to the target_pool_name storage pool
will not be executed because the status of the volume is offline. 1582
HWNO024108E The recommendations can't be shown because the analysis was not completed. 1582
HWNO024109W The data for the previous analyis of the storage_subsystem storage system was not deleted. 1583
HWNO024110E Volumes reclamation analysis failed for storage_subsystem storage subsystem. 1583
HWNO024111W Recommendations cannot be generated to move number_of_volumes volumes from tier source_tier to tier target_tier_number because there is no
potential destination pool assigned to the recommended tier. 1583
HWNO024112W Cannot generate recommendations to tier volumes from the storage_system_name storage system because the source storage pools and the
selected destination storage pools are assigned to the same tier. 1583
HWNO0242001 The days of the week to include in the analysis: days_of_week. 1584
HWNO024201I The time window for the performance data to include in the analysis is set to start time - end time. 1584
HWNO0242021 The time window for the performance data to include in the analysis is set to start time - end time. The end time occurs on the next day. 1584
HWNO024203W The volume storage_volume_name cannot be converted or moved because the target pools do not have sufficient available space or the target

pool types are incorrect for the operation. 1584
HWNO025000I Storage pool value in storage system value has storage from different types of back-end storage systems. Back-end disk data cannot be

determined. 1584

HWNO0250011 Storage pool value in storage system value has storage from unknown back-end storage system(s). Back-end disk data cannot be determined._1 585
HWNO0250021 Storage pool value in storage system value has storage from multiple back-end storage systems or from multiple pools in a single storage system.

Back-end disk data cannot be determined. 1585
HWNO025003I Storage pool value in storage system value has storage from a back-end storage pool with multiple disk types. Back-end disk data cannot be
determined. _ 1585
HWNO025004I Storage pool value in storage system value has storage from a back-end storage pool with a mixed raid type. Back-end disk data cannot be
determined. __ 1585
HWNO025005I Storage pool value in storage system value has storage from a back-end storage pool with multiple raid types. Back-end disk data cannot be
determined. _ 1586
HWNO0250061 Storage pool value in storage system value has storage from back-end disks of unknown type. Back-end disk data cannot be determined. 1586

HWNO025007I Storage pool value in storage system value has storage from unknown number of back-end disks. Back-end disk data cannot be determined._ 1586
HWNO025008I Storage pool value in storage system value has storage from back-end disks with unknown raid type. Back-end disk data cannot be determined.] 586

HWNO025009E Connection to Data Server failed. Make sure Data Server is up. 1587
HWNO025011W All of the target ports for the storage system are used for the provisioning request. The request might take a long amount of time. 1587
HWNO0250101 Collecting parent pool volumes for storage system: storage system identification. 1587
HWNO25011E The port the target port ID has a usage restriction which prevents it from being used as a target port for volume assignment. 1587
HWNO025012E The invocation of CIM method ExposePaths failed on SMI-S provider Name of SMI-S provider . The return code is Return code of method._ 1587
HWNO025013E The invocation of CIM method HidePaths failed on SMI-S provider Name of SMI-S provider . The return code is Return code of method. 1588
HWNO025014E The invocation of CIM method CreateOrModifyElementFromStoragePool failed on SMI-S provider Name of SMI-S provider . The return code is

Return code of method. _1588

HWNO025015E The invocation of CIM method ReturnToStoragePool failed on SMI-S provider Name of SMI-S provider . The return code is Return code of metho§l 589
HWNO025016E The invocation of CIM method DeleteStorageHardwarelID failed on SMI-S provider Name of SMI-S provider . The return code is Return code of

method. 1589
HWNO025017E A CLI command failed. Check the logs from EP working dir. 1590
HWNO25018E An error occured when attempting to parse the file File name. 1590
HWNO025019E The requested operation failed. Check the logs from EP working dir. 1590
HWNO025020E The volume cannot be created. The volume of size Size in pool Pool on storage system Subsystem cannot be created. The pool might already have

the maximum number of volumes allowed. 1590
HWNO025021E Unable to resolve the address for the device because the request was not processed by the data collector. 1590
HWNO025022E The data collection detected storage system New Subsystem with serial number new serial number instead of expected serial number expected
serial number. 1591
HWNO025025I Starting the task to send the report for schedule Schedule Id by email. 1591
HWNO0250261 The report title report is being created. 1591
HWNO0250271 The report title report with ID report id is being sent by email to the reports recipients. 1591
HWNO025028I The report title report with ID report id was sent by email to the reports recipients. 1591
HWNO025029E Can't retrieve the configured settings of the report for schedule Schedule Id . 1591
HWNO25030E The report can't be sent because the email server was not configured. 1592
HWNO025031E Can't send the report title report with ID report id by email because of the following error: reported_error. 1592
HWNO0250311I To view the report, choose HTML as the message format or use an email application that supports HTML message formats. 1592
HWNO025032E Job failed during post processing of collected data from the data source. 1592
HWNO025033E Failed to send the report name report for schedule Schedule Id. 1593
HWNO025034I Created number_of_servers agentless servers automatically. 1593
HWNO025035I Removed number_of_servers agentless servers automatically. 1593

HWNO025036E Can't save the report in the directory. 1593




HWNO25037E Can't save the report because the path specifies a file name instead of a directory name. 1593
HWNO025038E Can't save the report, because the directory doesn't exist. 1593
HWNO025039E Can't save the report because the directory doesn't have enough disk space. 1594
HWNO0250401I The report title report with ID report id is being saved as report file name in the full path directory. 1594
HWNO0250411 The report title report with ID report id was saved as report file name in the full path directory. 1594
HWN099990I The method name of the Device Server method of the device server returned return value @( execution context information). 1594
HWN099991I info trace message@(execution context information) 1594
HWN099992W warning trace message@(execution context information) 1595
HWNO099993E error/exception trace message @(execution context information) 1595
HWN099994I An object of class name of the class has been instantiated @(execution context information). 1595
HWNQ099995I |=== class name.method name entry, parameter(s): parameter value(s) @(execution context information). 1595
HWN0999961 ===| class name.method name exit, return value: method return value ( execution time in milliseconds) @(execution context information). 1595
HWNO0999971 External service name of the (DM) external service will be invoked with parameter(s) parameter value(s)@(execution context information). 1596
HWNO099998I Invocation of external service name of the (DM) external service returned result invocation result@(execution context information). 1596
HWN0999991 The method name of the device server method of the device server was invoked with parameters invocation parameters@(execution context

information). _ 1596
HWN200000I Probe of switch switch_name completed successfully. 1596
HWN200001I Started post-processing tasks after data was collected for switch switch_name. 1596
HWN6001I Operation operation completed successfully. 1597
HWN6002I Unable to set up NLS message file processing. 1597
HWN6003E Unable to set up tracing. 1597
HWN6004E Operation operation failed. 1597
HWN6005E Unknown operation operation. 1597
HWN6006E Could not initialize connection, rc is rc 1597
HWN6007E Could not parse command arguments: arg 1598
HWN6008E Error processing command: command 1598
HWN6009E Missing 'operation' property in input file 1598
HWN6010I Task arg completed successfully 1598
HWN6011E Task arg failed 1598
HWN6012E Cannot connect to this IP, switching to IP 1598
HWN6013E An IBM XIV CLI command failed. The error is arg. 1599
HWN60141 Command arg completed successfully 1599
HWN6015E Command command failed. 1599
HWN6016I Connected with IP address IP 1599
HWN60171 Started creation of volume with size size in pool pool. 1599
HWN6018I Volume creation completed successfully. New volume volume created with size size in pool pool. 1600
HWN60191 Started deletion of volume volume in pool pool. 1600
HWN60201 Volume deletion completed successfully. Volume wolume deleted in pool pool 1600
HWN60211 Started creation of host host with initiator ports ports 1600
HWN60221 Finished creation of host host with initiator ports ports 1600
HWN60231 Started assignment of volume volume to host host. 1600
HWN6024I Finished assignment of volume volume to host host. 1601
HWN6025I Started unassignment of volume volume from host host. 1601
HWN60261 Finished unassignment of volume volume from host host 1601
HWNEPOO0O01I Successfully persisted number of count instances. 1601
HWNEPOOO2E The probe failed as the data collector couldn't write to its output file, value. 1601
HWNEPOOO3E A DS8000 ESSNI command failed. The error code is error_code. 1602
HWNEPOO0O04I Started creation of volume group volume_group. 1602
HWNEPOOO5I Finished creation of volume group volume_group with subsystem volume group number number . 1602
HWNEPOO0O06I Started adding volumes, with serial numbers volume_list, to subsystem volume group volume_group_number . 1602
HWNEPOO0O7I Finished adding volumes to volume group. 1602
HWNEPOO0O08I Started assignment of host host on subsystem subsystem to volume group volume_group. 1603
HWNEPOO0O09I Finished assigning host on subsystem subsystem to volume group volume_group. 1603
HWNEPO0O010I Started removing volumes, with serial numbers volume_list, from subsystem volume group volume_group_number . 1603
HWNEPO0011I Finished removing volumes, with serial numbers volume_list, from subsystem volume group volume_group_number . 1603
HWNEPO0012I Increased virtual capacity of storage pool storage_pool on subsystem subsystem to size size . 1603
HWNEPO0013I Collecting pools for storage system storage system identification. 1604
HWNEP0014I Collecting volumes for lss logical subsystems on storage system storage system identification. 1604
HWNEPO0O015I Collecting volume groups on storage system storage system identification. 1604
HWNEPO0O016I Collecting hosts on storage system storage system identification. 1604
HWNEPO0O0171 value Hosts Found. 1604
HWNEPOO018I Launching external process for devices devices. 1604
HWNEPO0O0191I External process for devices devices completed successfully. 1605
HWNEPOO20E Could not create connection to NAPI The IP for the NAPL.. 1605
HWNEPOO021E ESSNI API query for Space Efficient Volume failed with ESSNI code ESSNI Code. Data from ESSNI is considered suspect. 1605
HWNEPO0022I Started deletion of volume group with number volume_group_number. 1605
HWNEPO0023I Finished deletion of volume group with number volume_group_number. 1605
HWNEPO100I Probing Volumes for Storage System: value 1606
HWNEPO101I Number of Volumes currently found: value. Continuing to probe Volumes. 1606
HWNEPO0102I value Volumes found. 1606
HWNEPO0103I Probing Configured Disks for Storage System: value. 1606

HWNEPO02104I Number of Configured Disks Found Currently: value. Continuing to Probe Disks.

1606




HWNEPO105I value Configured Disks Found. 1607

HWNEPO106I Probing Views of Host Initiator access to Volumes. 1607
HWNEPO1071I Finished probing Views. 1607
HWNEPO02108I Initializing Probe for storage system storage system identification. 1607
HWNEPO01091 Probe for storage system storage system identification completed. 1607
HWNEPO0110I Collecting Nodes and fibre channel ports for storage system storage system identification. 1607
HWNEPO111E The connection to the storage device failed. The error code is error_code. 1608
HWNEPO113E The cluster IP address is not specified in the configuration file. 1608
HWNEPO114E The trustore location is not specified in the configuration file. 1608
HWNEPO115E The IBM Spectrum Control data is out of synch with the device configuration and a re-probe is required for device device name . 1608
HWNEPO116E The user configured for the subsystem subsystem name is not permitted to perform the requested action. 1609
HWNEPO117E The virtual disk (VDisk)-to-host mapping was not created because the volume vdiskName is already mapped to the hostName host for the Device
deviceName 1609
HWNEPO0115I Starting Control Process for storage system storage system identification. 1609
HWNEPO0116I Started deletion of volume VolumeID on subsystem Subsystem . 1609
HWNEPO01171 Volume deletion completed successfully. Volume VolumeID on subsystem Subsystem was deleted. 1609
HWNEPO0118I Started adding Managed Disk(s) Managed Disk ID to Managed-disk group Managed Disk group name on subsystem Subsystem. 1610
HWNEPO01191 Finished adding Managed Disk(s) Managed Disk ID to Managed-disk group Managed Disk group name on subsystem Subsystem. 1610
HWNEPO01201 Started creation of volume with size Size in pool Pool on subsystem Subsystem 1610
HWNEPO01211I Volume creation completed successfully. New volume VolumelD created with size Size in pool Pool on subsystem Subsystem . 1610
HWNEPO0122I Started assignment of volume VolumeID on subsystem Subsystem to initiator port Initiator Port on host Host . 1610
HWNEPO0123I Finished assignment of volume VolumelD on subsystem Subsystem to initiator port Initiator Port on host Host Name . 1611
HWNEPO0124I Started unassignment of volume VolumeID on subsystem Subsystem from initiator port Initiator Port on host Host Name . 1611
HWNEPO125I Finished unassignment of volume VolumeID on subsystem Subsystem from initiator port Initiator Port on host Host Name . 1611
HWNEPO01261 Started creation of host host name on subsystem Subsystem with initiator ports WWPNs . 1611
HWNEPO01271 Finished creation of host host name on subsystem Subsystem with initiator ports WWPNs . 1611
HWNEPO0128I Host name hostName already exists for the WWPNs wwpns on the device Subsystem 1612
HWNEPO129E The operation failed because the device returned unexpected values. 1612
HWNEPO130E A IBM XIV CLI command failed. The error is error_code. 1612
HWNEPO01311I The host definition for host host name on subsystem Subsystem contains additional Hostports WWPNs that will also be assigned to Volume
VolumelD. _ 1612
HWNEPO0132E The unassignment of Volume VolumelD from hostport WWPN failed because the definition for host host name on subsystem Subsystem contains
additional hostports WWPNs . 1612
HWNEPO133E Error invoking the external process for device device name . 1613
HWNEPO134E Following exception occurred: exception . 1613
HWNEPO135E External process failed with error code error code . 1613
HWNEPO136E Error connecting to IP address with user ID user ID . 1613
HWNEPO1371 Job job ID submitted for device device name . 1613
HWNEPO138I External process was successfully executed for device device name . 1614
HWNEPO01391I An instruction was issued to add a copy of the volume_name volume_size-byte volume in the pool_name pool on the storage_system_name

storage system. _ 1614
HWNEPO0140I The copy of the volume_name volume_size-byte volume with the copy ID of VolumelD in the pool_name pool on the storage_system_name storage
system was added successfully. 1614
HWNEPO01411I Probing Internal Drives for Storage System: value. 1614
HWNEPO01421 Number of Internal Drives Found Currently: value. Continuing to Probe Internal Drives. 1614
HWNEPO0143I value Internal Drives Found. 1615
HWNEPO01441I Probing Pools for Storage System: value. 1615
HWNEPO145I Number of Pools Found Currently: value. Continuing to Probe Pools. 1615
HWNEPO01461 value Pools Found. 1615
HWNEPO01471 Collecting asset and status information about storage_system_id storage system. 1615
HWNEP0148I Collecting cluster information for storage_system_id storage system. 1615
HWNEPO01491I Collecting file system exports for storage_system_id storage system. 1616
HWNEPO0150I Collecting nodes for storage_system_id storage system. 1616
HWNEPO01511I Collecting file systems for storage_system_id storage system. 1616
HWNEPO0152I Collecting pools for storage_system_id storage system. 1616
HWNEPO0153I Collecting file system storage for storage_system_id storage system. 1616
HWNEPO0154I Collecting filesets for storage_system_id storage system. 1617
HWNEPO0155I Collecting links between file systems and nodes for storage_system_id storage system. 1617
HWNEPO01561 Collecting quotas for storage_system_id storage system. 1617
HWNEPO1571 Collecting file system snapshots for storage_system_id storage system. 1617
HWNEPO0158I Collecting capacity for file_system_id file system. 1617
HWNEPO01591 Creating the export export name on cluster cluster name . 1618
HWNEPO0160I The export export name on cluster cluster name with path export path was created. 1618
HWNEPO161I The export export name on cluster cluster name is being changed. 1618
HWNEPO01621 The export export name on cluster cluster name was changed. 1618
HWNEPO0163I Setting quota quota type - quota name on file system file system name . 1618
HWNEPO0164I Quota quota type - quota name on file system file system name has been created. 1618
HWNEPO165I Checking quota on file system file system name . 1618
HWNEPO1661 Quota on file system file system name has been checked. 1619
HWNEPO167I The export export name on cluster cluster name is being removed. 1619
HWNEPO168I The export export name on cluster cluster name was removed. 1619

HWNEPO169E Command: command did not complete. IBM SONAS CLI message 1619




HWNEPO170I Creating fileset fileset name on file system files system name . 1619
HWNEPO01711I Successfully created fileset fileset name on file system file system name . 1620
HWNEPO1721 Removing fileset fileset name on file system files system name . 1620
HWNEPO173I Successfully removed fileset fileset name on file system file system name . 1620
HWNEPO0174I Modifying fileset fileset name on file system files system name . 1620
HWNEPO175I Successfully modified fileset fileset name on file system file system name . 1620
HWNEPO01761I Creating file system file system on cluster cluster name . 1621
HWNEPO01771 Successfully created file system file system on cluster cluster name . 1621
HWNEPO0178I Changing file system file system on cluster cluster name . 1621
HWNEPO179I Successfully changed file system file system on cluster cluster name . 1621
HWNEPO180I Removing file system file system on cluster cluster name . 1621
HWNEPO181I Successfully removed file system file system on cluster cluster name . 1622
HWNEPO0182I Mounting file system file system . 1622
HWNEPO0183I Successfully mounted file system file system . 1622
HWNEP0184I Unmounting file system file system . 1622
HWNEPO0185I Successfully unmounted file system file system . 1622
HWNEPO186I Linking fileset fileset on file system file system . 1622
HWNEPO1871 Successfully linked fileset fileset on file system file system . 1623
HWNEPO0188I Unlinking fileset fileset on file system file system . 1623
HWNEP01891 Successfully unlinked fileset fileset on file system file system . 1623
HWNEPO190E The IBM Spectrum Control server could not connect to IP address using the SSH protocol. 1623
HWNEPO191E The IBM Spectrum Control server could not authenticate with IP address using the SSH protocol. 1623
HWNEPO192E The IBM Spectrum Control server could not execute a command on the IBM Storwize V7000 Unified/IBM SONAS device at IP address . 1624
HWNEPO193E The command name command failed because the following command executed on the NAS device failed with the return code return code :

command returned: command output _ 1624
HWNEPO01951 modify fileset 1624
HWNEPO01961 change export 1624
HWNEPO0197I create export 1624
HWNEPO0198I remove export 1624
HWNEPO01991I create fileset 1625
HWNEPO0200I link fileset 1625
HWNEPO0201I remove fileset 1625
HWNEP0202I unlink fileset 1625
HWNEP0203I change filesystem 1625
HWNEPO0204I create filesystem 1626
HWNEPO0205I mount filesystem 1626
HWNEPO0206I remove filesystem 1626
HWNEPO0207I unmount filesystem 1626
HWNEP0208I check quota 1626
HWNEP02009I set quota 1626
HWNEP0210I probe 1627

HWNEP0211W The command name command completed, however during post-processing the following command executed on the NAS device failed with the
return code return code : command returned: command output As a result, the IBM Spectrum Control database is now out of sync with the current state of the

NAS device.
HWNEP0212I create disk in modifying file system

1627
1627

HWNEP0213I Started deletion of host host name on subsystem Subsystem .

1627

HWNEPO0214I Finished deletion of host host name on subsystem Subsystem .

1627

HWNEPO0215I Collecting cache information for storage_system_id storage system.

1628

HWNEP02161 remove cached source

1628

HWNEPO02171 create cached node

1628

HWNEP0218I remove cached node

1628

HWNEP02191I create cache

1628

HWNEP0220I remove cache

1628

HWNEP0221I modify cache source

1629

HWNEP0222I Creating cache source cache_source_name on cluster file_system_name.

1629

HWNEPO0223I Created cache source cache_source_name on cluster file_system_name.

1629

HWNEP02241 Removing cache source cache_source_name on cluster file_system_name.

HWNEP0225I Removed cache source cache_source_name on cluster file_system_name.

HWNEP02261 Modifying cache source cache_source_name on cluster file_system_name.

HWNEP02271 Modified cache source cache_source_name on cluster file_system_name.

1629

1629

1630

1630

HWNEP0228I Creating cache cache_name on file system file_system_name.

1630

HWNEPO02291 Created cache cache_name on file system file_system_name.

1630

HWNEP0230I Removing cache cache_name on file system file_system_name.

1630

HWNEPO0231I Removed cache cache_name on file system file_system_name.

1631

HWNEP0232I Modifying cache cache_name on file system file_system_name.

1631

HWNEP0233I Modified cache cache_name on file system file_system_name.

1631

HWNEP0234I modify cache

1631

HWNEPO0235I create cached source

1631

HWNEP02361 Configuring nodes node_names as cached nodes.

1631

HWNEP02371 Configured nodes node_names as cached nodes.

1632

HWNEP0238I Unconfiguring cached nodes node_names.

1632

HWNEP02391 Unconfigured cached nodes node_names.

1632




HWNEP0240I Executed control operation on cache cache_name on filesystem file_system_name . 1632

HWNEP02411I control cache 1632
HWNEPO0242I run prepop 1633
HWNEP0243I list prepop 1633
HWNEP02441I Retrieving cache prepopulation status for file system file system name . 1633
HWNEPO0245I Cache prepopulation status for file system file system name has been retrieved. 1633
HWNEPO0246I Prepopulate cache data for fileset fileset_name on file system file_system_name using policy policy_name. 1633
HWNEP0247I Command to pre populate cached data for fileset fileset_name was successful. 1633
HWNEP0248W An error was encountered while parsing protocol options for export export_name. The options were not persisted, the probe will continue.__ 1634
HWNEPO0249W The connection to the storage device failed. The error code is error_code. 1634
HWNEPO0250I Started adding initiator port(s) initiator ports to host host name on subsystem subsystem . 1634
HWNEPO02511 Finished adding initiator port(s) initiator ports to host host name on subsystem subsystem . 1634
HWNEP0252W A CLI command completed with warning. The warning message is : warning_message 1635
HWNEP0253W Volume creation completed with warning. New volume VolumelD created with size Size in pool Pool on subsystem Subsystem . 1635
HWNEPO0254W Volume deletion completed with warning. Volume VolumeID on subsystem Subsystem was deleted. 1635
HWNEPO255I The task to execute the recommendations for optimizing the volumes on the storage system with an ID of storage_system_id was paused._ 1635
HWNEPO0256I The task for optimizing the volumes on the storage system with an ID of storage_system_id was canceled. 1635
HWNEPO0257I The task for optimizing the volumes on the storage system with an ID of storage_system_id was resumed. 1636
HWNEPO258E The optimization task cannot be paused because the synchronization rate for the volume cannot be reset. The ID of the volume is volume_id and

the ID of the storage system is storage_system_id. 1636
HWNEPO259E The optimization task cannot be resumed because the synchronization rate for the volume cannot be reset. The ID of the volume is volume_id and

the ID of the storage system is storage_system_id. 1636
HWNEPO0260I Started creation of host port host port name on storage system Storage System with initiator port WWPN . 1636
HWNEPO02611I Finished creation of host port host port name on storage system Storage System with initiator port WWPN . 1637
HWNEPO0262E The recommendation for the volume_name volume was not implemented because the command that was issued by the storage virtualizer

returned the following error: error_message _ 1637
HWNEPO0263I The synchronization of the volume_name volume with the volume copy was successful. 1637
HWNEPO0264E The synchronization of the volume_name volume with the volume copy was unsuccessful. 1637
HWNEPO265E The CLI command that was issued for the storage_system_name storage system failed and generated the following error: error_message 1637
HWNEPO02661 Started expanding the capacity of volume volume on subsystem subsystem from oldsize to newsize bytes. 1638
HWNEPO02671 Finished expanding the capacity of volume volume on subsystem subsystem to newsize bytes. 1638
HWNEPO268E The server operating system or version is not supported by IBM Spectrum Control for IBM Spectrum Scale. 1638
HWNEPO269E The IBM Spectrum Scale cluster information cannot be displayed. All the nodes in the cluster are down or cannot be contacted. 1638
HWNEPO270E The switch cannot respond to SNMP queries because of an authentication error. 1639
HWNEPO0271E The following password decryption exception occurred: exception 1639
HWNEPO0272E The switch cannot respond to SNMP queries because of the following exception: exception 1639
HWNEPO0273E The following exception occurred because the OID format is incorrect: exception 1639
HWNEPO0274E The switch cannot respond to SNMP queries because of a timeout problem. 1639
HWNEPO0270I Retrieved the file module address file_module_address. 1640
HWNEPO02711I No quota data was collected. Quota limits are not activated for the file systems that are associated with the IBM Spectrum Scale cluster. 1640
HWNEPO0272I Collecting file systems that are mounted on the nodes of storage system storage_system_id. 1640
HWNEP0275W One or more operations failed for the CLI command that was issued for the storage system. The following error was generated: errorMsg. 1640
HWNEPO0276E Command execution failed because sudo is not installed. 1640
HWNEPO02771 Commands are executed through 'sudo'. 1641
HWNEPO278E User can not execute command through sudo. 1641
HWNEP02791I Collecting remote file systems for storage_system_id storage system. 1641
HWNEP0280I Collecting remote file systems that are mounted on the nodes of storage system storage_system_id. 1641
HWNEPO281E The switch is returning corrupted data. 1641
HWNEPO282E Zoning data cannot be collected because there is a transaction in progress on the switch 1642
HWNEPO0283E VSAN vsan_name was not found. 1642
HWNEPO284E No zoning data collected from the switch. 1642
HWNEPO0285E Cannot authenticate to the object storage using the specified user credentials. 1642
HWNEPO286E An object storage request failed on the GPFS cluster. 1642
HWNEPO287E Error when collecting Accounts information from Object Storage Service using REST protocol. 1643
HWNEPO288E Error when collecting Containers information from Object Storage Service using REST protocol. 1643
HWNEPO0281I Collecting object storage accounts for storage_system_id storage system. 1643
HWNEP0282I Collecting object storage containers for storage_system_id storage system. 1643
HWNEPO0289E Failed to retrieve container information because the number of containers now exceeds the maximum number of containers that can currently be
collected for an account (MAX Containers ). 1643
HWNEPO290E The probe failed to retrieve object storage account information from the storage system storage_system_id because the userid user does not have

the required authority. 1644
HWNEPO291E The probe failed to retrieve object storage container information from the storage system storage_system_id because the userid user does not

have the required authority. 1644
HWNEPO0292E Cannot query the object service for information about accounts and containers as the specified user does not have admin privileges. 1644
HWNEP0293W The probe did not collect information about all the object accounts for the storage system storage_system_id as the userid user does not have
sufficient authority on the storage system. 1645
HWNEP0294W An authentication error prevented the switch from responding to SNMP queries regarding the ability of the switch to perform zone control. 1645
HWNEP0295W A timeout prevented the switch from responding to SNMP queries regarding the ability of the switch to perform zone control. 1645
HWNEP0296W The switch cannot respond to SNMP queries to check the ability of the switch to perform zone control because of the following exception:

exception __ 1645
HWNEPO0297W The switch cannot respond to SNMP queries to check the ability of the switch to perform zone control because of the following exception:

exception ___ 1646

HWNEP0298I Collecting IBM Cloud Object Storage configuration. 1646




HWNEP02991I Collecting IBM Cloud Object Storage vaults. 1646

HWNEPO0300I Collecting detailed IBM Cloud Object Storage status. 1646
HWNEPO301W The IP address ip_address for the FlashSystem storage system is not the management IP address. 1646
HWNEPO0302I Collecting Transparent Cloud Tiering information for storage_system_id storage system. 1647
HWNEPO0303I No Transparent Cloud Tiering configuration was detected on the IBM Spectrum Scale cluster. 1647
HWNEPO304E Cannot connect to IBM Cloud Object Storage. 1647
HWNEPO305I Collecting disk controllers for storage system storage system identification. 1647
HWNEPO0306I Collecting disks for storage system storage system identification. 1648
HWNEPO0307I Collecting CIFS shares for storage system storage system identification. 1648
HWNEPO0308I Collecting NFS exports for storage system storage system identification. 1648
HWNEPO03091I The data is being collected by the data collector: data collector host. 1648
HWNEPO0310I Discovery found number storage systems. 1648
HWNEPO0311I Probing nodes or directors for storage system name storage system. 1649
HWNEP0312I Probe found number nodes or directors. 1649
HWNEPO0313I Probing pools for storage system name storage system. 1649
HWNEPO0314I Probe found number pools. 1649
HWNEPO0315I Probing disk groups for storage system name storage system. 1649
HWNEPO03161 Probe found number disk groups. 1649
HWNEPO03171 Probing disks for storage system name storage system. 1650
HWNEP0318I Probe found number disks. 1650
HWNEPO0319I Probing host connections for storage system name storage system. 1650
HWNEPO0320I Probing ports for storage system name storage system. 1650
HWNEPO03211I Probing volumes for storage system name storage system. 1650
HWNEP0322I Probe found number volumes. Continuing to probe volumes. 1651
HWNEPO0323I Probe found number volumes for storage system name storage system. 1651
HWNEP03241I Probing NAS nodes for storage system name storage system. 1651
HWNEPO0325I Probe found number NAS nodes. 1651
HWNEPO0326I Probing file systems that are mounted on the NAS nodes of storage system name storage system. 1651
HWNEPO03271 Probe found number file systems. 1651
HWNEPO0328I Probing file system exports for storage system name storage system. 1652
HWNEPO329W profile name version version number SMI-S Profile is not supported. 1652
HWNEPO330E Unable to find minimum required SMI-S profile to proceed with requested task. 1652
HWNEPO0331I Probing copy pair relationships for storage system name storage system. 1652
HWNEPO0332I Probe found number copy pairs. 1652
HWNEP1111E There is no connection for the specified device. 1653
HWNEP1112E No SSH server found on the device. 1653
HWNEP1113E Unsupported version. 1653
HWNEP1114E The connection to the device failed. 1653
HWNEP1115E Authentication failed. 1653
HWNEP1116E Unknown host. 1654
HWNEP1117E The passphrase is wrong. 1654
HWNEP1118E The passphrase is missing. 1654
HWNEP1119E Unknown error. 1654
HWNEP1120E ESSNI not available. 1654
HWNEP1121E Private key not found. 1654
HWNEP1122E Invalid format for the private key. 1655
HWNEP1123E Unable to establish a connection to the device through http port 80. 1655
HWNEP21124I Log collection successfully started for storage system name storage system. 1655
HWNEP1125E The activity requested is already in progress on storage system name storage system. 1655
HWNEP11261 The support log activity has started successfully storage system name storage system. 1655
HWNEPO112E The CLI command that was issued for the storage system failed and generated the following error: error_message 1656
HWNEP211271 The probe failed to retrieve encryption information from the storage system storage_system_id because the userid user does not have the required
authority. 1656
HWNEP1128E The process failed because it was unable to find the Export Tool. Expected location was loc of tool. 1656
HWNEP1129E The process failed because the userid or password provided failed to connect to the Export Tool. 1656
HWNEP1130E The process failed because the Hitachi SVP was busy and did not return data or timed out. 1657
HWNPMb5412E Performance statistics collection is not enabled. 1657
HWNEP1131E The probe failed to connect to the storage management service because of invalid credentials. No performance manager data can be collected

from device id until valid credential are available. 1657
HWNEP1132W Can’t collect further system information because the device returned unexpected values. 1657
NADOOO1I Connecting to hostname using protocol protocol. 1657
NADOOO2W Connection to hostname failed using protocol protocol: error. 1657
NADOOO3I Connected to hostname using protocol protocol. 1658
NADOOOS5E Connection to hostname failed using protocol protocol: error message. 1658
NADOOOGE Exception thrown for method method name: error message. 1658
NADOOOQ7I Closing connection to hostname. 1658
NADOOOSE Invalid protocol protocol passed to method name. 1658
NADOO1O0E Invalid parameter(s) parameter name passed to method name. 1658
NADOO013I Installing GUID on remote machine: hostname. 1658
NADOO14I GUID successfully installed on remote machine: hostname. 1658
NADOO18E Command on remote machine: host name failed. Error code = value executing command value. 1659

NADOO19E Parameter parameter passed to method is null or O length. 1659




NADOO55E Failed to connect to remote host host.

1659

NADO00971 Opening connection to hostname.

1659

NADO0180I Installing re-distributable package on .

1659

NADO0181I Install of re-distributable package on succeeded.

1659

NADO182E Failed to install re-distributable package on .

1659

NADO186I Trying to locate package TIVguid using pkginfo ...

1659

NADO01871 Package TIVguid is not installed.

1659

NADO0188I Checking TIVguid default install path : path ...

1660

NADO0259W Unable to determine Storage Resource Agent version on host . Fabric Discovery will not be invoked.

NADO145E Cannot get version information from agent on host .

1660

1660

NADO146E The connection to remote machine failed because the Remote Execution and Access component was unable to create a temporary directory on the

remote machine. Remove unneeded ~CSRI* directories in the remote machine's temporary directory.

NADO156E The server host_address cannot be reached because the host name or IP address is not recognized.

1660
1660

NADO157E The server host_name cannot be contacted. The server might be down, unreachable due to network problems, or the SSH credentials might be invalglg ]

NADO260I Agent is active.

1661

NADO272W The connection to the Storage Resource Agent on host name was not established. Retrying using the IP address.

NADO274E An SSH certificate certificate name already exist.

1661

1661

NADO275E Failed to connect to remote host hostname and port. Failed to establish a secure connection.

1661

NADO276E Failed to connect to remote host hostname and port. Failed to establish a secure connection because the SSL handshake failed.
NADO277E Failed to connect to remote host hostname and port. Failed to establish a secure connection because of an invalid SSL key.

1662
1662

NADO278E Failed to connect to remote host hostname and port. Failed to establish a secure connection because the identity of the peer could not be verified.1 662

NADO279E Failed to connect to remote host hostname and port. Failed to establish a secure connection because of an SSL protocol error.

1662

NADO281E The Storage Resource agent cannot be deployed because of insufficient space or other issues on the target system. The error is: error message. 1663
BTAVM2272W Unsupported virtual disk backing info for disk "Disk name" of hypervisor Hypervisor name, virtual machine "VM name": Virtual disk type. 1663

BTAVM2273W Unable to find file "File name" which is the backing device of the virtual disk "Disk name" of hypervisor Hypervisor name, virtual machine "VM

name".
BTAVM2274W Probe of hypervisor Name of the Hypervisor completed with warnings.

_1663
1663

BTAEC - Event correlator messages

1663

BTAEC1020W The Device Server cannot listen for Forwarded SNMP Traps on port {0}. Port {1} will be used instead.

BTAHM - Host manager messages

1664

1664

BTAHM2501E The service name Service failed to start due to condition.

1664

BTAHM2520E Agent agent name has been marked inactive.

1664

BTAHM2521E The agent returned an invalid name.

1664

BTAHM2522E agent name is not a known agent.

1664

BTAHM2524E The agent returned an invalid port number.

1665

BTAHM2525E Agent agent name cannot be removed because it is active.

1665

BTAHM2527E Unexpected error java error.

1665

BTAHM2528I Agent host name has been marked active.

1665

BTAHM25511 An inactive agent agent name has been removed.

1665

BTAHM25801 The service name service started.

1665

BTAHM2581I The service name service is shut down.

1665

BTAIC - Inband change agent messages

1666

BTAIC1200E The InbandChangeAgent cannot contact the EventCorrelator.

1666

BTAIC1201E An error occurred while reading the InbandEvents file.

1666

BTAIC1202E The InbandChangeAgent thread has been interrupted.

1666

BTAIC1203E The InbandChangeAgent failed to execute the Event.exe command.

1666

BTAIC1204E The AIX protocol driver must be uninstalled to prevent it from interfering with the EventScanner.

BTAIC1205E In-band event notification requires at least maintenance level 2 for AIX 5.2.

1667

1667

BTAIC1206E In-band event notification requires at least maintenance level 1 for AIX 5.3.

1667

BTAIC1207E The version of AIX that is running on this managed host is not supported.

1667

BTALG - Logging toolkit messages

1667

BTALGOO0O01I Logging Toolkit is ready.

1669

BTALG0002I log add <logger_name>

1669

BTALG0O003I -handler=<handler_name>

1670

BTALGO004I log debug {on|off}

1670

BTALGO0O0S5I log get

1670

BTALGOOO06I -filterkey

1670

BTALGOOOQ7I -locale

1670

BTALGO008I -format

1670

BTALGO009I -maxfiles

1670

BTALG0010I -maxfilesize

1670

BTALG0011I log get <object_name>

1671

BTALG0012I -filename

1671

BTALGO0013I -filterkey

1671

BTALG0014I -formatter

1671

BTALGO015I -handlers

1671

BTALG0016I -locale

1671

BTALGO0017I -logstate

1671

BTALG0018I -maxfiles

1671

BTALG0019I -maxfilesize

1671

BTALG0020I log help

1672

BTALGO021I log list

1672




BTALG00221I -formatters 1672
BTALG0023I -locales 1672
BTALG00241I -loggers 1672
BTALG0025I -handlers 1672
BTALGO0026I log remove <logger_name> 1672
BTALG00271 -handler=<handler_name> 1672
BTALG0028I log set 1672
BTALG00291 -defaults 1673
BTALGO030I -filterkey <INFO|[ERROR|WARN> 1673
BTALGO031I -format {plain_text|pdxml} 1673
BTALG00321 -locale {<locale>|default} 1673
BTALGO033I -maxfiles <max_files> 1673
BTALG0034I -maxfilesize <max_file_size> 1673
BTALGO0035I log set <object_name> 1673
BTALG00361 -filename <file_name> 1673
BTALG00371 -filterkey <INFO|ERROR|WARN> 1674
BTALGOO038I -formatter <formatter_name> 1674
BTALGOO039I -locale <locale> 1674
BTALG00401I -logstate {on|off} 1674
BTALG0041I -maxfiles <max_files> 1674
BTALG0042I -maxfilesize <max_file_size> 1674
BTALG0043I Invalid number of parameters. 1674
BTALG00441 Invalid option. 1674
BTALGOO045I Function not supported for native loggers. 1674
BTALGO046I Locale is set to locale. 1675
BTALGO0471 Logger is state. 1675
BTALG0048I on 1675
BTALGO0491 off 1675
BTALGOO050I Attached handlers are handlers. 1675
BTALGOO511I Filterkey is set to filterkey. 1675
BTALGO0521 Format is set to format. 1675
BTALGOO053I Formatter is set to formatter. 1675
BTALGO0054I Filename is set to filename. 1675
BTALGO055I Maxfiles is set to maxfiles. 1676
BTALG0056I Maxfilesize is set to maxfilesize KB. 1676
BTALGO0057I Locale was set to locale. 1676
BTALGO0058I Filterkey was set to filterkey. 1676
BTALGO059I Invalid format format. 1676
BTALG0060I Format was set to format. 1676
BTALGO0611 Formatter was set to format. 1676
BTALGO0062I Filename was set to filename. 1676
BTALG0063I Maxfiles was set to maxfiles. 1677
BTALG00641I Maxfilesize was set to maxfilesize KB. 1677
BTALGO065I Logging defaults have been restored. 1677
BTALGOO066I Failed to update property. 1677
BTALGO0671 Logger has been turned state. 1677
BTALGO0068I Invalid option option. 1677
BTALG00691 -handler 1677
BTALG0070I Handler added successfully. 1677
BTALG00711 Failed to add handler. 1677
BTALGO072I Handler removed successfully. 1678
BTALGOO073I Failed to remove handler. 1678
BTALGO074I Invalid command command. 1678
BTALGO075I Debug is set to state. 1678
BTALG00761 plain_text 1678
BTALG00771 pdxml 1678
BTALGOO078I Failed to get property information. 1678
BTALGOO079I Displays logging properties. 1678
BTALGOO080I Provides general information on the Logging Service commands. 1679
BTALGO0O081I Defines logging properties. 1679
BTALG0082I Adds a handler to the specified logger. 1679
BTALGOO083I Enables or disables additional logging commands. 1679
BTALGOO08A4I Provides a list of loggers, handlers, or formatters. 1679
BTALG0085I Removes a handler object. 1679
BTALG0086I log add <logger_name> [option] 1679
BTALG00871I log debug {on|off} 1679
BTALG008SI log get [option] 1679
BTALGO0891 log help [option] 1680
BTALGO090I log list [option] 1680
BTALGO091I log remove <logger_name> [option] 1680
BTALG00921 log set [option] 1680

BTALG0093I IBM Spectrum Control Logging Toolkit for Fabric

1680




BTALG0094I Command Line Interface - Version version Release release Level level minor 1680
BTALG0O095I LOGGING SERVICE COMMANDS 1680
BTALG0097I Command 1680
BTALG0098I Description 1681
BTALGO099I See 1681
BTALG0100I -add 1681
BTALG0101I -debug 1681
BTALG0102I -get 1681
BTALGO103I -help 1681
BTALG01041 -list 1681
BTALGO0105I -remove 1681
BTALGO106I -set 1681
BTALG01071 OPTION 1682
BTALG01081 COMMAND 1682
BTALG0109I DESCRIPTION 1682
BTALG0110I add 1682
BTALG0111I debug 1682
BTALGO112I get 1682
BTALG0113I list 1682
BTALG0114I remove 1682
BTALGO115I set 1682
BTALGO0116I Adds the handler to the specified logger. 1683
BTALGO01171 log get <object_name> [option] 1683
BTALGO0118I Displays the current types of messages that are logged in the log file. 1683
BTALGO01191 Displays the maximum number of log files to be created. 1683
BTALGO0120I Displays the maximum file size of the log before a new log file is created. 1683
BTALGO0121I Displays the format in which messages are saved in the log file. 1683
BTALGO0122I Displays the current language locale setting in which messages are displayed in the message log file. 1683
BTALG0123I Displays the file name associated with the specified handler. 1684
BTALGO0124I Displays the formatter that is attached to the specified handler. 1684
BTALGO0125I Displays the handler that is attached to the specified logger. 1684
BTALGO01261 Displays if the logger is on or off. You must specify a logger for the object name. 1684
BTALGO01271I Displays the current types of messages that are logged for the specified logger. 1684
BTALG0128I Displays the maximum number of log files to be created for the specified handler. 1684
BTALG0129I Displays the maximum file size of log files created by the specified handler. 1684
BTALGO0130I log set <object_name> [option] 1684
BTALGO0131I Logging configuration corrupted. Restoring default configuration. 1685
BTALGO01321I Displays a list of loggers. 1685
BTALGO0133I Displays a list of formatters. 1685
BTALGO0134I Displays a list of handlers. 1685
BTALGO135I Removes the handler from the specified logger. 1685
BTALGO0136I -handlers=<list_of_handlers> 1685
BTALGO0137I Specifies the types of messages that will be logged. 1685
BTALGO138I Sets the maximum number of log files to be created. 1685
BTALGO139I Sets the maximum file size (in kilobytes) of the log before a new log file is created. 1686
BTALGO0140I Sets the format in which messages are saved in the log file. 1686
BTALG0142I Sets the file name where the specified handler will output log messages. 1686
BTALGO0143I Sets the formatter used by the specified handler. 1686
BTALGO145I Turns the log on or off. You must specify a logger for the object name. 1686
BTALGO146I Specifies the types of messages that will be logged. 1686
BTALGO1471 Sets the maximum number of log files to be created. 1686
BTALG0148I Sets the maximum file size (in kilobytes) of the log before a new log file is created. 1686
BTALG0149I Resets the logging properties to their default settings. 1687
BTALGO150I help 1687
BTALGO151I State 1687
BTALGO152I Filter 1687
BTALGO01531 Handlers 1687
BTALGO1541 Logger 1687
BTALGO155E logger is not a valid logger. Failed to update property. 1687
BTAMS - Spectrum Control Messaging Service messages 1687
BTAMS0500I IBM Spectrum Control MessagingService started successfully. 1688
BTAMS05011I The Messaging Service has shutdown. 1688
BTAMS0502I Service service name subscribed to topic topic name. 1688
BTAMSO0503I Event published to topic topic name. 1688
BTAMS0504E Messaging Service failed to get a proxy to the service name service. 1688
BTAMSO0505E Messaging Service could not invoke the onMessage method on service service name. 1688
BTAMS0001W Failed to load the configuration for the database exception handler. 1689
BTAMS0002I Data server 1689
BTAMS0003I Device server 1689
BTAMS0004I Unknown 1689
BTAMSO0005W Failed to update the database pool monitor handler handler name. 1689

BTAMS0006W Failed to initialize the database pool monitor handler handler name.

1689




BTAQE - Spectrum Control Query Engine messages 1690

BTAQE1100E Query Engine Event Generator can not start. 1690
BTAQE1101E Unable to open the database. 1690
BTAQE1102E Unable to close the database. 1691
BTAQE1104E The Query Engine check write authority failed. 1691
BTAQE1105E Check for QueryEngine Authentication failed. 1691
BTAQE1106E The SANQueryEngine thread has been interrupted. 1691
BTAQE1109E An error occurred while attempting to save the IP target to the database. 1691
BTAQE1110E An error occurred while attempting to delete an IP target from database. 1692
BTAQE1111E An error occurred while querying the IP target information from the database. 1692
BTAQE1116E Database errors occurred while performing queries on Tasks. 1692
BTAQE117E Database errors occurred while saving the task. 1692
BTAQE1118E Errors occurred while resolving InterconnectElement and Port relationship. 1693
BTAQE1119E Errors in Topology XML generator. 1693
BTAQE1120E Errors in creating an entity. 1693
BTAQE1121E Invalid target host IP address. 1693
BTAQE1122E Failed to get the SNMP Service proxy. 1694
BTAQE1123E Unable to close the event publisher. 1694
BTAQE1124E Unable to compress scanner result due to IOException: exception. 1694
BTAQE1125E Unable to uncompress the scanner result due to IOException: exception. 1694
BTAQE1126I An unidentified port was removed from the scan data. 1694
BTAQE1127E An outband scanner failed to capture the scan data. 1695
BTAQE1128E An outband scanner failed to save the scan data for benchmark comparison. 1695
BTAQE1129E An outband scanner failed to read the benchmark file benchmark file name saved from the previous scan. 1695
BTAQE1130E An outband scanner failed to decrypt the password for target target IP. 1695
BTAQE1134I The outband agent target address TargetIP address does not respond to Fibre Channel MIB (previously called the Fibre Alliance MIB) queries._ 1696
BTAQE1135E Unable to get the license state from the license server. 1696
BTAQE1136E The Query Engine cannot obtain a valid IP address for the host target. 1696
BTAQE1137E The Query Engine could not obtain the information for target host target from the database. 1696
BTAQE1138E The Query Engine could not obtain the capability information for target host target from the database. 1697
BTAQE1139E The Query Engine could not obtain the information for all known target hosts from the database. 1697
BTAQE1140E Error creating an event subscriber. 1697
BTAQE1141E The Query Engine could not obtain the scheduled scan information from the database. 1697
BTAQE1142E The Query Engine could not obtain the list of active scanners from the database. 1698
BTAQE1143E The Query Engine could not obtain the list of inactive scanners from the database. 1698
BTAQE1144E An error occurred attempting to run the scanner name scanner on the IBM Spectrum Control managed host target. 1698
BTAQE1145E The scanner name scanner running on the IBM Spectrum Control managed host target found no SAN. 1698
BTAQE1146E The scanner name scanner running on IBM Spectrum Control managed host target found no host-based adapter (HBA). 1699
BTAQE1147E The scanner name scanner running on IBM Spectrum Control managed host target found no SCSI host-based adapter (HBA). 1699
BTAQE1149E A scanner overlap condition has occurred for the scanner name scanner on the IBM Spectrum Control managed host target . 1699
BTAQE1150I The outband agent target address TargetIP address does not support topology discovery through SNMP Fibre Channel MIB (previously called the
Fibre Alliance MIB), or Cisco VSAN MIB queries. 1699
BTAQE11511 The outband agent with target address TargetIP address has been added. 1700
BTAQE11521 The outband agent with target address TargetIP address has been removed. 1700
BTASA - Spectrum Control SAN scanner agent messages 1700
BTASA1400E The SAN Agent Scanner failed to execute the inband scanner scanner with the command: scan command. 1700
BTASA1401E The SAN Agent Scanner failed to capture the inband scan data. 1700
BTASA1403E The SAN Agent Scanner failed to save the scan data for benchmark comparison. 1701
BTASA1404E The SAN Agent Scanner failed to read the benchmark file benchmark file saved from the previous scan. 1701
BTASA1405E The SAN Agent Scanner failed to retrieve the global unique identifier from Host Query. 1701
BTASA1406I The SAN Agent Scanner Service has initialized successfully. 1701
BTASA14071 The Inband scanner scanner has started. 1702
BTASA1408I The Inband scanner scanner has ended with return code return code. 1702
BTASA1409E A scanner overlap condition has occurred on the IBM Spectrum Control managed host. 1702
BTASA1420E The GS-3 Zone Control DLL could not be loaded. 1702
BTASD - Fabric User Interface messages 1702
BTASD1922E An error occurred while getting the information from device services. 1703
BTASD1923E The agent agent identifier is currently agent state. It must be in order to remove it. 1703
BTASD1930E Unable to contact zone agent 1703
BTASD1931E Unable to contact zoning agent. Token used for contacting zone agent is invalid. 1704
BTASD1932E Agent capable of configuring zoning could not be found on this Fabric 1704
BTASD1933E Zoning is already being configured on this Fabric. New zoning can not be done until agent is available again 1704
BTASD1934E Unable to delete the selected entities. 1704
BTASD1935E The delete failed because an agent is still installed on the selected computer or configured in Data Agent or Inband Fabric Agent list. 1705
BTASD1936E Unexpected server response message_status= agent response. 1705
BTASD1937E A zone name cannot contain the characters ') /%" '*" or '!' in its name. Brocade zone names also cannot contain '$' nor '-'. The first character for a
zone name must be alphanumeric. Enter a new name for this zone. 1705
BTASD1938E A zone set name cannot contain the characters ') %" "*' or '!" in its name. Brocade zone set names also cannot contain '$' nor '-'. The first character
for a zone set name must be alphanumeric. Enter a new name for this zone set. 1705
BTASD1939E Zoning is already being configured by lock owner on this Fabric since lock time. New zoning can not be done until agent is available again. 1706

BTASD1940E Zoning is already being configured by lock owner on this Fabric since lock time. New zoning can not be done until agent is available again. Do you
want to release the lock from user {0}? 1706



BTASD1941E The lock for the zone control operations has been reset. Do you want to re-obtain the lock and continue zone operations? 1706

BTASD1942E Zoning changes cannot be made at this time. Zoning for this fabric is currently locked by lock owner since date. 1706
BTASD1943E An alias with the same name already exists. Enter a new name for this alias. 1707
BTASD1944E The Alias name field must be filled in to create an alias. 1707
BTASD1945E A alias name cannot contain the characters ', |'%',*' or "' in its name. Brocade alias names also cannot contain '$' nor '-'. The first character for an
alias name must be alphanumeric. Enter a new name for this alias. 1707
BTASD1946E An alias name cannot begin with a number. Enter a new name for this alias. 1707
BTASD1947E An alias, zone and/or zone set in the same configuration can not have the same name. Enter a new name. 1707
BTASD1948E This alias does not contain any members. Add a member to this alias. 1708
BTASD1949E There are too many members selected. The maximum number of members allowed for this alias is max members.Member(s) must be removed
before you can continue. 1708
BTASD1950E The zone configuration has the maximum number of aliases allowed. The maximum number of aliases is max aliases. An existing alias must be
deleted before a new one can be created. 1708
BTASD1951E Fabric fabric name has zone count zones with non-standard members: zone names. Zone and ZoneSet changes cannot be applied to zones with
nonstandard members. 1708
BTASD1952E Zone set zoneset name is active or in activation or deactivation pending status. Deletion of the zone set is not supported for this fabric. After
commiting the deactivation, this zone set can be deleted in the next zone control session. __ 1708
BTASD1953E Renaming of the active zone set is not supported for this fabric. Deactivate zone set zoneset name before attempting to rename it. 1709
BTASD1954E Zoning cannot be done because there is no connection to the SMI-S provider. Reason: reason 1709
BTASD2001W Zoning has changed on this fabric since the configuration panel was opened. You may need to run the Fabric discovery/probe again to get the zone
information within IBM Spectrum Control synchronized with the fabric. Do you still want to make zoning changes? 1709
BTASD2002W This alias is not assigned to any zones. This could result in an error when the zone configuration is applied later. Do you want to continue?.__ 1709
BTASD2003W No exclusive fabric-wide lock is available on the switches for fabric fabric name. Other users might be modifying the zoning configuration from
outside of IBM Spectrum Control during your zoning operations. _1710
BTASD2004W This Out Of Band Agent is already defined with the same parameters. Would you like to save it anyway? 1710
BTASD30011I A probe job for fabric fabric name has been submitted. The inactive Zone Definition for this fabric will have the old Zone Definition until the probe job
is complete. Wait a few minutes before working with Zone Definition for this fabric. 1710
BTATG - UNIX Command Line Interface (CLI) help messages 1710
BTATGOOOOE You must have root user authority to run this program. 1710
BTATGOOOZ1E Invalid option '&1". 1711
BTATGOOO3E The format of the GUID is invalid. 1711
BTATGO004I A GUID already exists on this host. A new GUID will not be created. 1711
BTATGO0O05I A GUID entry was not found. The program is generating a new one. 1711
BTATGO006I A GUID entry was not found. 1711
BTATGOOO7E A GUID entry was not created. 1711
BTATGOOOS8E The GUID entry could not be written. 1712
BTATGOOO9E The GUID entry can not be read. 1712
BTATGOO11E When using '&1' you must enter '&3' or use '&3". 1712
BTATGOO012E The tivguid program encountered an internal error. 1712
BTATGOO013E '&1' return status is '&2", 1712
BTAVM 1712
BTVMWA4001I Connection test to VMware VI Data Source VMware VI Data Source host name FAILED due to VMWareConnectionStatus 1713
BTVMW2013E The addition of the data source Name of the data source failed. 1713
BTVMW2014W This VMWare VI Data Source is already defined with the same parameters. Would you like to save it anyway? 1713
BTAZC - Zone control agent messages 1713
BTAZCOOO1E An error occurred while parsing the Zoning Configuration XML for SAN SAN_name. 1716
BTAZCOO0O2E Failed to create or update zone set zone_set_name on the GS3 SAN SAN_name. 1716
BTAZCOOO3E Failed to delete zone set zone_set_name on the GS3 SAN SAN_name. 1716
BTAZCOOO4E Unable to start transaction on the SAN SAN_name. 1716
BTAZCOO0OS5E Unable to commit a transaction on the Brocade SAN SAN_name. 1717
BTAZCOOOGE Failed to deactivate the zone set zone_set_name on SAN SAN_name. 1717
BTAZCOOOT7E Failed to activate the zone set zone_set_name on SAN SAN_name. 1717
BTAZCOOOSE Failed to delete the zone set zone_set_name on SAN SAN_name. 1717
BTAZCOOOQ9E Failed to delete the zone alias zone_alias_name on SAN SAN_name. 1718
BTAZCOO010E Failed to create the zone alias zone_alias_name on SAN SAN_name. 1718
BTAZCOO11E Failed to delete the zone zone_name on SAN SAN_name. 1718
BTAZCO0012E Failed to create the zone zone_name on SAN SAN_name. 1718
BTAZCO0013E Failed to create the zone set zone_set_name on SAN SAN_name. 1719
BTAZCOO014E Failed to deactivate the zone set zone_set_name on SAN SAN_name. 1719
BTAZCO0015E Failed to add the zone zone_name to the zone set zone_set_name on SAN SAN_name. 1719
BTAZCOO016E One or more nonstandard zone members present in current zoning configuration for SAN SAN_name. Due to that, the Zone Control Agent will not
attempt to modify the zoning configuration for the SAN. 1720
BTAZCOO017E Start transaction for Zone Control failed. 1720
BTAZCOO18E Rollback error. 1720
BTAZCO0019E An error occurred while releasing a resource. 1720
BTAZCO020E An error occurred while creating a zone set. 1721
BTAZCO021E An error occurred while creating a zone. 1721
BTAZCO0022E An error occurred while creating an alias. 1721
BTAZCO0023E An error occurred while creating a member. 1721
BTAZCO0024E An error occurred while adding a zone to a zone set. 1722
BTAZCO0025E An error occurred while adding a member to a zone. 1722
BTAZCO0026E An error occurred while adding an alias to a zone. 1722

BTAZCO027E An error occurred while adding a member to an alias. 1722




BTAZCO0028E An error occurred while removing a zone from zone set.

1723

BTAZCO0029E An error occurred while removing an alias from a zone.

1723

BTAZCO030E An error occurred while removing a member from a zone.

1723

BTAZCOO031E An error occurred while removing a member from an alias.

1723

BTAZCO0032E An error occurred while deleting a zone member

1724

BTAZCO033E An error occurred while deleting a zone.

1724

BTAZCO034E An error occurred while deleting a zone set.

1724

BTAZCOO035E An error occurred while deleting an alias.

1724

BTAZCO036E An error occurred while activating a zone set.

1725

BTAZCO037E An error occurred while deactivating a zone set.

1725

BTAZCO038E An error occurred while pinging the Zoning Agent.

1725

BTAZCO039E An error occurred during transaction commit action.

1725

BTAZCO040E An error occurred while closing a session.

1726

BTAZCO041E An error occurred while saving the zone information.

1726

BTAZCO0042E An error occurred during the Get Capabilities command

1726

BTAZCO0043E An error occurred sending the zone control command array.

1726

BTAZCO044E An error occurred while sending commands to Switch.

1727

BTAZCO045E An error occurred: n unsupported zone database.

1727

BTAZCOO046E A native error occurred: invalid field length.

1727

BTAZCO047E A native error occurred: invalid number of members.

1727

BTAZCOO048E A native error occurred: invalid arguments.

1728

BTAZCOO049E A native error occurred: null fabric handle.

1728

BTAZCO050E An unknown error occurred during Zone control.

1728

BTAZCOO051E An XML parse error occurred during Zone Control operations.

1728

BTAZCO052E Unable to create logical zone definition.

1729

BTAZCO053E An error occurred during Zone Control: library not opened.

1729

BTAZCO054E Non standard members in the current zone definition.

1729

BTAZCOO55E A native error occurred: function not supported.

1729

BTAZCO056E An error occurred: not connected to the SAN.

1730

BTAZCOO57E A native error occurred: invalid buffer index.

1730

BTAZCOO58E A native error occurred during an HBA API call.

1730

BTAZCOO059E A native error occurred: no memory available.

1730

BTAZCOO060E A native error occurred: error loading the HBA API.

1731

BTAZC0270E An error occurred during an HBA API call.

1731

BTAZC0271E An error occurred during an HBA API call: not supported.

1731

BTAZC0272E An error occurred during an HBA API call: invalid handle.

1731

BTAZC0273E Bad argument with the HBA API.

1732

BTAZCO0274E An error occurred during an HBA API call: illegal WWN.

1732

BTAZC0275E An error occurred during an HBA API call: illegal index.

1732

BTAZCO0276E Larger buffer required with the HBA API.

1732

BTAZC0277E Information has changed since the last call to HBA_RefreshInformation.

BTAZC0278E SCSI check condition reported with the HBA API.

1733

1733

BTAZC0279E HBA error: adapter may be busy or reserved. Retry may be effective.

1733

BTAZC0280E HBA API request timed out. Retry may be effective.

1733

BTAZC0281E Referenced HBA has been removed or deactivated.

1734

BTAZC0282E Extended Link Service reject with the HBA APL.

1734

BTAZC0283E An error occurred during an HBA API call: invalid LUN.

1734

BTAZC0284E An error occurred during an HBA API call: incompatible.

1734

BTAZC0285E Ambiguous WWN with HBA API call.

1735

BTAZC0286E Local bus error with the HBA APIL.

1735

BTAZC0287E Local target error with the HBA API.

1735

BTAZC0288E Local LUN error with the HBA API.

1735

BTAZC0289E HBA API error: local SCSI bound.

1736

BTAZC0290E HBA API error on FCID target.

1736

BTAZCO0291E Target node WWN error with the HBA API.

1736

BTAZC0292E Target port WWN error with the HBA APL.

1736

BTAZC0293E Target LUN error with the HBA APL.

1737

BTAZCO0294E Target LUN ID error with the HBA API.

1737

BTAZC0295E An HBA API error occurred: no such binding.

1737

BTAZC0296E An HBA API error occurred: not a target.

1737

BTAZC0297E Unsupported FC4 with HBA API.

1738

BTAZC0298E Incapable error with the HBA API.

1738

BTAZC0299E An HBA API error occurred: target busy.

1738

BTAZCO301E An error occurred during a zoning command.

1738

BTAZCO0302E An error occurred during zone control operation.

1739

BTAZCO0303E CIM native error: Not Supported

1739

BTAZCO0304E CIM native error: Unspecified Error

1739

BTAZCO305E CIM native error: Time Out

1739

BTAZCO306E CIM native error: Failed

1740

BTAZC0307E CIM native error: Invalid Parameter

1740

BTAZCO308E CIM native error: Access Denied

1740

BTAZCO309E CIM native error: Not Found

1740




BTAZCO0310E CIM native error: Already Exist 1741

BTAZCO0311E CIM native error: Insufficient Resources 1741
BTAZC0312E CIM native error: Empty Object Invalid 1741
BTAZCO0313E CIM native error: No Transaction 1741
BTAZCO0314E CIM native error: Transaction already on 1742
BTAZC0315E CIM native error: Cannot Commit Empty Objects 1742
BTAZCO0316E CIM native error: Zone Database Full 1742
BTAZC0317E CIM native error: Too Many Members 1742
BTAZC0318E CIM native error: Fabric is busy 1743
BTAZCO319E Failed to create the zone zone_name on SAN SAN_name. 1743
BTAZCO0320E Failed to create the zone alias zone_alias_name on SAN SAN_name. 1743
BTAZCO0321E Failed to create the zone set zone_set_name on SAN SAN_name. 1743
BTAZCO0322E Failed to delete the zone zone_name on SAN SAN_name. 1744
BTAZC0323E Failed to delete the zone alias zone_alias_name on SAN SAN_name. 1744
BTAZCO0324E Failed to delete the zone set zone_set_name on SAN SAN_name. 1744
BTAZC0325E Failed to delete the zone member zone_member_name on SAN SAN_name. 1744
BTAZCO0326E Failed to add the zone zone_name to zone set zone_set_name on SAN SAN_name. 1745
BTAZCO0327E Failed to add the zone member zone_member_name to zone zone_name on SAN SAN_name. 1745
BTAZCO328E Failed to add the zone member zone_member_name to zone alias zone_alias_name on SAN SAN_name. 1745
BTAZCO0329E Failed to add the zone alias zone_alias_name to zone zone_name on SAN SAN_name. 1746
BTAZCO0330E Failed to remove the zone zone_name from zone set zone_set_name on SAN SAN_name. 1746
BTAZC0331E Failed to remove the zone member zone_member_name from zone zone_name on SAN SAN_name. 1746
BTAZCO0332E Failed to remove the zone member zone_member_name from zone alias zone_alias_name on SAN SAN_name. 1746
BTAZCO0333E Failed to remove the zone alias zone_alias_name from zone zone_name on SAN SAN_name. 1747
BTAZCO0334E Failed to create the zone member zone_member_name on SAN SAN_name. 1747
BTAZCO0335E Failed to activate Zone Set zone_set_name on SAN SAN_name. 1747
BTAZCO336E Failed to deactivate Zone Set zone_set_name on SAN SAN_name. 1747
BTAZCO337E Failed to enumerate the CIM entity AdminDomain for SAN SAN_name. 1748
BTAZCO0338E Failed to start a Transaction for SAN SAN_name. 1748
BTAZCO0339E Failed to commit a Transaction for SAN SAN_name. 1748
BTAZCO340E Failed to close the Session for SAN SAN_name. 1748
BTAZCO341E Failed to rollback a Transaction for SAN SAN_name. 1749
BTAZC0342E This command is not supported for the Fabric Agent. 1749
BTAZCO0343E CIM native error: Transaction not available 1749
BTAZCO344E Zone must be included in ZoneSet. Zone Name. 1749
BTAZCO0345E CIM error: Save ZoneDB To Switch Failed. 1750
BTAZCO0346E CIM error: Save ZoneDBInfo Failed. 1750
BTAZCO0347E CIM error: Zone Database Error. 1750
BTAZCO0348E CIM error: Transaction Start Failed. 1750
BTAZCO349E CIM error: Transaction End Failed. 1751
BTAZCO350E CIM error: Transaction Terminate Failed. 1751
BTAZCO351E CIM error: Activate ZoneSet Failed. 1751
BTAZCO0352E CIM error: Deactivate ZoneSet Failed. 1751
BTAZCO353E Unable to access the database to persist zoning changes. 1752
BTAZC5000I Started Zone Control layer. 1752
BTAZC5001I reserve: SAN=SAN_name, Agent=agent_name, Client=client_name, Token=token_ID. 1752
BTAZC50021 startTransaction: SAN=SAN_name, Client=client_name, Token=token_ID, result=return_code. 1752
BTAZC5003I commitTransaction: SAN=SAN_name, Client=client_name, Token=token_ID. result=return_code. 1752
BTAZC50041 rollbackTransaction: SAN=SAN_name, Client=client_name, Token=token_ID. result=return_code. 1753
BTAZC5005I setZoneInfo: SAN=SAN_name, Client=client_name, Token=token_ID. result=return_code. 1753
BTAZC5006I sendCommandArray: SAN=SAN_name, Client=client_name, Token=token_ID. result=return_code. 1753
BTAZC50071 release: SAN=SAN_name, Client=client_name, Token=token_ID. result=return_code. 1753
BTAZC5008I createZoneSet: zoneSetName=zone_set_name, SAN=SAN_name, Client=client_name, Token=token_ID. result=return_code. 1753
BTAZC500091I createZone: zoneName=zone_name, zoneType=zone_type, zoneSubType=zone_subtype, SAN=SAN_name, Client=client_name, Token=token_ID.
result=return_code. 1753
BTAZC50101 createZoneAlias: zoneAliasName=zone_alias_name, SAN=SAN_name, Client=client_name, Token=token_ID. result=return_code. 1753
BTAZC5011I createZoneMemberSettingData: zoneMemberID=zone_member_id, zoneMemberType=zone_member_type, targetType=target_type,
targetName=target_name, SAN=SAN_name, Client=client_name, Token=token_ID. result=return_code. 1754
BTAZC50121 addZoneToZoneSet: zoneSetName=zone_set_name, zoneName=zone_name, SAN=SAN_name, Client=client_name, Token=token_ID.
result=return_code. 1754
BTAZC5013I addZoneMemberToZone: zoneName=zone_name, zoneMemberID=zone_member_id, zoneMemberType=zone_member_type, SAN=SAN_name,
Client=client_name, Token=token_ID. result=return_code. 1754
BTAZC50141 addZoneAliasToZone: zoneName=zone_name, zoneAliasName=zone_alias_name, SAN=SAN_name, Client=client_name, Token=token_ID.
result=return_code. 1754
BTAZC50151 addZoneMemberToZoneAlias: zoneAliasName=zone_alias_name, zoneMemberID=zone_member_id, zoneMemberType=zone_member_type,
SAN=SAN_name, Client=client_name, Token=token_ID. result=return_code. _ 1754
BTAZC50161 removeZoneFromZoneSet: zoneSetName=zone_set_name, zoneName=zone_name, SAN=SAN_name, Client=client_name, Token=token_ID.
result=return_code. _ 1754
BTAZC50171 removeZoneAliasFromZone: zoneName=zone_name, zoneAliasName=zone_alias_name, SAN=SAN_name, Client=client_name, Token=token_ID.
result=return_code. 1755

BTAZC5018I removeZoneMemberFromZone: zoneName=zone_name, zoneMemberID=zone_member_id, zoneMemberType=zone_member_type,
SAN=SAN_name, Client=client_name, Token=token_ID. result=return_code. 1755



BTAZC5019I removeZoneMemberFromZoneAlias: zoneAliasName=zone_alias_name, zoneMemberID=zone_member_id, zoneMemberType=zone_member_type,

SAN=SAN_name, Client=client_name, Token=token_ID. result=return_code.

BTAZC5020I deleteZoneMember: zoneMemberID=zone_member_id, zoneMemberType=zone_member_type, SAN=SAN_name, Client=client_name,

Token=token_ID. result=return_code.
BTAZC50211 deleteZone: zoneName=zone_name, SAN=SAN_name, Client=client_name, Token=token_ID. result=return_code.

1755

1755

1755

BTAZC50221 deleteZoneSet: zoneSetName=zone_set_name, SAN=SAN_name, Client=client_name, Token=token_ID. result=return_code.
BTAZC50231 deleteZoneAlias: zoneAliasName=zone_alias_name, SAN=SAN_name, Client=client_name, Token=token_ID. result=return_code.
BTAZC50241 activateZoneSet: zoneSetName=zone_set_name, SAN=SAN_name, Client=client_name, Token=token_ID. result=return_code.
BTAZC5025I deactivateZoneSet: zoneSetName=zone_set_name, SAN=SAN_name, Client=client_name, Token=token_ID. result=return_code.

BTAZC50261 ping: SAN=SAN_name, Agent=agent_name,

1755
1755
1756
1756
1756

BTAZC50271 readCurrentZoneDefinition: SAN=SAN_name, Client=client_name, Token=token_ID result=return_code.

1756

BTM - Common Information Model (CIM) agent messages

1756

BTMOOO01E Unable to connect to the SMI-S provider.

1760

BTMOO002E CIM intrinsic method failure: value.

1761

BTMOOO3E Unable to disconnect from the SMI-S provider.

1761

BTMOOOA4E Error getting Host Initiators connected to Target FCPort: value.

1761

BTMOOOSE Error getting Storage System's FCPorts: value.

1761

BTMOOOGE Error encountered while attempting SMI-S provider discovery.

1762

BTMOOOQ7E value is not a supported protocol for WBEM.

1762

BTMOOOS8E Error getting storage systems from SMI-S provider at value, port value.

1762

BTMOOO9E Unable to get CIM_Product instance for this object: name.

1762

BTMO010E Unsupported Profile.

1763

BTMOO11E Error getting Volumes for Storage System: storage system.

1763

BTMOO12E Error getting paths from Hosts to Volumes for Storage System: name.

1763

BTMOO013E Error getting detailed information for Storage System: value.

1763

BTMOO014E Unable to create CIMObjectPath from String: name.

1764

BTMOO15E Error getting Storage Pools for Storage System: value.

1764

BTMOO016E Logical subsystems is an IBM-only concept.

1764

BTMOO17E Error getting Storage System's logical subsystems: value.

1764

BTMOO18E Error getting Storage System's Disk Groups: value.

1764

BTMOO19E Error getting Storage Pools for this logical subsystem: name.

1765

BTMOO20E Error getting Disks for this Storage Pool: value.

1765

BTMOO21E Error getting Disks for this Disk Group: value.

1765

BTMO0O022E Error getting Volumes for this Storage Pool: value.

1765

BTMO0023E Error enumerating namespaces.

1766

BTMOO024E Error getting a specific Storage Pool: value.

1766

BTMO0O025E Unable to connect to SMI-S provider, bad/missing truststore or incorrect truststore password for SMI-S provider at value.

BTMO0026E Unable to connect to SMI-S provider, cannot find correct certificate in truststore for SMI-S provider at value.

1766

1766

BTMO0O027E Unable to connect to SMI-S provider. Username, password, and/or protocol may be invalid for SMI-S provider at value.

1767

BTMO0O028E Unable to contact SMI-S provider at value. SMI-S provider may not be running.

1767

BTMO0029E CIMService's hostname or IP is null.

1767

BTMOO030E CIMService's port is invalid or null.

1767

BTMO0031E CIMService's protocol is null.

1767

BTMO0032E CIMAccessParameterSet's Certificate filename is invalid.

1768

BTM0033E CIMAccessParameterSet's password is null.

1768

BTM0034E CIMAccessParameterSet's username is null.

1768

BTMOO035E string must be a CIM ObjectPath String for a Storage System.

1768

BTMO0O036E Invalid set of Volumes. Unable to get PathToLUNSs.

1768

BTMOO037E string must be a CIM ObjectPath String for a Storage Pool.

1769

BTMO0038W Unable to determine Vendor of Storage System: name.

1769

BTMO039E Unable to determine the RAID Level of Volume: name.

1769

BTM0040W Unable to get CIM_Product info for Storage System: name.

1769

BTMOO041E Unable to get CIM_Product info for Storage System. More than one Chassis associated to Storage System: name.

1770

BTM0042W Unable to get CIM_Product info for Storage System. No CIM_Product associated to Storage System's Chassis: value.

1770

BTM0043W More than one CIM_Product indirectly associated to Storage System: value.

1770

BTMOO044E Unable to create Volume object: name.

1770

BTMOO045E Unable to get Host Initiators that can access this volume: value.

1771

BTMOO046E Host's permission value not recognized: value.

1771

BTMOO047E Unable to get Disks for this Storage System: name.

1771

BTMOO048E More than one Disk Group exists for this Disk: value.

1771

BTMOO049E No Disk Group associated to this Disk: value.

1771

BTMOO50E Unable to get Disk Group for Disk: value.

1772

BTMOO51E This Volume is a component of more than one Storage System: value.

1772

BTMOO052E This Volume is not part of a Storage System: name.

1772

BTMOO53E Unable to get Volume: value.

1772

BTMOO54E Please verify that you are running a supported version of a Common Information Model Agent for the storage subsystem.

BTMOO55E Unable to return systems associated with cluster: cluster.

1773

1773

BTMOO56E Unable to return Vendor of Cluster: cluster.

1773

BTMOO57E Error getting Cluster backend controllers: controllers.

1773

BTMOO58E cluster must be a CIM Object Path String for a Cluster.

1774

BTMOO059E Backend Controllers not supported for vendor vendor on Cluster cluster.

1774

BTMOO60E Unable to get Backend Controllers for this Cluster: cluster.

1774




BTMOO61E Error getting Cluster managed disks: cluster.

1774

BTMOO062E Unable to get Managed Disks for this Cluster: cluster.

1775

BTMO0063E Unable to get Backend Controllers for Backend Volume volume on Cluster cluster.

1775

BTMOO064E Unable to create Managed Disk object: disk

1775

BTMOO65E Error getting Managed Disk Group Managed Disks: group

1775

BTMO066E Backend Volumes not supported for vendor vendor on Cluster cluster.

1776

BTMOO067E Unable to get Managed Disks for this Managed Disk Group: group.

1776

BTMOO068E No clusters associated with this Managed Disk Group: group.

1776

BTMOO069E Error getting Virtual Disk managed disks: disk.

1776

BTMO0070E volume must be a CIM Object Path String for a volume.

1777

BTMOO71E Unable to get Managed Disks for this Virtual Disk: volume.

1777

BTMO0O072E No Clusters associated with this Virtual Disk: volume.

1777

BTMOO073E Error getting Backend Controller managed disks: disk.

1777

BTMOO074E controller must be a CIM Object Path String for a SCSI Controller.

1778

BTMOOQ75E Unable to get Managed Disks for this Backend Controller: controller.

1778

BTMOO076E No Clusters associated with this Backend Controller: controller.

1778

BTMOO77E Error getting Cluster managed Disk Groups: cluster.

1778

BTMOO078E Unable to get Managed Disk Groups for this Cluster: cluster.

1779

BTMOO079E Unable to create Managed Disk Group Object: group.

1779

BTMOOS8OE Error getting Managed Disk Group Virtual Disks: group.

1779

BTMOO81E Unable to create Virtual Disk object: volume.

1779

BTMOO082E Unable to get Cluster virtual disks: cluster.

1779

BTMOO83E Unable to get Virtual Disks for this Cluster: cluster.

1780

BTMOOS8A4E Error getting Cluster: cluster.

1780

BTMOO85E Error getting Storage System Type for Computer System: system.

1780

BTMOO86E Error checking Storage system Level for Computer System: system.

1780

BTMOO87E Unable to get the Storage System for this volume: volume.

1781

BTMOO088E volume must be a CIM Object Path String for a Volume.

1781

BTMOO89E Detected an unsupported level of the Common Information Model agent.

1781

BTMOOQ90E Unable to create CIM Object Path String from Class Definition: class.

1781

BTMO091E Unable to determine the Privilege for Host Initiator value to access the Volume value.

1782

BTM0092W Cannot get Disk Drives for Storage Pool. No Storage Extents found for this Storage Pool: value.

1782

BTMO0093E No Storage Extents found for this Disk Drive: value.

1782

BTMOO094E This SMI-S provider version is not supported.

1782

BTMOOQ95E This SMI-S provider vendor is not supported.

1783

BTMOQ96E Unable to retrieve LSI SMI-S CIM provider version.

1783

BTMOO098E Unable to retrieve CIM Object Path for Storage System: storage system from the SMI-S provider.

1783

BTMO100E Cannot find unassigned LUNs because the storage pool list is null.

1784

BTMO101E Unable to retrieve the Storage System path.

1784

BTMO102E Unable to retrieve the Hardware Account path.

1784

BTMO0103E The Storage System path is null.

1784

BTMO104E The Hardware Account path is null.

1784

BTMO105E Unable to retrieve the FC Port path.

1785

BTMO106E The FC Port path is null.

1785

BTMO107E Unable to retrieve the Authorization Service path for Subsystem: value.

1785

BTMO108E The Authorization Service path is null for Subsystem: value.

1785

BTMO109E There are multiple Authorization Service paths for the Subsystem: value.

1786

BTMO110E Unable to retrieve the Main Controller path for Subsystem: value.

1786

BTMO111E The Main Controller path is null for Subsystem: value.

1786

BTMO112E There are multiple Main Controller paths for the Subsystem: value.

1786

BTMO113E Unable to retrieve Clone Controller path for the Subsystem: value Hardware Account: value FC Port: value.

BTMO114E The Clone Controller path is null for Subsystem: value Hardware Account: value FC Port: value.

1787

1787

BTMO115E Unable to retrieve the Hardware Account for the Clone Controller: value.

1787

BTMO0116E The Hardware Account for the Clone Controller: value is null.

1787

BTMO0117E No Hardware Account for the Clone Controller: value.

1788

BTMO0118E No Access Control Information for the Clone Controller: name.

1788

BTMO119E Unable to retrieve the FC Port for the Clone Controller: name.

1788

BTMO0120E The FC Port for the Clone Controller: name is null.

1788

BTMO121E Unable to create a Clone Controller with FC Port: port number Authorization Service: service.

1789

BTMO0122E Unable to remove Clone Controller: controller name.

1789

BTMO0123E Unable to Assign Access with Hardware Account: account number Clone Controller: controller Authorization Service: service.
BTMO0124E Unable to Remove Access with Hardware Account: account number Clone Controller: controller Authorization Service: service.

BTMO0125E Unable to Attach Volume with Volume volume name Clone Controller: controller.

1789
1789
1790

BTMO0126E Unable to Detach Volume with Volume volume name Clone Controller: controller.

1790

BTMO0127E Unable to get Volume, Subsystem, or AuthorizationService path.

1790

BTMO0128E Unable to assign Volume value to Path [name, name] on Subsystem name using Controller name with Authorization Service name.
BTMO0129E Unable to unassign Volume name to Path [name, name] on Subsystem name using Controller name with Authorization Service name.

BTMO0130E Rolling back value assignments.

1790
1791
1791

BTMO131E Rolling back value unassignments.

1791

BTMO132E Error getting unassigned LUNs.

1791

BTMO0133E Error assigning paths.

1792

BTMO134E Error unassigning paths.

1792




BTMO141E Unable to Attach Volume with Volume Storage Volume for Controller Controller using Controller Configuration Service: Controller Configuration

Service. _ 1792
BTMO0142E Unable to Detach Volume with Volume Storage Volume for Controller Controller using Controller Configuration Service: Controller Configuration

Service. _ 1792
BTMO149E Error calling extrinsic method {0} rc = {1}: Invalid Storage Pool There are multiple Privilege Management Service paths for the Subsystem: Storage
Subsystem. 1793
BTMO151E There are multiple Privilege Management Service paths for the Subsystem: Storage Subsystem. 1793
BTMO152E The Privilege Management Service path is null for Subsystem: Storage Subsystem. 1793
BTMO0153E There are multiple Controller Configuration Service paths for the Subsystem: Storage Subsystem. 1794
BTMO0154E The Controller Configuration Service path is null for Subsystem: Storage Subsystem. 1794
BTMO155E Unable to assign Volume Storage Volume to Path [Hardware Account, FC Port] on Subsystem Storage Subsystem using Controller Controller with
Privilege Management Service Privilege Service and Controller Configuration Service Controller Service. 1794
BTMO156E Unable to unassign Volume Storage Volume to Path [Hardware Account, FC Port] on Subsystem Storage Subsystem using Controller Controller with
Privilege Management Service Privilege Service and Controller Configuration Service Controller Service. 1794
BTMO0157E Unable to retrieve the model volume path. 1795
BTMO158E Unable to assign volume for an invalid client request. 1795
BTM0159E Unable to unassign volume for an invalid client request. 1795
BTMO0200E Unable to create Storage Volume of size value in Storage Pool value. 1795
BTMO0201E Storage Volume of size value not created in Storage Pool value. 1796
BTM0202E Unable to retrieve Storage Service for Storage Pool value. 1796
BTM0203E Unable to retrieve Storage System for Storage Pool value. 1796
BTMO0204E Storage Pool used to create the Storage Volume of size value is null. 1796
BTMO0205E Size used to create the Storage Volume on Storage Pool value is null. 1797
BTMO0206E Both the Storage Pool and the size to create the Storage Volume are null. 1797
BTMO0207E Storage Volume identification is null and Storage Volume cannot be located. 1797
BTMO0208E Storage Volume identification value failed to retrieve Storage Volume. 1797
BTM0209E Storage Volume identification value cannot be used to locate a Storage Volume. 1798
BTMO0210E Storage Volume object is null for Storage System value. 1798
BTMO0211E Storage System is null for Storage Volume value. 1798
BTMO0212E Both the Storage System and the Storage Volume object are null. 1798
BTMO0213E Unable to return the Paths to Storage Volume value on Storage System value. 1799
BTMO0214E There are no Paths to Storage Volume value on Storage System value. 1799
BTMO0215E Client connection is null when retrieving Storage Volume identification value. 1799
BTMO0216E Storage Volume identification is null. 1799
BTM0217E Both the Client connection and the Storage Volume identification are null. 1800
BTMO0218E Unable to retrieve Storage Volume object using Storage Volume identification value. 1800
BTMO0219E Storage System Type of value is not valid for Storage Volume identification value. 1800
BTM0220E Unable to locate Storage Volume object using Storage Volume identification value. 1800
BTM0221E Instance of Storage Volume is null. 1801
BTMO0222E Unable to retrieve Storage Volume identification from Storage Volume instance. 1801
BTM0223E Retrieved invalid Storage System name of value from Storage Volume instance. 1801
BTMO0224E List of Storage Volume objects is invalid. 1801
BTMO0225E Unable to complete list of Storage Pool objects for Storage Volume value. 1802
BTM0226E Unable to complete list of Storage Pool objects without a Storage Volume object. 1802
BTMO0227E No Storage Pool objects returned for Storage Volume value. 1802
BTMO0228E Unable to enumerate Storage Pool objects for Storage Volume value. 1802
BTMO0229E Unable to return Storage Pool objects for Storage Volume value. 1803
BTM0230E Unable to generate a list of Storage Pool objects for Storage Volume value. 1803
BTMO0231E Unable to generate a list of Storage Pool objects without a Storage Volume object. 1803
BTMO0232E Unable to create Storage Volumes. 1803
BTMO0233E Unable to select Storage Pools. 1804
BTMO0234E More than one Storage Service found for Storage System value. 1804
BTMO0235E Failed to retrieve newly created Storage Volume of size value in Storage Pool value. 1804
BTMO0236E Storage Volume to be removed is null. 1804
BTMO0237E Storage Volume value is not removed. 1805
BTMO0238E Failed to remove Storage Volume value. 1805
BTMO0239E Unable to retrieve Storage Service for Storage Volume value. 1805
BTMO400E Error calling extrinsic method value rc = value: Unsupported method rc. 1805
BTMO401E Error calling extrinsic method value rc = value: Unknown error. 1806
BTMO402E Error calling extrinsic method value rc = value: Not Supported. 1806
BTMO403E Error calling extrinsic method value rc = value: Failed. 1806
BTMO404E Error calling extrinsic method value rc = value: Invalid parameter ports. 1806
BTMO405E Error calling extrinsic method value rc = value: Invalid controller. 1807
BTMO406E Error calling extrinsic method value rc = value: Missing required property within Subject or Target. 1807
BTMO407E Error calling extrinsic method value rc = value: Invalid parameter. 1807
BTMO408E Error calling extrinsic method value rc = value: Input controller must have AuthorizationView set to FALSE. 1807
BTMO409E Error calling extrinsic method value rc = value: Invalid LogicalDevice instance. 1808
BTMO410E Error calling extrinsic method value rc = value: Hardware implementation requires null DeviceNumber. 1808
BTMO411E Error calling extrinsic method value rc = value: Input size is bigger than the free spaces left in the InPool. 1808
BTMO412E Error calling extrinsic method value rc = value: Authorization failure. 1808
BTMO413E Error calling extrinsic method value rc = value: Cannot remove device because it is not attached. 1809

BTMO414E Error calling extrinsic method value rc = value: Invalid parameter Subject. 1809




BTMO415E Error calling extrinsic method value rc = value:
BTMO0416E Error calling extrinsic method value rc = value:
BTMO417E Error calling extrinsic method value rc = value:
BTMO418E Error calling extrinsic method value rc = value:

Invalid StorageSetting.

1809

Invalid parameter Target.

1809

Input size is invalid, either less than or equal to 0, or is null.

1810

Access is not yet assigned.

1810

BTMO0419E Error calling extrinsic method {0} rc = {1}: Invalid Storage Pool method rc = return code: Invalid Storage Pool.

BTMO0420E Error calling extrinsic method value rc = value:
BTMO421E Error calling extrinsic method value rc = value:
BTMO0422E Error calling extrinsic method value rc = value:
BTMO0423E Error calling extrinsic method value rc = value:
BTMO424E Error calling extrinsic method value rc = value:
BTMO0425E Error calling extrinsic method value rc = value:
BTMO0426E Error calling extrinsic method value rc = value:
BTMO427E Error calling extrinsic method value rc = value:
BTMO0428E Error calling extrinsic method value rc = value:
BTMO0429E Error calling extrinsic method value rc = value:
BTMO430E Error calling extrinsic method value rc = value:
BTMO0431E Error calling extrinsic method value rc = value:
BTMO0432E Error calling extrinsic method value rc = value:
BTMO0433E Error calling extrinsic method value rc = value:
BTMO0434E Error calling extrinsic method value rc = value:
BTMO0435E Error calling extrinsic method value rc = value:
BTMO436E Error calling extrinsic method value rc = value:
BTMO0437E Error calling extrinsic method value rc = value:
BTMO0438E Error calling extrinsic method value rc = value:
BTMO439E Error calling extrinsic method value rc = value:
BTMO0440E Error calling extrinsic method value rc = value:
BTMO441E Error calling extrinsic method value rc = value:
BTMO0442E Error calling extrinsic method name rc = value:
BTMO0443E Error calling extrinsic method name rc = value:

given logical subsystems.

1810

The specified Subject and Target are not associated.

1810

Should remove access first.

1811

Should assign access first.

1811

Element type should be 2, meaning Storage Volume. (The Volume input should be null.)
Supports single target only.

1811

1812

UserIDType should be PortWWN.

1812

Cannot create a temporary controller.

1812

LogicalDevice instance is already attached to a Host.

1812

Should detach the device first.

1813

UserIDType should be the same as Name, which is PortWWN.

1813

IBMTSESS cannot create view as specified.

1813

Controller processing fails (Failed to delete temporary controller from repository server.

1813

IBMTSESS cannot attach the device as specified (ESSCLI cannot create VolumeAccess as specifiedy] 814
IBMTSESS cannot remove the device as specified (ESSCLI cannot delete VolumeAccess as specified) 81 4

IBMTSESS does not support modification of volume.

1814

IBMTSESS cannot AssignAccess as specified (ESSCLI cannot create or set HostConnection). 1814
IBMTSESS cannot RemoveAccess as specified (ESSCLI cannot delete or set HostConnection). 1815

HardwareAccount instance already exists or HardwareAccount processing fails.
HardwareAccount processing fails.

1815
1815

IBMTSESS cannot create volume as specified (ESSCLI cannot create volume).
Controller processing failed.

1816
1816

HardwareAccount processing failed.

1816

Creating indication failure.

1816

The requested logical subsystem already contains the maximum number of volumes allowed. 1817
BTMO444E Error calling extrinsic method value rc = value: The requested amount of volume addresses exceeds the maximum number of volumes allowed in the

BTMO0459E Unable to get CIM_StorageExtent instance for this object: disk drive from the SMI-S provider.

BTMO0460E Unable to get CIM_PhysicalPackage instance for this object: physical package from the SMI-S provider.

BTMO0461E Unable to get CIM_Softwareldentity instance for this object: software identity from the SMI-S provider.

BTMO0462E Error calling extrinsic method method rc = return code: Invalid Protocol.

BTMO0463E Error calling extrinsic method method rc = return code: Cannot create temporary controller in SMI-S provider repository.

BTMO0464E Unable to retrieve CIM_SystemSpecificCollecti

1817
1817

1817

1818

1818

1818

on paths for CIM_Privilege: CIM Object.

1818

BTMO0465E Unable to retrieve CIM_StorageHardwareID paths for CIM_SystemSpecificCollection: CIM Object.
BTMO466E Unable to retrieve CIM_StorageHardwareID paths for CIM_Privilege: CIM Object.

BTMO0467E Unable to retrieve CIM_Privilege paths for CIM

1819

1819

_SCSIProtocolController: CIM Object.

1819

BTMO0468E Unable to retrieve CIM_SCSIProtocolController paths for CIM_StorageVolume: CIM Object.
BTMO0469E Cannot determine if CIM_StorageVolume has been surfaced: CIM Object.

BTMO0470E Cannot retrieve cache size for CIM_ComputerSystem: CIM Object.

BTM0550W Cannot get Disk Drives for Storage Pool. No Disk Drives found for this Storage Pool: value.
BTM0551W Cannot get Disk Drives for this Storage Pool: value.

BTM0552W Value of value not available for: property .

1819

1820

1820

1820

1820

1821

BTMO0553I Probing Disks for DiskGroup: value

1821

BTMO0554I Probing Disks for StoragePool: value

1821

BTM0555I Number of Disks Found Currently: value. {0}. Continuing to Probe Disks.

BTM0556W Cannot get Disk Drives for Storage System. No Disk Drives found for this Storage System: value.
BTMO0557W Cannot get Disk Drives for this Storage System: value.

BTM0558I Number of Volumes Found Currently: value. Continuing to Probe Volumes.

BTMO05591I Probing Volumes for StoragePool: value.

1821

1821

1821

1822

1822

BTMO05601I Probing Volumes for Storage System: value.

1822

BTMO05611 Probing Disks for Storage System: value.

1822

BTMO0562I Probing Storage Pools for Storage System: value.

BTMO0563I Probing properties of Storage System: value.

1822

1822

BTM0564W More than one CIM_Product indirectly associated to the following Device: value.
BTM0565W Exception caught while getting CIM_Product info for Storage System: value.
BTM0566W Unable to get CIM_Product info for Device: value.

BTM0567W Exception caught while getting CIM_Product info for Device: value.

BTM0568I value Volumes Found.

1822

1823

1823

1823

1823

BTMO05691 value Disks Found.

1823

BTM0571W Exception caught while getting Host Initiators

that can access this volume: value.

1824

BTM0572W Exception caught while trying to determine RAID Level for StoragePool: value.
BTMO0573E Exception caught while formatting this Host Bus Adapter port World Wide Name: value.

BTM0574W Capacity of Disk Drive is not available: value.

1824

1824

1824

BTMO0575W Exception caught while getting Host Initiators

access to Volumes through this View: value.

1825

BTMO05761 Probing Views of Host Initiator access to Volumes.

BTM05771 value Views Found.

1825

1825

BTMO0578E Unable to connect to SMI-S provider. None of the default namespaces are valid for this SMI-S provider.

BTMO600E Unable to get Array Site for Disk: value.

1825

1825




BTMOG601E Error calling extrinsic method value rc = value:
BTMO0602E Error calling extrinsic method value rc = value:
BTMO0603E Error calling extrinsic method value rc = value:
BTMOG604E Error calling extrinsic method value rc = value:
BTMO605E Error calling extrinsic method value rc = value:
BTMO606E Error calling extrinsic method value rc = value:
BTMO607E Error calling extrinsic method value rc = value:
BTMO608E Error calling extrinsic method value rc = value:
BTMO609E Error calling extrinsic method value rc = value:
BTMO610E Error calling extrinsic method value rc = value:
BTMO611E Error calling extrinsic method value rc = value:
BTMO0612E Error calling extrinsic method value rc = value:
BTMO0613E Error calling extrinsic method value rc = value:
BTMO0614E Error calling extrinsic method value rc = value:
BTMO615E Error calling extrinsic method value rc = value:
BTMO616E Error calling extrinsic method value rc = value:
BTMO617E Error calling extrinsic method value rc = value:
BTMO0618E Error calling extrinsic method value rc = value:
BTMO619E Error calling extrinsic method value rc = value:
BTMO0620E Error calling extrinsic method value rc = value:
BTMO0621E Error calling extrinsic method value rc = value:
BTMO0622E Error calling extrinsic method value rc = value:
BTMO0623E Error calling extrinsic method value rc = value:
BTMO0624E Error calling extrinsic method value rc = value:
BTMO0625E Error calling extrinsic method value rc = value:
BTMO0626E Error calling extrinsic method value rc = value:
BTMO0627E Error calling extrinsic method value rc = value:
BTMO0628E Error calling extrinsic method value rc = value:
BTMO0629E Error calling extrinsic method value rc = value:
BTMO0630E Error calling extrinsic method value rc = value:
BTMO631E Error calling extrinsic method value rc = value:
BTMO0632E Error calling extrinsic method value rc = value:
BTMO0633E Error calling extrinsic method value rc = value:
BTMO634E Error calling extrinsic method value rc = value:
BTMO0635E Error calling extrinsic method value rc = value:
BTMO0636E Error calling extrinsic method value rc = value:
BTMO637E Error calling extrinsic method value rc = value:
BTMO0638E Error calling extrinsic method value rc = value:
BTMO0639E Error calling extrinsic method value rc = value:
BTMO640E Error calling extrinsic method value rc = value:
BTMO641E Error calling extrinsic method value rc = value:
BTMO0642E Error calling extrinsic method value rc = value:

A timeout occurred trying to call the method.

1826

The instance of the Logical Device is invalid.

1826

There is a conflict in the Device Number.

1826

A Device Number parameter must be provided.

1826

A null Device Number is required by the device.

1827

The device is busy.

1827

The Protocol Controller is invalid.

1827

The volume types are invalid.

1827

One or more parameters are in the wrong System Scope.

1828

The controller needs to be created first.

1828

The ESSCLI call to create the volume access failed.

1828

The ESSCLI call to list the volume access failed.

1828

The instance of the Logical Device is not associated with the Controller.
The subject is not supported.

1829

1829

The Privilege is not supported.

1829

The Target is not supported.

1829

A null parameter is not supported.

1830

Configuration Service is in use.

1830

The size is invalid.

1830

The Element Type is invalid.

1830

The Goal is invalid.

1831

The Storage Pool is invalid.

1831

The redundancy for the Storage Pool is invalid.

1831

The requested Data Type does not match the Data Type for the Storage Pool.

The Data Type is invalid.

1831

1832

The Element is invalid.

1832

No parameters were specified for the modification.

1832

Unable to create volume.

1832

The LSS already contains the maximum number of volumes.

1833

There are not enough volume addresses in the LSS.

1833

The Identification parameter is missing or not unique.

1833

A null Ports parameter is required by the Controller.

1834

The Controller is busy.

1834

The Identity is invalid.

1834

The Element Name is invalid.

1834

The Protocol is invalid.

1835

The Privilege is invalid.

1835

The Ports are invalid.

1835

The host connection could not be deleted.

1835

The host connection could not be created.

1836

The host connection could not be set.

1836

No Ports are available in this configuration.

1836

BTMO0701I Probing Managed Disks for Managed Disk Group: value
BTM0702I Number of Managed Disks currently found: value. Continuing to probe managed disks.

BTMO0703I value Managed Disks found.

1836

1837

1837

BTMO0704I Probing Virtual Disks for Cluster: value

1837

BTMO0705I Number of Virtual Disks currently found: value.
BTMO0706I value Virtual Disks found.

Continuing to probe Virtual Disks.

1837

1837

BTMOQ7071 Probing Virtual Disks for Managed Disk Group: value

1837

BTM0708I Probing Managed Disks for Cluster: value

1837

BTMO07091 Probing Managed Disks for Backend Controller: value

1837

BTMO0710E Unable to retrieve data for Managed Disk: value

1837

BTMO711E Unable to retrieve data for Managed Disk Group: value

1838

BTMO0712E Unable to retrieve data for Virtual Disk: value

1838

BTMO0713E Unable to retrieve data for Backend Controller: value

1838

BTMO714E Unable to retrieve data for FC Port: value

1838

BTMO0715E Unable to retrieve data for value Managed Disk(s) among the value Managed Disks found.

1839

BTMO716E Unable to retrieve data for value Virtual Disk(s) among the value Virtual Disks found.

1839

BTMO717E Unable to retrieve FC Ports for Cluster: value

1839

BWN - Disk User Interface messages

1839

BWNOOOOOOE An object must be selected.

1840

BWNOO0O200E The minimum size of the volume cannot be less than minimum volume size.

1840

BWNOOO201E The volume volume name cannot be deleted because there are host ports assigned to it.

1840

BWNOO0O0202E The volume volume name cannot be deleted, because volume deletion is not supported by this storage subsystem.

BWNOO0O203E No storage pool is available.

1840

1841

BWNOO0O0204E The maximum size of the volume cannot be greater than maximum volume size.

1841

BWNOO0O0205E The maximum size of the XIV volume cannot be greater than maximum volume size. The size of the volume must be changed.
BWNOOO0206E The number of volumes must be reduced so that volume(s) with selected size can be created.

BWNOO0O207E The volume deletion failed. Please check job log for detailed information about the error.

1841
1841

1841

BWNOO0O0208E Invalid characters in volume name. Volume name can only contain: A-Z, a-z, 0-9, _, -, ~, . and space.

BWNOOO300E A valid quantity must be selected. It must be between 1 and max quantity.

1842

1842

BWNOOO301E A valid size must be selected. It must be between 0 and max size.

1842




BWNOOO0302E The maximum virtual disk size must be less than or equal to the available capacity (available capacity) for one virtual disk in the managed-disk
group. If multiple virtual disks are to be created, the virtual-disk size must be less than or equal to the available capacity divided by the number of virtual disks] 842

BWNOOO0303E The number of virtual disks is invalid. The maximum number of virtual disks that can be created is (available quantity). 1842
BWNOOO304E At least one managed disk must be selected. 1843
BWNOOO305E The virtual disk vdisk name cannot be deleted because there are host ports assigned to it. 1843
BWNOOO306E The virtual disk name is not valid. 1843
BWNOO0O0307E Sequential virtual disks and multiple managed disks are selected, but round-robin assignment is not specified. 1843
BWNOOO308E The number of selected mdisks must be equal to the number of vdisks to be created - vdisk no.. 1843
BWNOOO309E The selected managed disks could not be added to the managed-disk group. 1844
BWNOOO310E The selected host type does not match the host type of the selected host ports to be assigned. 1844
BWNOOO311E The selected host ports have identical WWPNSs. Select the host ports with different WWPNs. 1844
BWNOO0O0312E The maximum virtual-disk real size must be less than or equal to the available capacity (available capacity) in the managed-disk group. If multiple
virtual disks are to be created, the virtual-disk real size must be less than or equal to the available capacity divided by the number of virtual disks. 1844
BWNOO0O0313E When creating Space Efficient virtual-disks, the maximum virtual-disk size must not exceed maximum size. 1845
BWNOOO314E The virtual-disk warning size must be greater than 0 and cannot exceed 100 percent. 1845
BWNO0O0O0315W This SMI-S provider is already defined with the same parameters. Would you like to save it anyway? 1845
BWNOO00316W This IBM Spectrum Control Server is already defined with the same parameters. Would you like to save it anyway? 1845
BWNOO00317W Testing SMI-S provider connectivity can take up to several minutes in case of an incorrectly entered port number, network problems or an
unpassed firewall. Would you like to continue anyway? _ 1845
BWNOO00318E No managed disk is found for the selected mdisk group. 1846
BWNOOO0319E The length of the generated virtual disk name (virtual disk ) exceeds the maximum permitted length ( maximum length of characters ). 1846
BWNOOO600E Some of the selected host ports do not have a host connection configured on the subsystem\nand require a host type to be specified. Select the
appropriate host type to be used. 1846
CMMNP - Command Line Interface (CLI) infrastructure messages 1846
CMMNP2001I Nothing to modify. 1847
CMMNP2002I Unsupported VALUE_O command completed sucessfully. 1847
CMMNP2900I Command "VALUE_0" aborted. 1847
CMMNP4500W No VALUE_O instances found in the system. 1847
CMMNP9002E Cannot modify. VALUE_O "VALUE_1" does not exist. 1848
CMMNP9003E No VALUE_O instancesVALUE_1 found that match criteria: VALUE_2. 1848
CMMNP9004E VALUE_O "VALUE_1" does not exist. 1848
CMMNP9005E Unsupported VALUE_O command failed with a value VALUE_1 1848
CMMUI4444E User name not specified. 1848
CMMUI9000E [3]An unknown value "VALUE_0" for command "VALUE_1" was returned. 1849
CMMUI9001E unknown 1849
CMMUI9006E [3]Command failed to execute correctly. 1849
CMMUI9007E [3]Password file access error: VALUE_O. 1849
CMMUI9008E [3]Malformed password file. First line of the file requires a colon delimited user:password string 1849
CMMUI9010E [1]Invalid command: "VALUE_0" not found. 1849
CMMUI9011E [21]Invalid flag: "VALUE_O", 1850
CMMUI9012E [21]Value "VALUE_0" for flag "-VALUE_1" is formatted incorrectly. 1850
CMMUI9013E [21]Missing parameter specifier after "-" 1850
CMMUI9014E [21]Flag "VALUE_0" already specified. 1850
CMMUI9015E [21]Flag "VALUE_0" missing required value. 1850
CMMUI9016E [21]Invalid value for VALUE_O: VALUE_1. 1851
CMMUI9017E [21]The VALUE_O flag cannot be used when the VALUE_1 option is specified. 1851
CMMUI9018E [21]Command "VALUE_Q" formatted incorrectly 1851
CMMUI9019E [21]Missing required parameter: "VALUE_0" 1851
CMMUI9020E [21]"VALUE_0" is mutually exclusive of "VALUE_1" 1851
CMMUI9021E [21]VALUE_O exceeds the maximum allowable value of VALUE_1 for parameter "VALUE_2" 1851
CMMUI9022E [21]VALUE_O does not meet the minimum allowable value of VALUE_1 for parameter "VALUE_2" 1852
CMMUI9023E [21]Unmatched VALUE_O characters 1852
CMMUI9024E [21]Invalid value for VALUE_O: exceeds VALUE_1 characters 1852
CMMUI9025E [21]Value "VALUE_Q" for argument "VALUE_1" invalid 1852
CMMUI9026E VALUE_O "VALUE_1" does not exist. 1852
CMMUI9027E [21]Value "VALUE_0" cannot be accepted with any other value for the "-VALUE_1" flag. 1853
CMMUI9028E [3]The help page for command "VALUE_Q" does not exist. 1853
CMMUI9029E [21]It is required to specify parameter "VALUE_1" when using parameter "VALUE_0" 1853
CMMUI9030E File "VALUE_0" doesn't exist. 1853
CMMUI9031E [21]Parameter "VALUE_0" cannot be used in the same command as parameter ""VALUE_1". 1853
CMMUI9032E VALUE_O "VALUE_1" already exists. 1853
CMMUI9033E [21]Value "VALUE_0Q" for flag "-VALUE_1" already specified. 1854
CMMUI9034E [21]Multiple targets not allowed for command "VALUE_0" 1854
CMMUI9035E [21]You cannot specify multiple VALUE_Os when using the VALUE_1 flag. 1854
CMMUI9036E [21]Invalid value "VALUE_1" for "VALUE_Q": contains unsupported characters. 1854
CMMUI9037E [21]Invalid "VALUE_0" name "VALUE_1": contains unsupported characters. 1854
CMMUI9038E [21]Invalid value for VALUE_O: value other than VALUE_1 or VALUE_2 specified. 1855
CMMUI9039E [21]Value for flag "-VALUE_0" can not contain a "VALUE_1". 1855
CMMUI9040E [21]Number of entries (VALUE_O) is exceeded for the "-VALUE_1" flag. 1855
CMMUI9041E [21]Entry "VALUE_Q" exceeds the length limit (VALUE_1) for one item for the "-VALUE_2" flag. 1855
CMMUI9042E [21]Value for -VALUE_0 must be VALUE_1 the current setting of VALUE_2. 1855

CMMUI9043E [21]Unrecognized syntax error in command "VALUE_Q"

1856




CMMUI9044E Cannot run "VALUE_0" as a command within the VALUE_1 application.Tip: Enter "help VALUE_2" for more information. 1856

CMMUI - CIM Object Manager messages 1856
CMMUI9900E User access to CIMOM server denied. 1856
CMMUI9901E User access to command "VALUE_0" denied. 1856
CMMUI9902E Invalid key in truststore. 1857
CMMUI9903E The IBM CIM Object Manager has encountered an internal error. 1857
CMMUI9904E Truststore access failure. 1857
CMMUI9905E Namespace not found in the CIMOM server: "VALUE_0". 1857
CMMUI9906E Host url unspecified to CIMOM server. 1857
CMMUI9907E Invalid host specified to CIMOM server: "VALUE_0". 1857
CMMUI9908E Could not connect to CIMOM server. 1858
CMMUI9909E Invalid port address for CIMOM server: "VALUE_0". 1858
CMMUI9910E An unexpected CIMOM based error occurred: "VALUE_0". 1858

CNFG - Spectrum Control Configuration messages 1858
CNFGOOOO1E The Prefix can not be blank, or contain any of the following characters: \\/:*?><]|." 1859
CNFGOOO0O02E The prefix {0} can not be used because {1} duplicate names have been found. For example: {2} 1859
CNFGOOOO3E Invalid HMC Address. 1859
CNFGO0004E Invalid Username for subsystem {0}. 1859
CNFGOO0O0O5E Invalid Password for subsystem {0}. 1859
CNFGOO0O0O06E Invalid IP Address for subsystem {0}. 1859
CNFGOO0007E Invalid Admin Username for subsystem {0}. 1860
CNFGOO0O008E Invalid Admin Password for subsystem {0}. 1860
CNFGO0009E Invalid Username for subsystem {0}. 1860
CNFGOO0010E Invalid Public SSH Key for subsystem {0}. 1860
CNFGOO0011E Invalid Private SSH Key for subsystem {0}. 1860
CNFGOO0012E Invalid SMI-S provider Host. 1861
CNFGOO0013E Invalid SMI-S provider Namespace. 1861
CNFGO0014E Invalid SMI-S provider Port Number. 1861
CNFGOO0015E Invalid Out of Band Agent Host name. 1861
CNFG00016W You will need to update the credentials for {0}. Do you want to update the credentials now? 1861
CNFGOO0017E Connection test failed with status: {0} 1861
CNFGO0018E Connection test to SMI-S provider {0} failed with status: {1}. {2} 1862
CNFGOO0O019E The server was unable to contact out of band fabric agent at address {0} for the following reason: {1} 1862
CNFGOO0020E The filter text [{0}] contains invalid characters. Click the help button for allowable characters 1862
CNFGOO0021E Only {0} log files may be opened at any one time. Please reduce the number of selected log files and try again. 1862
CNFGO0022E Unable to retrieve job data due to an internal error. Please check Data server logs. 1862
CNFGO00023E Invalid Public SSH Key for Storwize V7000U File Module {0}. 1863
CNFGO00024E Invalid Username for Storwize V7000U File Module {0}. 1863
CNFGO00025E Invalid Password for Storwize V7000U File Module {0}. 1863
CNFGO0026E Invalid Passphrase for Storwize V7000U File Module {0}. 1863
CNFGO00027E Connection failed for Storwize V7000U File Module. Check Management Console {0}. 1863
CNFG00028E Invalid Public SSH Key for IBM IBM SONAS Device {0}. 1864
CNFGO0029E Invalid Username for IBM SONAS Device {0}. 1864
CNFGOO0030E Invalid Password for IBM SONAS Device {0}. 1864
CNFGO00031E Invalid Passphrase for IBM SONAS Device {0}. 1864

DIS - Discovery messages 1864
DISO001E Discover: invalid command " command". 1864
DIS0001I Command command selected. 1865
DISO002E Discover: invalid option " option". 1865
DISO003E Discover: value missing for option " option". 1865
DIS0004E Command command is missing a required parameter. 1865
DISO005E NetWare functionality implemented only on Windows 1866
DISO006E Error occurred while processing datafile datafile. 1866
DISO007E Unable to send Discovery results to the server. 1866
DISOO008E NAS Server server name was not found as a referenced computer in the mnttab of computer computer. 1866

EMSG - DS8000 master console messages 1867
EMSGOO0O01E The DS8000 Element Managers view is not accessible because the Device Server is down. 1867
EMSGO002E The embedded browser widget was unexpectedly destroyed. Click OK to reset display. 1867
EMSGO003I The element manager is about to be removed. Once removed the element manager will not be accessible from IBM Spectrum Control. Do you wish to
continue? 1868
EMSG0004I Connection test to the element manager element manager passed. 1868
EMSGOOOS5E Connection test to the element manager element manager failed. 1868
EMSGO0006I SMI-S provider connection was removed from element manager. 1868
EMSGOO0O7E A problem occurred removing the SMI-S provider from the element manager. 1868

EMSGO0008I The SMI-S provider has been added successfully. IBM Spectrum Control has started the discovery job for the device managed by this SMI-S provider.
To check the status of the jobs, go to the IBM Spectrum Control perspective and check the following navigation tree nodes: Administrative Services -> Discovery -

> CIMOM 1869
EMSGOOOQ9E The element manager already exists. 1869
EMSGOO10E A problem occurred adding the element manager to IBM Spectrum Control. 1869
EMSGOO011E Connection test to Element Manager failed. 1869
EMSGOO012E Unable to establish an https connection to the element manager. 1869

EMSGO013E SMI-S provider connection was added to the element manager, however the SMI-S provider discovery job failed to launch. 1870




EMSGO014E An element manager named manager.name already exists. 1870

EMSGOO015E A problem occurred updating the element manager to IBM Spectrum Control. 1870
EMSGO016E Connection test to SMI-S provider FAILED due to status code. 1870
EMSGOO017E The element manager's URL is not in the correct format. 1871
EMSGO018E A problem occurred locating the element manager in IBM Spectrum Control. 1871
EMSGO019E A problem occurred locating the SMI-S provider associated with the element manager. 1871
EMSGO0020E Unable to reset DS8000 Element Manager password. 1871
EMSG0021E To be added to IBM Spectrum Control, all DS8000 Element Manager software is prior to release 4.2 need Username and password. 1872
EMSG0022E User credentials provided for DS8000 Element Manager are not valid. Provide valid credentials. 1872
EMSGO0023E Unable to Add or Modify DS8000 Element manager for unknown reasons. 1872
EMSG0024E Unable to Add or Modify DS8000 Element manager. Provide right password. 1872
EMSGO0025E Unable to Add or Modify DS8000 Element manager. Account does not exist. 1873
EMSG0026E Unable to Add or Modify DS8000 Element manager. User Account is locked. 1873
EMSGO0027E Unable to Add/Modify DS8000 Element manager. Storage Authentication Service (SAS) database cannot be accessed. 1873
EMSGO0028E Unable to Add or Modify DS8000 Element manager. Parameters passed are not valid. 1873
EMSGO0029E Unable to Add or Modify DS8000 Element manager. Storage Authentication Service(SAS) database login task has failed. Username or password is
Incorrect. 1874
EMSGOO030E Unable to Add or Modify DS8000 Element manager. The external user account or user group is not mapped to a DS series user role. 1874
EMSGOO031E Unable to Add or Modify DS8000 Element manager. Token submitted to Authentication policy is not supported. 1874
EMSGO032E Unable to Add or Modify DS8000 Element manager. Token submitted for authentication has expired. Re-authenticate to continue. 1874
EMSGO033E Unable to Add or Modify DS8000 Element manager. No URL provided for Storage Authentication Service (SAS) policy. 1875
EMSGO034E Unable to Add or Modify DS8000 Element manager. The host specified in the URL is not a known host or is not reachable. 1875
EMSGOO035E Unable to Add or Modify DS8000 Element manager. The specified truststore does not have a valid certificate for the Storage Authentication Service
(SAS9). 1875
EMSGO036E Unable to Add or Modify DS8000 Element manager. Connection request to the Storage Authentication Service (SAS) is refused. 1875

EMSGOO037E Unable to Add or Modify DS8000 Element manager. Connection request to the Storage Authentication Service (SAS) has failed due to socket timep®7 6
EMSGOO038E Unable to Add or Modify DS8000 Element manager. Failed to login to DS8000 Element manager. Please enter valid Username and password.__ 1876

EMSGO039E Unable to Add or Modify DS8000 Element manager. The type of token submitted is not supported by the Storage Authentication Service. 1876
EMSG0040I The SMI-S provider Connection is about to be removed. Do you wish to continue? 1876
EMSGO0041E The DS8000 Network server is unavailable. 1877
EMSGO042E You are not authorized to perform this action through the management console. 1877
EMSGO043E You cannot add an element manager for this DS8K as its software version is too low. 1877
EMGSO0044E You cannot update the element manager for this DS8K as its software version is too low. 1877
GEN - General Spectrum Control messages 1877
GENOO0O1E command name(command arguments) FAILED. 1880
GENOOO2E Unable to create temporary file file name. 1880
GENOOOS3E Unable to lock temporary file file name. 1880
GENOOOA4E accept() fails -- error message. 1881
GENOOOSE Cannot get input stream from host <computer name>. 1881
GENOOOGE Cannot get output stream to host <computer name>. 1881
GENOOOQ7E Cannot deserialize from host <computer name>. 1881
GENOOOSE Cannot read from host <computer name>. 1881
GENOOO9E Cannot serialize to host <computer name>. 1882
GENOO10E Cannot write to host <computer name>. 1882
GENOO11E Cannot open object stream from host <computer name>. 1882
GENOO12E Socket to host <computer name> closed prematurely. 1882
GENOO13E Object read from host <computer name> is not Request -- it is. 1883
GENOO14E Object read from host <computer name> is not Response -- it is. 1883
GENOO15E Socket to host <computer name> -- class not found. 1883
GENO0O016I Above error occurred sending Request (request type, request subtype). 1883
GENO0O0171 Above error occurred sending Request (request type, request subtype) (phase value). 1884
GENO0O018I Response received from host <computer name>. 1884
GENO0O0191 Above error occurred responding to Request (request type, request subtype). 1884
GENO00201I Above error occurred reading data for Request (request type, request subtype). 1884
GENOO21E Error closing socket to host <computer name>. 1884
GENO0O023E Cannot rename old file name to new file name. 1884
GENO0O024I On socket to host <computer name>. 1885
GENO0O25E Request(request type, request subtype) was incomplete, but response said complete. 1885
GENO0O26E Request(request type, request subtype) was complete, but response said incomplete. 1885
GENO0O027E Cannot send incomplete response to single-phase Request(request type, request subtype). 1885
GENOO28E Tried to read data of single-phase Request(request type, request subtype). 1885
GENOO29E Cannot open. 1886
GENOO3O0E Cannot create listener on port port number. 1886
GENOO31E Unroutable type-code. 1886
GENOO32E Unroutable sub-type. 1886
GENOO33W SoTimeout failed -- host <computer name>. 1887
GENOO35E Cannot seek to position on file name. 1887
GENOO36E Cannot create. 1887
GENOO37E Cannot create file name. 1887
GENO038W Cannot delete file name. 1887
GENOO39E Unknown host <computer name>. 1888

GENOO40E Cannot connect to <computer name:port number>. 1888




GENOO41E System property <property name> is not defined.

1888

GENOO42E Error reading log-file file name.

1888

GENOO043E Cannot find SM/DMI header in low memory.

1888

GENOO44E Cannot seek to physical memory address address.

1889

GENOO45E No type-1 structure found.

1889

GENOO46E Obsolete type-1 structure (no UUID).

1889

GENOO47E Invalid or unset UUID.

1889

GENOO48E Cannot obtain system manufacturer.

1890

GENOO49E Cannot open log file file name.

1890

GENOO50E Unable to connect to database repository.

1890

GENOO52E Cannot open directory directory name.

1890

GENOOS5A4E Error creating pipe.

1891

GENOO55E Error sussing pipe.

1891

GENOO56E Cannot perform operation <operation> on physical memory.

1891

GENO0057W Windows message message.

1891

GEN0058W Windows message message: description.

1891

GENO0067W Cannot write to pipe name.

1892

GENOO68E Cannot find binary module module name.

1892

GENOO69E Cannot find entry point entry point name.

1892

GENOO70E Cannot find privilege privilege name.

1892

GENOOQ71E Cannot open own token.

1892

GENOOQ72E Cannot assert privilege privilege name.

1893

GENOO73E Cannot look up network interfaces.

1893

GENOO74E No Ethernet cards found.

1893

GENOO75E GetTokenInformation() failed.

1893

GENOOQ76E Not super-user.

1894

GENOO077E SetHandleInformation() failed.

1894

GENOO78I Trying token-ring.

1894

GENOOQ79E socket() failed.

1894

GENOOS8OE Error looking up Ethernet card.

1894

GENO0O081W No token-ring cards found.

1895

GENO0082W Error looking up token-ring card.

1895

GENOO083I Trying Ethernet.

1895

GENO0084I Hardware-ID obtained.

1895

GENO0096I PID = process identifier.

1895

GENOO97E Unable to retrieve hardware-ID.

1895

GENOO98E Error processing request from host <computer name>, user <user name>, for service <service name>, request(request type, request subtype). 1895
GENO099W Warning processing request from host <computer name>, user <user name>, for service <service>, request(request type, request subtype). 1896

GENO10OE Error processing request from host <computer name>, for service <service>, request(request type, request subtype).
GENO0101W Warning processing request from host <computer name>, for service <service>, request(request type, request subtype).

GENO102E Missing t_identifiers row. ID type id number.

1896

1896

1896

GENO104E Not enough virtual memory.

1897

GENO105E Unable to send internal job results to T-Time Schedule : scheduler, Job: job name Run Number: run number.

GENO106E Unable to obtain local hostname. hostname.

1897

1897

GENO107E Unable to obtain SNMP datagram socket.

1897

GENO108E Unable to send SNMP trap datagram.

1897

GENO109E Unable to deliver an e-mail to one or more of the following recipients: recipients

1898

GENO110E Unable to read reply from SMTP server server name.

1898

GENO111E Unable to connect to SMTP server server Authentication failed

1898

GENO112E Unable to write to SMTP server server name.

1898

GENO113E Unable to connect to SMTP server server name Unknown host.

1899

GENO114E Unable to connect to SMTP server server name, port port number.

1899

GENO115E SNMP server server name is unknown.

1899

GENO125E Requested Report invalid: report name/report number.

1899

GENO0126W Unable to determine home directory.

1899

GENO127W job creator.job name job messages will be logged to the Data Server log file.

1900

GENO128E License key must be in format XXXXX-XXXXX-XXXXX-XXXXX.

1900

GENO129E License key characters must be 0-9 or A-Z excluding E, I, O, U.

1900

GENO130E License key checksum is incorrect - key is invalid.

1900

GENO131E Unable to open file file name.

1900

GENO132E Error parsing file name. Unrecognized section name: section name.

1901

GENO0133E Error reading file file name.

1901

GENO134E Error parsing file file name Unrecognized token token name in section section name.

GENO135E Error - file file name appears to be truncated.

1901

1901

GENO0136E Not enough agent licenses to run job.

1902

GENO137E product name license has expired.

1902

GENO139E product name is not installed on agent agent name.

1902

GENO140E product name is not licensed for agent agent name.

1902

GENO141E License key key is invalid.

1903

GENO143E key license key is expired.

1903

GENO0148E Unknown product on computer name.

1903

GENO149E product name is at release release level on agent name and at release release level on the server.

1903




GENO01511I product name vversion.release.modification.

1904

GENO152E Error writing file name.

1904

GENO153E Error serializing to file namefile name.

1904

GENO154E Unable to retrieve cached report data Error reading file name.

1904

GENO155E Unable to retrieve cached report data Error deserializing from file name.

1904

GENO156E Unable to retrieve cached report data Premature end of file -- file name.

1905

GENO157E Unable to retrieve cached report data Class class name not found restoring from file name.
GENO158E Unable to retrieve cached report data Object restored from class name is not file name; it's.
GENO159E Unable to retrieve cached report data Your request was interrupted. Processing terminated.
GENO160E Cached report data is no longer available on the server. Generate the report again. Cannot open.

GENO161E Error setting permissions on file name.

1905

1905

1905

1906

1906

GENO162E Error retrieving FD flags.

1906

GENO163E Error setting FD flags.

1906

GENO164E Write timed out.

1907

GENO165E poll() failed.

1907

GENO166E write() failed.

1907

GENO0167E SO_SNDTIMEO failed.

1907

GENO172E Error processing Request(request type, request subtype).

1907

GENO173E Java Error in readObject(): error message.

1908

GENO174E requestData is: class name.

1908

GENO175E writeObject() failed writing: error message.

1908

GENO176E responseData was: class name.

1908

GENO177E Java Error in writeObject: error message.

1909

GENO0178E GuiReportReq report(report type, report subtype).

1909

GENO179E GuilistReq listRequested(type).

1909

GENO180W A license key exists for product name, but the software is not installed.

1909

GENO181E Error - duplicate rows found for agent agent name.

1909

GENO0182I TsName: name, Manufacturer: manufacturer, HwID: hardware id.

1910

GENO184E License key is invalid for this software release.

1910

GENO197E Bad magic number.

1910

GENO0198I product component starting.

1910

GENO199E The license key for this product has been deleted.

1910

GENO200E Not enough licenses to license all requested agents.

1911

GENO201W operating system : License not present or expired.

1911

GENO0222W Cannot find binary module module name.

1911

GENO0223W Cannot find entry point entry point name.

1911

GENO304E Failed to read the stream header.

1911

GENO305E Failed to decrypt input stream.

1912

GENO306E Authentication failed from host:request type request subtype.

1912

GENO307E Request not allowed from a cryptable stream request type,request subtype.

1912

GENO308E Failed to write the stream header.

1912

GENO309E Failed to re-authenticate.

1913

GENO310E Failed to encrypt input stream.

1913

GENO311E Authentication failed.

1913

GENO329E Failed to authenticate the user <user ID>.

1913

GENO332E Unable to connect to host hostname, port port.

1913

GENO335E Unable to send a test email message to server name.

1914

GENO0400I Probe aborted.

1914

GENO40OE Probe completed with errors.

1914

GENO0401I Probe completed successfully.

1914

GENO0402W Probe completed with warnings.

1914

GENO403E Unable to retrieve probe definition.

1914

GENO0404I Probe started.

1915

GENO405E No computers or storage subsystems to probe.

1915

GENO406E A probe of the computer or hypervisor computer name is already in progress.

1915

GENO0407E Probe of storage subsystem subsystem name (subsystem alias) already in progress.

GENO0408W Probe of fabric fabric WWN already in progress.

1915

1915

GENO409E Batch Report job report name already in progress.

1916

GENO0410E Probe of switch switch WWN already in progress.

1916

GENO557E An OS error occurred.

1916

GENO558E An IO error occurred.

1916

GENZ1030E product name is not licensed on computer computer name.

1916

GEN1034I GeneralException message text follows:error message.

1917

GEN1035W storage subsystem name is no longer monitored.

1917

GEN6013E OS Error errno: error description

1917

GEN6014W OS Error errno

1917

GEN6015E Unable to load JAVA.DLL

1917

GEN6016E Unable to find symbol module symbol in JAVA.DLL

1918

GEN6017E Executable file is null

1918

GEN6018E stat(file path) failed.

1918

GEN6019E chmod(file path) failed.

1918

GEN5001W Not all statistics could be saved due to unlicensed computer(s). See TPCD log for details.

1918




GEN7111E Unable to retrieve data from the repository database. 1919

GEN7112E Failed to retrieve e-mail report from (report URL). 1919
GEN7113E Failed to retrieve e-mail report from the web server. 1919
GEN7114E The user and password combination for the outgoing e-mail server is invalid. 1919
GEN7115E Can't send the attached "reportName" report with the ID reportld. The size of the attachment (totalSize KB) exceeds the maximum size for
attachments that was set on your email server. Learn More link 1920
GEN7116E The email address that was configured for replies to alert notifications and reports, reply_to_address_value, was not accepted by the email server,
server. 1920
GPC - Performance User Interface messages 1920
GPCO00001E One or more of the selected profiles is a system-defined profile and cannot be deleted. Deselect profile and try again. 1920
GPCO00002E The selected profile profile is a system-defined profile and cannot be updated. 1921
GPCOO00003E There is no performance data collected for any of the storage subsystems, create workload profile Wizard can not continue. 1921
GPC000150W Analyzing all the volume performance data may take a long time to complete. 1921
GPC000200E Based on the current choices, no devices can be included in the analysis. 1921
GPCO000201E There is no ESS performance data collected, Volume Performance Advisor Wizard can not continue. 1921
GPC000350I Volume size may round up to multiple of 100 MB. 1921
GPCO0400E Subsystem type for type identifier does not match the subsystem type in selected list. 1922
GPCO0401E Duration value is not specified. 1922
GPCO080O0E The value entered for the number of rows is incorrect. 1922
GPCO0801E The selected metrics do not have same unit type. Charts only display metrics with the same unit type. 1922
GPCO0802E The selected charting metrics do not have same chart type. Chart and History Chart options cannot be mixed. 1922
GPCO00803E Performance reports can only be saved with 300 or less explicitly specified components. To save the report either select all components or select no
more than 300. 1922
GPCO0804E Please enter a relative time higher than zero. 1923
GPCO00950I There is no data to be charted. 1923
GPC00951I No metrics were selected. 1923
GPC00952I No drill-up available for this component. 1923
GPC00953I None of the selected metrics apply for all the report components. 1923
GPC00954I None of the selected metrics apply for all selected components. 1923
GPC00955I None of the selected metrics apply for all the report components or for all selected components. 1924
GPC009561 Subsystem port constraint violations do not support the affected volumes report. 1924

GPC00957I The maximum limit of max no of rows displayable rows for a performance report has been reached. If a larger report is required rerun the report as a
batch report, alternatively redefine the report to return less data. The amount of report data can be reduced by using a smaller time window, working with less

components, applying filters when defining the report or using the aggregated hourly or daily report data rather than the sample data. 1924
GPCO00958I No drill-down available for this component. 1924
GPC50000E Fabric type for fabric type identifier does not match the fabric type in selected list. 1924
HWNAS - Agentless Server messages 1925
HWNASOQ001I Successfully created server server. 1925
HWNASO0002I Successfully deleted server server. 1925
HWNASOQOO3E The host name or IP address {0} is not valid. 1925
HWNASOO004E Cannot add port portWWPN because it belongs to server serverName. 1925
HWNASOOO5E Cannot add port portWWPN because it belongs to switch switchName. 1926
HWNASOOO6E Cannot add port portWWPN because it belongs to storage system storageSystemName. 1926
HWNASQO007W Server serverName was not created because it exists already. 1926
HWNASO0008I Successfully created mergeServerName server by merging numberOfServers servers. 1926
HWNASOQ0091 Successfully separated serverName server into numberOfServers individual servers. 1926
HWNASOQO010E The serverld agentless server that you selected does not exist. 1927
HWNASOQ011I You cannot separate the serverName agentless server because it is not based on storage system host connections. 1927
HWNASO0012I You cannot separate the serverName agentless server because it is already defined on the smallest possible separation boundary. 1927
HWNASO0013I You cannot merge the selected agentless servers into the serverName agentless server because they are not all based on storage system host
connections. 21927
HWNAU - Single sign-on service messages 1927
HWNAUOOO1E A connection with the IBM Spectrum Control Device Server, (Device Server IP, could not be established for authentication. 1928
HWNAUOOO2E A connection with the LDAP or Active Directory server, (LDAP or Active Directory Server IP ), could not be made for authentication. 1928
HWNAUOOO3E Authentication of the Single Sign-On token failed. Provide your username and password to attempt a re-authentication. 1928
HWNAUOOOA4E The Single Sign-On token has expired. To re-authenticate the token, please enter your user name / password. 1928
HWNAUOOOSE Creation of the Single Sign-On token failed due to an username that is not valid. Enter your username and password and try again. 1929
HWNAUOOOGE Creation of the Single Sign-On token failed due to a password that is not valid. Enter your username and password and try again. 1929
HWNAUOOO7E Authentication failed due to an username or password that is not valid. Enter your username and password and try again. 1929
HWNAUO0O008I Single Sign On Service started successfully. 1929
HWNAUO0O009I The Single Sign On Service has shutdown. 1929
HWNAUOO210E An error occurred retrieving the Single Sign-On token from the private credentials. 1930
HWNAUOOZ11E An error occurred retrieving the Single Sign-On token from the public credentials. 1930
HWNAUOO12E An error occurred when attempting to decode the authentication token. 1930
HWNAUOO13E An error occurred when attempting to encode the authentication token. 1930
HWNAUOO14E An error occurred while translating the user's credentials into a Single Sign-On token. 1930
HWNAUOO15E An unknown error occurred while authenticating to the WebSphere login module. 1930
HWNAUOO16E An error occurred while registering SsoConfigChangeListener with TIP. 1930
HWNAUOO17E An error occurred while unregistering SsoConfigChangeListener from TIP. 1931

HWNAUOO18E The Web server appears to be down and cannot be used for authentication. It is still possible to perform OS user authentication against the device
server, however since the Web server is down the IBM Spectrum Control functionality will be limited. Among the limitations is the inability to perform SSO to other
applications that rely on the presence of a lightweight third party authentication token. To proceed enter a local OS username with administrative privileges and

password. 1931



HWNAUOO19E An unknown error occurred while authenticating with Web server. 1931

HWNCA - Storage multiple access control messages 1931
HWNCAOOOLE The required parameter_name parameter is missing. 1932
HWNCAOOO2E The delivery unit type delivery_unit_type is not supported. 1932
HWNCAOOO3E The delivery unit type, delivery_unit_type, does not match the capacity pool type, capacity_pool_type. 1933
HWNCAOOO4E The service class service_class_name is not supported by the capacity pool. 1933
HWNCAOO0O5E IBM Spectrum Control cannot provide the requested delivery_unit_size GiB of capacity that also satisfies the requirements of the service class.]1 933
HWNCAOOO6E A delivery unit delivery_unit_name and service instance ID service_instance_ID already exists. 1933
HWNCAQO007I Normal isolated file storage. 1933
HWNCAOQ008I Enhanced isolated file storage. 1934
HWNCAOOOQ9E The capacity pool with ID capacity_pool_id is still in use and cannot be deleted. 1934
HWNCAOO10E The service class service_class_name has no recipe for deleting delivery unit delivery_unit_name. 1934
HWNCAOO11E The service class service_class_name cannot modify the delivery unit delivery_unit_name. 1934
HWNCAOO012E The capacity of the delivery unit with ID delivery_unit_id cannot be modified after delivery unit is created. 1934
HWNCAO0O013E Delivery unit with ID delivery_unit_id cannot be modified or deleted because it is in the processing state. 1935
HWNCAO0O014E Delivery unit with ID delivery_unit_id cannot be modified because it has a completion state error. 1935
HWNCAOQO15E The principal principal_name was used in multiple CIFS access control list (ACL) entries. 1935
HWNCAO0016I A standard object can handle object-type delivery units, such as CDMI containers. 1935
HWNCA00171I You can use the StandardBlock service class to create, modify, and delete delivery units that are block based, such as volume containers.__ 1935
HWNCAO0018I High Availability, Sequential. 1936
HWNCAO0019I High Availability, Short response time, Transactional. 1936
HWNCAO0O020E No provisioning profile was found for recipe name. 1936
HWNCA0021E The WWPN WWPN does not belong to a server or hypervisor managed by IBM Spectrum Control. 1936
HWNCAO022E Device Selection failed with the following error: Planner Message 1936
HWNCAOO023E Creation of DeliveryUnit failed with the following error: Planner Message 1936
HWNCA0025I Remote Caching allows the data written to one delivery unit to be pushed to another remote located delivery unit. 1937
HWNCAOQ026E Deletion of DeliveryUnit failed with the following error: Planner Message 1937
HWNCA00271 Highest-performing storage for mission-critical applications. 1937
HWNCAO0028I High-performing storage for applications in production. 1937
HWNCAO00291 Standard storage for non-mission-critical applications. 1937
HWNCAOO030E No host port WWNPNs were found for server host name. 1937
HWNCAO0031I The standard root object class enforces the use of dedicated filesets for associated object-type delivery units, such as CDMI containers. 1938
HWNCAOO32E A Storage Resource agent is not up and running for the host name server. 1938
HWNCAOO33E A service class with name service_class_name does not exist for the specified delivery unit type. 1938
HWNCAO0O034E IBM Spectrum Control is unable to create or modify the service class because one or more of the capacity pools to which it was restricted were
removed. 1938
HWNCAOO035E Delivery unit with ID delivery_unit_id cannot be modified or deleted because it has a completion status of planned or change_planned. 1939
HWNCAOO036E More than numResults results found. Modify your search pattern. 1939
HWNCAOQ037I Start the creation of an object container with name containerName. 1939
HWNCAOQ038I The creation of the object container with name containerName is finished. 1939
HWNCAOQ0391I Start the deletion of an object container with name containerName. 1939
HWNCAOQ040I The deletion of the object container with name containerName is finished. 1940
HWNCAOQ0411I Start the modification of an object container with name containerName. 1940
HWNCAQ0042I The modification of the object container with name containerName is finished. 1940
HWNCAOQ0043I This task was already deleted. 1940
HWNCAOQO044E The requested operation requires SMAC API client version version or later. 1940
HWNCAOQO045E The plan with scheduleID scheduleID can not be deleted because the delivery unit creation is already processing state. 1941
HWNCAOO046E The specified value deletionType is not a valid plan deletion type. 1941
HWNCAOQO047E Host with host name host is not known by IBM Spectrum Control. 1941
HWNCAOO48E Filer Storage ID filerId for given fileSystem is not found. 1941
HWNCA0049W IBM Spectrum Control did not change any Fibre Channel zones. After the provisioning operation completes, verify the Fibre Channel connectivity
between any involved host and the storage subsystem that contains the storage volume. If necessary, change the zoning configuration. 1941
HWNCAO0050W IBM Spectrum Control did not enable the multipath policy for the host or hosts to which the volume was reassigned. You must enable the
multipath policy after the provisioning operation completes. _ 1942
HWNCAOO51E Incorrect volume name volumeName. The name can contain letters, numbers, dashes (-) and underscores (_). However, the name cannot start
with a number, dash, or the reserved words vdisk or volume. 1942
HWNCAO0O052E One or more of the requested volume names are too long for the following storage systems: StorageSubsystemsList. The maximum volume name
length that is allowed is MaxAllowedNamelength characters, and a volume name of LargestNameLength characters was requested. 1942
HWNCAOO53E The service class scName does not support provisioning from any available storage. 1942
HWNCAOO054E The volume volumeName already exists on the storage system storageSystemName. Request a different volume name. 1943
HWNCAOO55E The share shareName already exists on the storage system storageSystemName. Request a different share name. 1943
HWNCA0056W Zoning cannot be configured because the connected fabrics are not monitored. 1943
HWNCA0057W The multipath policy cannot be set on the following hypervisors: HostList. 1943
HWNCAQ0058W The multipath policy cannot be set on the following agentless servers: HostList. 1943
HWNCA0059W The multipath policy cannot be set on the following hosts: HostList. 1944
HWNCAOO60E Storage volume can not be assigned to servers that are running different operating systems. 1944
HWNCAOO61E The required resources cannot be reserved because too many provisioning tasks are currently being created. Try again in a few minutes. 1944
HWNCAO0O062E The operation did not complete because the specified service class or capacity pool no longer exists. 1944
HWNCAOQO063E The service class ScName that is specified by this provisioning task does not exist. 1944

HWNCAO0064E The current SMAC API client is version current_version. The requested operation requires SMAC API client version required_version or later._ 1945
HWNCAOQO065E The delivery unit specified has snapshots and could not be deleted. 1945




HWNCAO0066E The WWPN WWPN already belongs to a server or hypervisor managed by IBM Spectrum Control. Was expected an unknown WWPN based on

previous Hosts or WWPNs passed in. -1945
HWNCAOQO067E The host host already belongs to a server or hypervisor managed by IBM Spectrum Control. Was expected an unknown Host based on previous
Hosts or WWPNs passed in. 1945
HWNCAO0068E The list of hosts was expected to contain just one or no element because the WWPNs passed in were all unknown. The size of the host list is siz§.94 6
HWNCAO0069E No unknown WWPNs were specified for this provisioning operation but an unknwon Host was specified. 1946
HWNCAO0O070E The expansion of the capacity is not supported for the delivery unit with ID delivery_unit_id. 1946
HWNCAOO71E The reduction of the capacity is not supported for the delivery unit with ID delivery_unit_id. 1946
HWNDA - Data Manager API messages 1946
HWNDAOOO1I Operation Name of the operation processed successfully. 1948
HWNDAOOO2E Mandatory parameter Name of the mandatory parameter which is missing missing 1948
HWNDAOOO3E Invalid parameter Name of the parameter which was invalid 1948
HWNDAOOO4E An internal error occurred. 1948
HWNDAOOOSE The server encountered an error when it was accessing the database. 1948
HWNDAOOOGE The name provided while creating a new group is already in use. 1949
HWNDAOOO7E An external key could not be identified for the provided type The constant integer type of the Group element and id The unique integer database ID
of the Group element. 1949
HWNDAOOOSE The specified attribute invalid attribute name is not a valid attribute. 1949
HWNDAOOO9E An internal ID could not be identified for the provided type The constant integer type of the Group element and external key The unique external
key of the Group element. 1949
HWNDAO0O010I The following elements are already members of the group The group: The keys of the elements. 1950
HWNDAOO011I The following elements are not members of the The group Group and cannot be removed: The element key. 1950
HWNDAOO12E Adding a Group with the name Name of the proposed new member to the Name of the parent group Group would create a circular relationship that
is not allowed. 1950
HWNDAOO13E The input parameter value input parameter value for input input parameter name exceeds the maximum allowable length of number of allowable
characters characters. 1950
HWNDAOO14E The provided Group attribute value Group attribute value for the Group attribute name Group attribute contains invalid characters. The following
characters are not allowed, \\/:*?><|." 1950
HWNDAOO15E You are not the original creator of the provided Group name Group name. 1951
HWNDAOO16E The provided Tiering Policy name Tiering Policy name is not unique. 1951
HWNDAOO17E The provided Group Group name or ID does not exist. 1951
HWNDAOO18E The provided Tiering Policy name Tiering Policy name does not exist. 1951
HWNDAOO19E The provided candidate and destination Group names, Group name, cannot be the same. 1951
HWNDAOO20E The provided condition condition type is not valid. 1952
HWNDAOO21E The provided operand operand type is not valid. 1952
HWNDAOO22E The provided condition condition type is either already applied to this tiering policy or conflicts with an existing condition, existing condition typg9Q 52
HWNDAOO23E The requested priority value priority value is invalid. 1952
HWNDAOO24E The specified Group name Group name is not unique. 1952
HWNDAOO25E Cannot add the specified resource because the resource type, element type, is not supported as a child of the group. 1953
HWNDAOO26E Cannot add the specified group, Group name, because the group type, type, is not supported as a child of the application. 1953
HWNDAOO27E The first option specified in the file must be -appgroupname. 1953
HWNDAOO28E The argument of the option option is missing at or before line Line Number : Line 1953
HWNDAOO29E Both option1 and option2 were specified at or before line Line Number : Line 1953
HWNDAOO3O0E The option option is missing at or before line Line Number : Line 1954
HWNDAOO31E Neither option1 nor option2 was specified at or before line Line Number : Line 1954
HWNDAOO32E Invalid number of parameters for option option at or before line Line Number : Line 1954
HWNDAOO33E Incomplete options sequence before end of file. 1954
HWNDAOO34E Invalid option option at line Line Number : Line 1954
HWNDAOO35E Invalid resource type type at line Line Number : Line 1955
HWNDAOO36E Invalid sequence of options at or before line Line Number : Line 1955
HWNDAOO37E Syntax error, quote sequence not properly closed at line Line Number : Line 1955
HWNDAOO3B8E Option option is not allowed for resource type type at or before line Line Number : Line 1955
HWNDAOO39E The input data for modifying the application groups is missing. 1955
HWNDAOO4OE An invalid element was encountered in the input data. 1955
HWNDAOO41E The application group name is missing from the input data. 1956
HWNDAOO42E The operation is missing from the input data. 1956
HWNDAOO43E The resource type is missing from the input data. 1956
HWNDAOOA44E The server name is missing from the input data. 1956
HWNDAOO45E The device name is missing from the input data. 1956
HWNDAOO46E Invalid values were specified for the server, device or cluster names in the input data. 1957
HWNDAO047E Member names and the tags were specified for the same operation. 1957
HWNDAO0048W The following entities were not found: Entities. 1957
HWNDAO049W No entities were found for the tags: Tags 1957
HWNDAOO50E The member names or tags were not specified for the operation. 1957
HWNDAOO51W The group Name of the proposed new member cannot be added to itself. 1957
HWNDAOO52W The group Name of the proposed new member cannot be added to the Name of the parent group group because it creates a circular relationship
that is not allowed. 1958
HWNDAOO53W The group Name of the group contains child groups and cannot be deleted. The child groups must be deleted before the parent group can be
deleted. 1958
HWNDAOOS54E The filter mask that was used to create or edit a group filter is currently being used. 1958
HWNDAOO55E The argument argument for the parameter parameter on line Line Number : Line is invalid. 1958
HWNDAOOS6E The first option specified in the file must be -id. 1958

HWNDAOOS57E The specified Group Group name is not of type type. 1959




HWNDAOO58W These groups have same names as existing members of the group The group: The keys of the elements. They were not added to the group._ 1959

HWNDAOOS59E The specified tag key Tag key is not valid. 1959
HWNDAOO60W These group members are also members of another group: The groups. They are not deleted. 1959
HWNDAOO61W These group members cannot be moved up one level in hierarchy due to name conflicts: The groups. The group is not deleted. 1959
HWNDAOO62E The specified Group Group name is not a department group. 1960
HWNDAOO63W These group members cannot be moved as top level groups in hierarchy due to name conflicts: The groups. No group members were removed
from the group. 1960
HWNDAOO64E An application with the same name already exists. 1960
HWNDAOOG65E A department with the same name already exists. 1960
HWNDAOO66E Invalid values were specified for the device, cluster or file system names in the input data. 1960
HWNDAOO67E Resources of type Type of resource cannot be added to an application or removed from an application using tags. 1961
HWNDAOO68E The application cannot be added because the number of levels in the group hierarchy exceeds the maximum of five levels. 1961
HWNDAOO69E The department cannot be added because the number of levels in the group hierarchy exceeds the maximum of five levels. 1961
HWNDAOO70W The File Systems: {0} were not added to the application {1} because they are NAS file systems. 1961
HWNDAOO71E Member IDs and the tags were specified for the same operation. 1961
HWNDAOO72E Member IDs should be specified in the input data for resources of type appgroup. 1962
HWNDAOO73E A general group with the same name already exists. 1962
HWNDAOO74E The general group cannot be added because the number of levels in the group hierarchy exceeds the maximum of five levels. 1962
HWNDAOOQ75E A dashboard with the same name already exists. 1962
HWNDAOOQ76E The dashboard group cannot be added because the number of levels in the group hierarchy exceeds the maximum of five levels. 1962
HWNDAOO77E A policy group with the same name already exists. 1963
HWNDAOO78I The Name of the policy group policy group was removed. 1963
HWNEM - Element manager messages 1963
HWNEMOOO1E The element manager management service failed to obtain a database connection. 1964
HWNEMOO0O02E An error occurred while attempting to add element manager information to the database. 1964
HWNEMOOO3E An error occurred while attempting to update element manager information in the database. 1965
HWNEMOOO4E An error occurred while attempting to remove element manager information from the database. 1965
HWNEMOOOS5E An error occurred while attempting to obtain element manager information from the database. 1965
HWNEMOOOGE Failed to transmit request to Data Server to initiate SMI-S provider discovery job. 1965
HWNEMOOO7E An error occurred while attempting to obtain Data Server information from the database. 1966
HWNEMOOOSE Data Server information was not found in the database. SMI-S provider discovery could not be scheduled. 1966
HWNEMOOO9E An error occurred while attempting to obtain the SMI-S provider URL associated with an element manager from the database. 1966
HWNEMOO10E An error occurred while attempting to obtain element manager credentials from the database. 1967
HWNEMOO011E An error occurred while attempting to remove element manager credentials from the database. 1967
HWNEMOO012E An error occurred while attempting to store element manager credentials in the database. 1967
HWNEMO013E Encountered element manager with malformed URL (URL). 1967
HWNEMOO14E Encountered element manager with URL containing hostname that could not be resolved by DNS (URL). 1968
HWNEMOO015E Failed to clone element manager. 1968
HWNEMOO16E Failed to encrypt element manager password. 1968
HWNEMOO17E Failed to decrypt element manager password. 1968
HWNEMOO18E Failed to send request to Data Server (dataServerHost:dataServerPort). 1969
HWNEMO00191I Attempting to schedule discovery on Data Server for number SMI-S provider(s) (SMI-S provider URLS)... 1969
HWNEMO0020I Successfully scheduled discovery on Data Server for number SMI-S provider(s). 1969
HWNEMO0021I SMI-S provider discovery was not scheduled on Data Server. No SMI-S providers are associated with the specified set of element managers. 1969
HWNEMOO022E Failed to authenticate with ESSNI server associated with element manager at URL using ESSNI user ID ESSNI user ID. 1970
HWNEMO023E The ESSNI server associated with the element manager at URL is not available. 1970
HWNEMOO026E An error occurred while attempting to retrieve version information from the ESSNI server associated with the element manager at URL. 1970
HWNEMOO29E Failed to set element manager credentials. Specified Element manager does not exist. 1970
HWNEMO100E The element manager's URL is not in the correct format. 1971
HWNEMO101E Change the default administrator password now to avoid security conflicts. 1971
HWNEMO102E The element manager already exists. 1971
HWNEMO103E A problem occurred adding the element manager to IBM Spectrum Control. 1971
HWNEMO104E Login to the element manager failed. Check the user credentials. 1972
HWNEMO105E The request contained data in an unexpected format 1972
HWNEMO106E The request did not contain the expected information. 1972
HWNEMO107E The request contained an unsupported action. 1972
HWNEMO108E Connection test to SMI-S provider URL FAILED due to status code. 1972
HWNEMO109E Connection test to Element Manager failed. 1973
HWNEMO111E A problem occurred locating the element manager in IBM Spectrum Control. 1973
HWNEMO112E A problem occurred updating the element manager to IBM Spectrum Control. 1973
HWNEMO113E A problem occurred removing the SMI-S provider from the element manager. 1973
HWNEMO114E A problem occurred locating the SMI-S provider associated with the element manager. 1974
HWNEMO115E Unable to establish an https connection to the element manager. 1974
HWNEMO116E A problem occurred removing the element manager from IBM Spectrum Control. 1974
HWNEMO117E A problem occurred testing the connection to the element manager. 1974
HWNEMO0118I Connection test to the element manager element manager passed. 1975
HWNEMO119E Connection test to the element manager element manager failed. 1975
HWNEMO120E IBM Spectrum Control is unable to communicate with the element manager, the problem could be the element manager is not running, a network
communication error or user credentials stored in IBM Spectrum Control are incorrect. 1975
HWNEMO0121I Connection test to the SMI-S provider SMI-S provider passed. 1975
HWNEMO0122I Connection test to the SMI-S provider SMI-S provider failed. 1976

HWNEMO0123E Before executing the action the user must select an element manager from the table. 1976




HWNEMO124E There is no SMI-S provider associated with the selected element manager. 1976
HWNEMO0125I The element manager is about to be removed. Once removed the element manager will not be accessible from IBM Spectrum Control. Do you wish

to continue. 1976
HWNEMO01261 The element manager is about to be removed. Once removed the element manager will not be accessible from IBM Spectrum Control. Do you wish

to continue. 1976
HWNEMO127E An internal processing error occurred while servicing the last request. 1977
HWNEMO0128E The element manager is not available. Ensure that the element manager's credentials are defined and up to date. 1977
HWNEMO129E An unexpected error occurred changing the element manager's default password. 1977
HWNEMO130E SMI-S provider connection was added to the element manager, however the SMI-S provider discovery job failed to launch. 1977

HWNEMO0131I The DS8000 SMI-S provider has been added successfully. IBM Spectrum Control has started the discovery job for the DS8000 storage subsystem
managed by this SMI-S provider. To check the status of the jobs, go to the IBM Spectrum Control perspective and check the following navigation tree nodes:

Administrative Services -> Discovery -> CIMOM 1978
HWNEMO0132I SMI-S provider connection was removed from element manager. 1978
HWNEMO133E Internal error occurred, the element manager info for launching the element manager could not be located in the IBM Spectrum Control DB._ 1978
HWNEMO134E The user session data is no longer available. To continue restart the IBM Spectrum Control GUI. 1978
HWNEMO135E Unable to contact the device server. It appears to be down. 1979
HWNEMO0136I The DS8000 Element Manager at IP Address has been added successfully. 1979
HWNEMO01371 service.method IBM Spectrum Control User IBM Spectrum Control user launched DS8000 Element Manager IP Address under the alias of DS8000

user name. 1979

HWNEMO0138I The DS8000 SMI-S provider has been modified successfully. IBM Spectrum Control has started the discovery job for the DS8000 storage

subsystem managed by this SMI-S provider. To check the status of the jobs, go to the IBM Spectrum Control perspective and check the following navigation tree
nodes: Administrative Services -> Data Sources -> Discovery -> CIMOM 1979
HWNEMO0139I The DS8000 SMI-S provider has been modified successfully. 1979
HWNEMO0140W The element manager GUI cannot be accessed because no username and password have been specified by the currently logged-in IBM Spectrum
Control user. Element manager credentials are managed on a per-IBM Spectrum Control user basis. The element manager GUI will appear after you provide the

correct username and password information. 1980
HWNEMO141E The length of the SMI-S provider's text description is too long. The description should be 255 characters or less. 1980
HWNEMO0142E An element manager named manager.name already exists. 1980
HWNEMO0143E The DS8000 Element Manager Console is only accessible from IBM Spectrum Control. To access it, open IBM Spectrum Control and switch to the
DS8000 Element Manager perspective. 1980
HWNFS - File system monitor messages 1981
HWNFS0001E The file system monitor tool does not recognize the command: command. 1981
HWNFS0002E The file system monitor tool is unable to read its property file. 1981
HWNFS0003W The FileSystems property value property_value has an invalid format. 1981
HWNFS0O004E The file system monitor tool was unable to initialize access to the IBM Spectrum Control database repository. 1981
HWNFSO00O05E The probe of device_name ended with the error_code error code. 1982
HWNFSOO0O06E The FileSystems property is missing in the fsmon.properties file. 1982
HWNFS0007E Data cannot be retrieved from the database repository. 1982
HWNFSO0008E Data about IBM SONAS devices or file systems cannot be retrieved from the database repository. 1982
HWNFS0009W Capacity data cannot be collected for the file_system file system. 1982
HWNFS0010W No matching file system found in the database repository for file_system. 1983
HWNLM - Planner manager messages 1983
HWNLMO700E Storage pool recommendations cannot be given because a storage subsystem is not selected as input. 1987
HWNLMO701E The selected planner cannot occur because a storage subsystem is not selected as input. 1987
HWNLMO702E The selected planner cannot occur because a computer is not selected as input. 1987
HWNLMO703E The selected planner(s) cannot occur because a computer and/or volume is not selected as input. 1988
HWNLMO704E The selected planner cannot occur because a volume is not selected as input. 1988
HWNLMO705E Storage pool recommendation can not be done because there is already a storage volume selected as input. 1988
HWNLMO706E The selected planner cannot occur because there is already a volume selected as input. 1988
HWNLMO707E The selected planner(s) cannot occur because a subsystem or computer is not selected as input. 1988

HWNLMO708E The total required space (total space MB) exceeds the total available space (total space MB) considering all planner inputs. This could be due to
insufficient space in the selected storage subsystem's controller(s) or pool(s), or the selected RAID level does not have enough free space or in case of SVC there

is insufficient I0 group memory configuration. 1989
HWNLMO709E The storage cannot be assigned to the specified hosts due to insufficient LUN addresses. 1989
HWNLMO710E The specified total size to be allocated (total space MB) is invalid. It must be positive and an integral multiple of 100. 1989
HWNLMO711E The specified minimum volume size (minimum size MB) is invalid. It must be positive and an integral multiple of 100. 1989
HWNLMO712E The specified maximum volume size (maximum size MB) is invalid. It must be positive and an integral multiple of 100. 1989
HWNLMO713E The total capacity requested cannot be obtained. The allowed minimum size is {0} GB and the allowed maximum size is {1} GB for the given

subsystem(s). The total size is {2} GB. _ 1990
HWNLMO714E Host Host does not have multipath support because it only has one Fibre Channel port. 1990

HWNLMO715E There are no common fabrics that have the minimum number of required paths between the selected servers and the managed storage systen399(Q
HWNLMO716E There needs to be at least two common fabrics between host Host and storage subsystem Subsystem in order to use the redundant fabric optig99(Q

HWNLMO0718E The number of paths specified was Paths, but the redundant fabric option requires the number of paths to be an even number of paths. 1991
HWNLMO719E Host host does not have a Host Bus Adapter (HBA) installed. Please select a host with a HBA installed and try again. 1991
HWNLMO720E The Plan failed to generate due to storage subsystem Subsystem not having any volumes identified for Planning use. Please select another storage
subsystem and try again. 1991
HWNLMO721E A supported multipath driver is not installed on host Host. 1991
HWNLMO722E There is an insufficient number of Fibre Channel paths between host Host and storage subsystem Subsystem. Requested Paths paths were

requested but there are only Possible Paths paths available. _ 1991
HWNLMO0723E The number of paths specified was Paths, but the redundant fabric option requires the minimum number of paths for virtual disks to be four paths

or more. 1992
HWNLMO724E The number of zones in fabric fabric will be number of zones. This is larger than the max zones maximum number of zones specified. 1992

HWNLMO725E Storage pool data does not exist for storage subsystem subsystem. This is either due to not running a storage subsystem probe or not having any
fixed block formatted storage pools on the subsystem. 1992



HWNLMO726E Performance data does not exist for input storage subsystem(s) for the given date range. Either run an IBM Spectrum Control Performance Monitor

against the given storage subsystem(s) or under the Capacity Planner, select the 'Space Only' Workload Profile option. 1992
HWNLMO728E An unexpected internal error occurred. Please contact IBM customer technical support. 1993
HWNLMO729E The resulting SAN Planner actions include creating a zoneset on McData fabric fabric WWN. Since there is already an active zone set, please select
the 'Use active zone set' option under the Zone Planner and try again. 1993
HWNLMO730E SDD version 1.6.2.3 installed on HP host host is not supported by IBM Spectrum Control. 1993
HWNLMO731E The computer probe for computer host was incomplete. Please attempt another computer probe and try again. 1993
HWNLMO0732E DM-Multipath installed on Linux host host does not support the selected Multipath mode. 1994
HWNLMO734E The total required IO Group mirroring memory (total memory KB) for vdisk mirroring creation exceeds total available mirroring memory (total
memory KB) available. 1994
HWNLMO735E Could not find any subsystem for planning. It is possible that the given subsystems are not detectable. 1994
HWNLMO736E The primary, secondary or tertiary storage subsystem subsystem that you specified is not registered with the IBM Spectrum Control-R server._1994
HWNLMO737E Storage Subsystem subsystem is not a supported type for replication operations. 1994
HWNLMO738E Replication session with a combination of virtualized and non-virtualized storage volumes in not supported. 1995
HWNLMO739E Replication session type session is not allowed for the supplied subsystem subsystem of typesubsystemtype. 1995
HWNLMO740E Limit reached : Number of copy pairs for Replication session type session for the supplied subsystem subsystem. 1995
HWNLMO741E Replication session type session is not supported. 1995
HWNLMO742E Format of LSS Property File filepath is invalid. 1995
HWNLMO0743E Namespace in specified LSS is not available. 1996
HWNLMO744E Unable to find suitable placement for replication storage volumes. plannermsg 1996
HWNLMO745E Secondary SRG secsrg is either empty or does not contain any valid elements for replication related resource provisioning. 1996
HWNLMO746E Tertiary SRG tersrg is either empty or does not contain any valid elements for replication related resource provisioning. 1996
HWNLMO7471 Please ensure that proper Replication license and device feature codes are enabled, otherwise the plan execution will fail. 1996
HWNLMO748E Replication Manager is not installed. 1997
HWNLMO749E Replication Planner Internal Error. 1997
HWNLMO750E Replication session with the specified name (sesname) already exists. Please use a different name. 1997
HWNLMO751E No storage system resource can satisfy the provisioning requirements. 1997
HWNLMO752E The subsystem(s) provided in the input do not satisfy the given Thin Provisioning criteria. 1997
HWNLMO753E The subsystem(s) provided in the input do not allow provisioning on volumes or no subsystems were selected. 1998
HWNLMO754E The subsystem(s) provided in the input do not allow provisioning on virtual disks or no subsystems were selected. 1998
HWNLMO755E The selected virtual disk(s) cannot be added in a plan for volumes. 1998
HWNLMO756E The selected volume(s) cannot be added in a plan for virtual disks. 1998
HWNLMO7571 The volume size has been slightly adjusted to meet subsystem requirement. 1998
HWNLMO0758I If a FlashCopy source has multiple targets, an IncrementalFlashCopy relationship can be established with one and only one target. 1999
HWNLMO0759I IncrementalFlashCopy is not available with FlashCopy SE. 1999
HWNLMO760W Input Volume is already in source role for 12 Flash Copy Sessions, ID = volumelD, Volume Name = volumeName. 1999
HWNLMO761W Input Volume is already in a target role of Flash Copy Session(s), ID = volumeID, Volume Name = volumeName. 1999
HWNLMO762W Input Volume is already in a target role of Continuous Copy Session(s), ID = volumeID, Volume Name = volumeName. 1999
HWNLMO0763W Input Volume is already in a target role of Flash Copy Session(s). 1999
HWNLMO7641 Ensure connectivity between source and target (direct or through fabric). 2000
HWNLMO765W For TSE volumes, please ensure that the Repository Capacity is configured and available on the pool poolName. 2000
HWNLMO766W The storage subsystem ssName is unacceptable due to -- reason. 2000
HWNLMO07671 The storage subsystem ssName is a valid candidate subsystem, thus it is considered during planning. 2000
HWNLMO768W The storage pool poolName is unacceptable due to -- reason. 2000
HWNLMO07691 The storage pool poolName is a valid candidate storage pool, thus it is considered during planning. 2000
HWNLMO770W The SVC ssName is unacceptable due to -- reason. 2000
HWNLMO07711 The SVC ssName is a valid candidate subsystem, thus it is considered during planning. 2001
HWNLMO0772W The mdiskgroup mdiskGroupName is unacceptable due to -- reason. 2001
HWNLMO07731I The mdiskgroup mdiskGroupName is a valid candidate mdiskgroup, thus it is considered during planning. 2001
HWNLMO774W The iogroup ioGroupName is unacceptable due to -- reason. 2001
HWNLMO0775I The iogroup ioGroupName is a valid candidate iogroup, thus it is considered during planning. 2001
HWNLMO776E Unable to plan for volumeName due to reaching the maximum limit of volumes on the LSS(es) within storage pool storagePool on storage

subsystem subsystem. 2001
HWNLMO777E Replication session with the specified name ( sesname ) associated with SRG (srgname ) has required replication and does not require extensign0 (02
HWNLMO0778I The volume/vdisk name may be different during plan execution based on the name availability and/or subsystem limitation. 2002
HWNLMO779E Unable to recommend plan due to reaching the maximum limit of volumes on the LSS(es) within storage pool(s) storagePool on storage

subsystem(s) subsystem. 2002
HWNLMO780E Unable to recommend plan since the LSS range specified in the LSSRange.properties file is not valid for volumeName on storage subsystem
subsystem. _ 2002
HWNLMO781E No cluster partnership exists between source subsystem srcSS and target subsystem targetSS. 2003
HWNLMO782E No connectivity path exists between source subsystem srcSS and target subsystem targetSS. 2003
HWNLMO783E The selected input volume volumeName is missing from the storage subsystem. 2003
HWNLMO784E The selected input virtual disk virtualDiskName is missing from the SVC. 2003

HWNLMO785E Provisioning with replication can not be achieved with Extent Space Efficient(ESE) or Track Space Efficient(TSE) volumes. Extent Space Efficient
volumes are not allowed in copy sets and Track Space Efficient volumes are valid only in the target role of a FlashCopy session or the Journal role of a Global

Mirror or Metro Global Mirror session. 2003
HWNLMO786E Replication can not be extended to Extent Space Efficient(ESE) or Track Space Efficient(TSE) source volumes. Extent Space Efficient volumes are

not allowed in copy sets and Track Space Efficient volumes are valid only in the target role of a FlashCopy session or the Journal role of a Global Mirror or Metro

Global Mirror session. One or more selected input volumes are either ESE or TSE : volumes. 2004
HWNLMO787E vDisk Mirroring is already enabled for the input vdisk volumes. 2004
HWNLMO0788I Fabric selection is based on planner selection of the host port(s) and the subsystem port(s) and not by the fabric(s) selected by the user. 2004

HWNLMO0789E The IO group IO Group for virtual disk virtual disk does not have appropriate connectivity to the host(s) selected in the plan. 2004



HWNLMO790E Not considering Subsystem(s): Subsystem because not all of its back-end subsystems are configured into this IBM Spectrum Control or some are

currently undetectable. This is unacceptable when an input RAID level is specified or a workload profile other than space-only is selected. 2005
HWNLMO791E The input volume you specified is already defined as a snapshot copy volume of a snapshot copy session, volume ID = volume_id, volume name =

volume_name. 2005
HWNLMO792E The input volume you specified cannot be defined as a source volume in a replication session, ID = volume_id, volume name = volume_name._2005
HWNLMO0793I Replication Manager is used to manage snapshot copy sessions. 2005

HWNLMO794E The total space requirement (total space MB) cannot be met within a single storage pool for the replication session. This could be due to

insufficient space in the selected storage subsystem's pool(s), or because the storage subsystem's pool(s) do not meet the requirements of the Planner input. 2006
HWNLMO796E The input volumes you specified must be within a single storage pool for the replication session. 2006
HWNLMO797E Volumes could not be created or used in the source pool of the existing snapshot copy session. 2006
HWNLMO798E The total space requirement (total space MB) cannot be met within the storage pool of the existing replication session. This could be due to
insufficient space in the storage pool of the existing replication session, or because the input volumes you specified are not within the storage pool of the existing

replication session. 2006
HWNLMO799E The input volumes you specified are aleady defined in an existing snapshot copy session. 2007
HWNLMO800W The input volume you specified is already defined as a snapshot copy volume of a snapshot copy session, volume ID = volume_id, volume name =
volume_name. 2007
HWNLMOB8O01E The input volumes you specified are not within the storage pool of the existing replication session. 2007
HWNLMOB8O02E For a Metro Global Mirror session, you must specify at least three DS8000 subsystems with sufficient capacity. 2007
HWNLMOB8O03E The selected input volume volume_name is already in a copy set used by this copy session. 2007
HWNLMO804E Subsystem cannot be considered. Please check both the candidate SVC and its back-end subsystems for available space and performance data for
the specified time interval. 2008
HWNLMO0804I The storage pool(s) provided do not satisfy the criteria for an acceptable destination pool. 2008
HWNLMOB805E Host Host is a virtual machine without any Fibre Channel host port and a storage volume cannot be assigned directly to it. 2008
HWNLMO0806W Host Host is a hypervisor. IBM Spectrum Control is unable to set the multipath policy on the hypervisor. 2008
HWNLMO0807W Host Host is a server that is not managed by an SRA. IBM Spectrum Control is unable to set the multipath policy on the host. 2008
HWNLMOB8O0B8E Ports of host Host are not connected to any fabric that is known to IBM Spectrum Control. 2009
HWNLMOB8OO9E Ports of host Host are not connected to fabrics that allow automatic zoning. 2009
HWNLMOB810E The total capacity requested is {0} GB for {1} number of volumes. The individual volume size comes out to be {2} GB, which is invalid. The allowed
minimum size is {3} GB and the allowed maximum size is {4} GB per volume for the given subsystem(s). 2009
HWNLMO0811W No fabric information is available. All fabric-related options are ignored and no fabric configuration operation is performed. 2009
HWNLMO0812E Unable to plan virtualizer provisioning task due to reaching the maximum vdisks limitation in all candidate iogroups. 2010
HWNLMOO001I An integrated SAN Planner job started with schedule creator. schedule name 2010
HWNLMOOO2E The integrated SAN Planner job completed with errors. Message from exception: message. 2010
HWNLMOO003I The integrated SAN Planner job completed. 2010
HWNLMOO0O04W The integrated SAN Planner job completed with warnings. 2010
HWNLMOOOS5E The integrated SAN Planner job completed with errors. 2011
HWNLMOO0O06I Zone set zone set name created on fabric fabric wwn. 2011
HWNLMOO0071 Zone zone name created on fabric fabric wwn. 2011
HWNLMOO008I Zone zone name added to zone set zone set name on fabric fabric wwn. 2011
HWNLMOO009I A list of ports added to zone zone name for zone set zone set name on fabric fabric wwn. 2011
HWNLMOO010I Activated zone set zone set name on fabric zone set name. 2012
HWNLMO0111I Started to create storage volumes. 2012
HWNLMOO012E The creation of storage volumes completed with errors. 2012
HWNLMO0013I Completed creating storage volumes. 2012
HWNLMO00141I Started to assign storage volumes to WWPNs. 2012
HWNLMOO015E The assignment of storage volumes to WWPNs completed with errors. 2012
HWNLMO0016I Completed assigning storage volumes to WWPNs. 2013
HWNLMO0017W The command to discover volumes on host host id failed with status status. 2013
HWNLMO0018W Unable to set the multipath policy on host host id due to host failure status. 2013
HWNLMO00191 Completed startTransaction command on fabric fabric wwn. 2013
HWNLMO0020I Completed commitTransaction command on fabric fabric wwn. 2014
HWNLMOO021E The startTransaction command on fabric fabric wwn failed with return code return code. 2014
HWNLMOO022E Creation for Zone set zone set name on fabric fabric wwn failed with return code return code. 2014
HWNLMOO023E Creation for Zone zone name created on fabric fabric wwn failed with return code return code. 2014
HWNLMOO024E Adding Zone zone name to zone set zone set name on fabric fabric wwn failed with return code return code. 2015
HWNLMOO025E Adding ports to zone zone name for zone set zone set name on fabric fabric wwn failed with return code return code. 2015
HWNLMOO26E Activated zone set zone set name on fabric zone set name failed with return code return code. 2015
HWNLMOO027E The commitTransaction command on fabric fabric wwn failed with return code return code. 2015
HWNLMO0028I Starting volume discovery on host host. 2016
HWNLMO00291I Finished volume discovery on host host. 2016
HWNLMO0O030I Assignment(s) between Volume volume id and Host Port(s) host ports already exist, no assignment actions will happen for these paths. 2016
HWNLMO0031W Since multiple Storage Resource Groups were provided as input to the plan, the newly created volumes will not be added to any Storage Resource
Groups. 2016
HWNLMO0032W IBM Spectrum Control is unable to set the multipath policy on host host id because it is an ESX hypervisor. After the provisioning operation
completes, log in to the hypervisor or use VMware tools to set the multipath policy on the hypervisor. __ 2016
HWNLMO0033W IBM Spectrum Control is unable to set the multipath policy on host host id because it is not managed by an SRA. After the volume or volumes are
provisioning, log in to the operating system on the agentless server to set the multipath policy. 2017
HWNLMO00341I Started updating agentless server configuration with disk information. 2017
HWNLMO0O035I Completed updating agentless server information with disk information. 2017
HWNLMO0036W The volume discovery operation failed for one or more agentless servers. 2017
HWNLMO00371 Disks mappings detected for volume volume by the discovery on host host on the following paths: path. 2018
HWNLMO038W No disks were detected for volume volume by the discovery on host host. 2018

HWNLMOO0391 After unassigning volume volume from host host, no disks were detected anymore for it by the discovery on that host. 2018




HWNLMO040W After unassigning volume volume from host host, disks mappings were still detected for it by the discovery on that host on the following paths:

path. 2018
HWNLMOO0411I Started to copy storage volumes. 2018
HWNLMOO042E The copy of storage volumes could not be completed. 2019
HWNLMO0043I Completed copy of storage volumes. 2019
HWNLMO100E No Storage Subsystem(s) passed to SAN Planner. 2019
HWNLMO101E No Storage Virtualized Controller(s) passed to SAN Planner. 2019
HWNLMO102E Virtual disk(s) were selected in a plan for volumes. 2019
HWNLMO103E Volume(s) were selected in a plan for virtual disks. 2019
HWNLMO0104I Not considering subsystem {0} for new storage because the user indicated so. 2020
HWNLMO0105I Not considering storage pool {0} for new storage because the user indicated so. 2020
HWNLMO106I Not considering storage virtualized controller {0} for new storage because the user indicated so. 2020
HWNLMO01071I Not considering managed disk group {0} for new storage because the user indicated so. 2020
HWNLMO0108I Considering virtual disk: {0} of storage virtualized controller: {1} as candidate since it is of the right size, is unassigned and not in a known

replication relationship (or these requirements were over-ridden by user). 2020
HWNLMO01091I Considering user selected virtual disk: {0} of storage virtualized controller: {1} as candidate since it is of the right size, is unassigned and not in a
known replication relationship (or these requirements were over-ridden by user). 2021
HWNLMO01101I Considering user selected volume: {0} of subsystem: {1} as candidate since it is of the right size, is unassigned and not in a known replication
relationship (or these requirements were over-ridden by user). _ 2021
HWNLMO0111I The algorithm used to identify the best location for the volumes will ignore the co-location criterion. 2021
HWNLMO0300I A Path Planner job started with multipath policy (multipath), redundant fabric policy (rFabric), multipath mode (mode), and (paths) number of

paths. _2021
HWNLMO0301I The Path Planner job completed. 2021
HWNLMO0302E Multiple paths are not supported on host host name as it has only one port. 2022
HWNLMO303E No common fabrics between Host and Subsystem 2022
HWNLMO304E There is an insufficient number of possible paths between Host and Subsystem. The number of possible paths possiblePaths are less than the
required number of paths paths. 2022
HWNLMO3O05E Cannot create redundant paths using the specified paths number of paths. 2022
HWNLMO3O06E There are less than two fabrics in common between host Host and storage subsystem Subsystem. 2022
HWNLMO0307W No supported multipath driver was found on host host id. 2023
HWNLMO0308W No corresponding multipath device was found on host host id in case of one or more volumes. 2023
HWNLMO0309W Multipath policy configuration is not supported for multipath driver on host host id. 2023
HWNLMO0310W Failed to set the multipath policy on host host id because for Multipath DM driver only Round Robin policy is available. 2023
HWNLMO0311W The command for setting the multipath policy on host host id has failed to execute. 2023
HWNLMO0312I Please check the agent log file for more details. 2024
HWNLMO0313W iSCSI ports were not mapped to the storage volume because storage subsystem Subsystem does not support iSCSI connectivity. 2024
HWNLMO314W iSCSI ports were not mapped to the storage volume because storage subsystem Subsystem does not have iSCSI connectivity configured. 2024
HWNLMO0315E No common connectivity exists between Host and Subsystem. 2024
HWNLMO0316I Started to set the multipath policy on host host id. 2024
HWNLMO0317I The multipath policy has been successfully set on host host id. 2025
HWNLMO500I The user specified maximum number of zones is user zones however the current number of zones is current zones. 2025
HWNLMO501E The maximum number of zones in a fabric policy was violated. 2025
HWNLMOS502E The zone per host policy was violated. 2025
HWNLMO503E The zone per HBA policy was violated. 2025
HWNLMO504E The zone per cluster policy was violated. 2026
HWNLMO505E The zone per controller policy was violated. 2026
HWNLMO506E The zone per controller type policy was violated. 2026
HWNLMO507E The zone per fabric policy was violated. 2026
HWNLMO508I Zone Set zone set name was created. 2026
HWNLMO509I Zone zone name was created. 2026
HWNLMO05101 Zone zone name was added to Zone Set zone set name. 2027
HWNLMO0511I Host port port id was added to Zone zone name. 2027
HWNLMO05121 Subsystem port port id was added to Zone zone name. 2027
HWNLMO05131 SAN Planner started with guidance Policy (guidance), validation policies (validation), fabric WWN (fabricWWN), and using active zone set (zone set
name). 2027
HWNLMO05141 The Zone Planner completed. 2027
HWNLMO515W Not considering Subsystem {0} since Planner could not obtain its information from database (it could be undetectable). 2027
HWNLMO516E Could not find any subsystem with the given input. The subsystem(s) may be undetectable. 2028
HWNLMO0517W Invalid candidate subsystem {0} for performance data for SAN Planner. 2028
HWNLMO0518I Not considering Pool: {0} of Subsystem: {1} since it does not have enough allocatable space. 2028
HWNLMO0519W Not considering Pool: {0} of Subsystem: {1} since it is not online. 2028
HWNLMO0520I Not considering Pool: {0} of Subsystem: {1} because it is not Fixed Block pool. 2028
HWNLMO0521I Not considering Pool: {0} of Subsystem: {1} because it is Solid State Disk pool. 2029
HWNLMO05221 Not considering Pool: {0} of Subsystem: {1} because it is not a Solid State Disk pool. 2029
HWNLMO0523I Not considering Pool: {0} of Subsystem: {1} because its Encryption Group is not matching with the input. 2029
HWNLM05241 Not considering Pool: {0} of Subsystem: {1} because it is not thin-provisioning enabled. 2029
HWNLMO0525I Not considering Pool: {0} of Subsystem: {1} because its lock behavior is not matching with the input. 2029
HWNLMO05261 Not considering Pool: {0} of Subsystem: {1} because it is not in the selected input pools list or it is already filtered out. 2030
HWNLMO527I Not considering Pool: {0} of Subsystem: {1} because its RAID level does not match with the input RAID level. 2030
HWNLMO0528I Considering volume: {0} of Subsystem: {1} as candidate since it is of the right size, is unassigned and not in a known replication relationship (or

these requirements were over-ridden by user). 2030

HWNLMO0529W The subsystem {0} does not have performance data for the specified time interval. 2030




HWNLMO0530I Not considering volume {0} for new storage because the user indicated so. 2030

HWNLMO0531I Not considering the subsystem {0} because it does not support Extent Space Efficient volumes. 2031
HWNLMO05321 Not considering the Subsystem: {0} because it does not support Track Space Efficient volumes. 2031
HWNLMO5331 Not considering Pool: {0} of Subsystem: {1} because it does not have repository capacity available/defined for Track Space Efficient volumes._ 2031
HWNLMO534I New Capacity Planning Advice Task Started.... 2031
HWNLMO0535I Capacity Planning Advice Task Completed. 2031
HWNLMO0536I Not considering Pool: {0} of Subsystem: {1} because its backend storage RAID level does not match the input RAID level 2032
HWNLMO05371I Not considering Pool: {0} of Subsystem: {1} because its backend storage is not configured into this IBM Spectrum Control or is currently

undetectable and input requires a specific backend RAID level 2032
HWNLMO0538I Not considering I0 Group: {0} of Subsystem: {1} because it does not have two nodes associated with it 2032
HWNLMO0539I Not considering IO Group: {0} of Subsystem: {1} because it has more than or equal to 2048 vdisks 2032
HWNLMO0540I Not considering I0 Group: {0} of Subsystem: {1} because it does not have enough available mirroring memory 2032
HWNLMO0541I Not considering Volume: {0} of Subsystem: {1} because its subsystem was found to be unacceptable based on inputs 2033
HWNLMO05421I Not considering Volume: {0} of Subsystem: {1} because its pool was found to be unacceptable based on inputs 2033
HWNLMO0543I Not considering Volume: {0} of Subsystem: {1} because its IO group was found to be unacceptable based on inputs 2033
HWNLMO05441 Not considering Volume: {0} of Subsystem: {1} because its size does not match the input 2033
HWNLMO0545T Not considering Subsystem: {0} because not all of its backend subsystems are configured into this IBM Spectrum Control or some are currently
undetectable. This is unacceptable when an input RAID level is specified or a workload profile other than space-only is selected 2033

HWNLMO05461 Not considering Subsystem: {0} because IBM Spectrum Control does not have adequate performance data for it and/or some of its backend
subsystems. For planning with workload profiles other than space-only, this subsystem and all of its backend subsystems need to have daily performance datp 034

HWNLMO05471 Not considering Subsystem: {0} since none of its I0 groups have enough available mirroring memory to support vdisk mirroring input 2034
HWNLMO0548I Not considering Subsystem: {0} since it does not support vdisk mirroring (code level is below v4.3) 2034
HWNLMO05491 Not considering Subsystem: {0} since it does not support space-efficient vdisks (code level is below v4.3) 2034
HWNLMO0550I Not considering I0 Group: {0} of Subsystem: {1} because it does not appropriate connectivity to hosts selected in the input 2034
HWNLMO0551I Not considering Subsystem: {0} since none of its IO groups have appropriate connectivity to hosts selected in the input 2035
HWNLMO552I Not considering Volume: {0} of Subsystem {1} since it does not match input on thin-provisioning characteristics 2035
HWNLMO0553I Volume size too small {0} MB. Minimum size should be {1} MB for the pool {2}. Not considering this pool. 2035
HWNLMO554I Volume size too big {0} MB. Maximum size should be {1} MB for the pool {2}. Not considering this pool. 2035
HWNLMO0555I Not considering Volume: {0} of Subsystem: {1} because it is in a known replication relationship. 2036
HWNLMO0556I Volume {0} can not be moved to the following candidate pool(s) due to insufficient allocatable space: {1}. 2036
HWNLMO0557I The max theoretical I/O capability of storage pool {0} on subsystem {1} has not been set. Using default value {2}. 2036
HWNLMO0558W The subsystem pool {0} does not have performance data for the specified time interval. 2036
HWNLMO05591 Not considering 10 Group: {0} of Subsystem: {1} because compression was specified, but the I0 Group does not have compression active._ 2036
HWNLMO0560I Not considering Volume: {0} of Subsystem {1} since it is not compressed when compression was specified. 2037
HWNLMO560W Fabric agent not available to perform the zoning operation on the fabric {0}. 2037
HWNLMO05611 Fabric agent available to perform the zoning operation on the fabric {0}. 2037
HWNLMO562E Fabric service exception occurred trying to check for zone control on the fabric {0}. 2037
HWNLMO563W A zone unnecesary_zone was not created, because the host already has connectivity to the storage system using existing_zone. 2037
HWNLMO564W There is already a zone named zone_name. A zone named new_zone_name was created instead. 2038
HWNLMO565W There is already a volume named vol_name. A volume named new_vol_name will be created instead. 2038
HWNLMO05661 Not considering Pool: {0} of Subsystem: {1} because it is mixed pool. 2038
HWNLMO05671 Not considering Subsystem: {0} for vdisk mirroring since it does not have at least two acceptable mdiskgroups from different backend subsyste®§38
HWNLMO0568I Not considering I/O group {0} of subsystem {1} because it already reached the limit of 200 compressed vdisks. 2038
HWNLMO05691 Not considering subsystem {0} because none of its I/O groups can be used for compressed vdisks. 2039
HWNLMO0570I Not considering I/O group {0} of subsystem {1} because host definition {2} has access restrictions. 2039
HWNLMO05711I Not considering storage system {0} because none of its I/O groups allow restricted access to all hosts. 2039
HWNLMB801I Synchronous Refresh Configuration of the Storage Subsystem was completed Successfully for Subsystem subsystem. 2039
HWNLMB802E Synchronous Refresh Configuration of the Storage Subsystem did not complete successfully for Subsystem subsystem. 2039
HWNLMB803I Replication Session was created successfully session. 2040
HWNLMB8O04E Replication Session creation failed. ReplicationManager [session]. 2040
HWNLMB805I Successful check for existence of session session. 2040
HWNLMB806E No Such session exists with name session. 2040
HWNLMB807I CopySets Added to Session successfully session. 2040
HWNLMB8O0S8E CopySets addition to session failed. ReplicationManager [session]. 2040
HWNLMB809E CopySets creation failed. ReplicationManager [session]. 2041
HWNLMB810I Storage Subsystem Configuration refreshed successfully in Replication Manager ss. 2041
HWNLMB811E Storage Subsystem Configuration refresh operation failed in Replication Manager [ss]. 2041
HWNLMB812E Fabric agent not available to perform the zoning operation on the fabric {0}. 2041
HWNLM813I Replication Session was started successfully session. 2041
HWNLMB814W Replication Session start failed. ReplicationManager [session]. 2042
HWNLM815W Not considering the Storage Subsystem {0} because it is not registered in TPC-R. 2042
HWNLMB816I Please use Replication Manager console to schedule point-in-time copy creation. 2042
HWNLMB817W No cluster partnership exists between source subsystem [srcss] and target subsystem [tgtss]. 2042
HWNLM818W No path exists between source subsystem [srcss] and target subsystem [tgtss]. 2042
HWNLM820I Copysets can not be added to a session when it's in Prepared/Suspend/Recover/Flash state. Please try again later after some time. State of session
can be checked from Replication Manager console. 2043
HWNLMO0821W IBM Spectrum Control had no information about the Fibre Channel configuration, so it did not verify fabric connectivity or change the zoning
configuration. 2043
HWNOP - Storage optimizer messages 2043
HWNOPOO0O01I The Collection phase of the integrated Storage Optimizer job jobname has started. 2044
HWNOPOOO2E The Collection phase of the integrated Storage Optimizer job jobname has failed with errors. Message from exception: message. 2044

HWNOPOOO3I The Collection phase of the integrated Storage Optimizer job jobname has completed. 2044




HWNOPOOO04W The Collection phase of the integrated Storage Optimizer job jobname has completed with warnings.

2044

HWNOPOOO5E The Collection phase of the integrated Storage Optimizer job jobname has completed with errors.

2044

HWNOPOOO06I Zone set zoneset created on fabric fabric .

2045

HWNOPOO0O7I The Collection phase has started Collecion for the Analysis job jobname, on Subsystem: subsystem , Start Date: startdate , End Date
HWNOPOQO0O08I The Collection phase has started Collection for the Optimization job creator, Analysis Job ID: analysisjob , on Subsystem: subsystem
HWNOPOOO9W The subsystem subsystem does not exist in the internal database.

‘enddate_2045
___ 2045
2045

HWNOPOO10W The Performance data summary level is unknown for subsystem subsystem.

2045

HWNOPO0011I Collecting Performance Data for Subsystem subsystem Storage Pool pool with summary level level for time range range

2046

HWNOPOO12E Failed to bind to Performance Manager Service

2046

HWNOPOO13E Database operation failed error

2046

HWNOPOQO014I Optimizer Service Started

2046

HWNOPOO015I Optimizer Collector called for Job job with inputs input

2047

HWNOPO0O016I Collecting Configuration Data for Subsystem subsystem

2047

HWNOPO0017I Updating Aggregated Workload Profile Data Table in Database for Subsystem subsystem

2047

HWNOPO0018I The collection of configuration and performance data is finished. Now starting Analysis...

2047

HWNOPO019I The Analyzer is computing utilizations for storage subsystem subsystem.

2047

HWNOPO0020I The Analyzer is updating the database with utilizations for storage subsystem subsystem.

2048

HWNOPOQ021I The Analyzer is reading analysis data from the database.

2048

HWNOPO0022I The Analyzer queued the job on the planner.

2048

HWNOPOQ023I The Analyzer is done for the job.

2048

HWNOPO0024I The Planner is starting the planning operation.

2048

HWNOPOO025I The Planner generated number recommendations

2048

HWNOPQ026I The Planner queued the job on the effector.

2049

HWNOPO0027I The Effector is adding the plans in the database.

2049

HWNOPO0028I The Effector is done. The Optimization job is complete.

2049

HWNOPO00291I Starting Planning phase.

2049

HWNOPOO030I Starting Consolidation Plan.

2049

HWNOPO0O031I The Storage Optimizer cannot migrate or consolidate volume volume from source pool pool on subsystem subsystem because of space or

utilization threshold constraints.
HWNOPO0032I The Optimizer consolidated volume volume to Storage Pool pool. The Storage Pool size is size. The Max Size is maxsize.

__ 2050
2050

HWNOPO0033I There were duration day(s) in the selected interval for subsystem subsystem. numData of these had performance data available.
HWNOPOO34E No data performance data is available for the subsystem subsystem and the time interval that you have selected. Please choose a n
end date interval to analyze.

HWNOPO0035I volume volumes out of maxvolume volumes were not consolidated.

2050

ew start and

2050
2050

HWNOPOO36E The Optimizer job failed with the following error: error

2051

HWNOPO0037I Performance Data for Subsystem subsystem Storage Pool pool will not be collected as it is of mixed pool type.

2051

HWNOPO0038I The Storage Optimizer job has been queued for processing.

2051

HWNPM - Performance manager messages

2051

HWNPMOOOZ1E The specified summarization level (level) is invalid. It must be an integer value between minimum and maximum, inclusive.
HWNPMOOO2E The specified device category (category) is invalid. It must be an integer value between minimum and maximum, inclusive.
HWNPMOOO3E The specified device type (type) is invalid. It must be an integer value between minimum and maximum, inclusive.

2057
2057
2057

HWNPMOOO4E The specified component type (type) is invalid. It must be an integer value between minimum and maximum, inclusive.

2057

HWNPMOOOG6E The string specified as parameter (string) exceeded its allowed length (maximum length).

2058

HWNPMOOO7E The value specified as parameter (value) is invalid.

2058

HWNPMOOOSE A required parameter is missing (null).

2058

HWNPMOO10E The specified device ID (device ID) is invalid. It must conform to the pattern 'name+nameFormat'.

2058

HWNPMOO11E The specified component ID (component ID) is invalid. It must be a simple WWN (16 hexadecimal characters).

2058

HWNPMOO012E The specified component ID (component ID) was not found or is not unique in the IBM Spectrum Control database.

2059

HWNPMOO013E The specified component ID (component ID) is invalid.

2059

HWNPMOO15E Failed to retrieve the requested data because the service is unavailable.

2059

HWNPMOO021E The device identifier specified as parameter (device ID ) is invalid.

2059

HWNPMOO90E Failed to retrieve the requested data because the service is unavailable.

2059

HWNPMOO99E The requested operation failed because of an internal error.

2060

HWNPMO101E Unable to create the specified performance service instance ({0}).

2060

HWNPMO0200I This operation (operation name)on Performance Manager was successful.

2060

HWNPMO0201E The device (device_id) that was passed to the method is invalid.

2060

HWNPMO0202E The device category (device_category) that was passed to the method is invalid.

2061

HWNPMO0203E The device type received (device_type) is invalid.

2061

HWNPMO0204E The device type - HOST - that was passed to the method is not supported.

2061

HWNPMO0205E The specified performance collection policy is invalid.

2061

HWNPMO02091 The device type and device category are valid.

2061

HWNPMO0210E Collector failed to start due to system failure.

2061

HWNPMO0220E Collector failed to stop due to system failure.

2062

HWNPMO0230E One or more of the specified performance collection policies are invalid.

2062

HWNPMO0231W The specified performance collection policy is ignored because it conflicts with another policy in the same parameter list.
HWNPMO0232E The specified performance collection policy contains an unsupported interval length.

2062
2062

HWNPMO0233E The specified performance collection policy contains an unsupported frequency.

2063

HWNPMO0234E The specified performance collection policy contains an unsupported duration.

2063

HWNPMO0240E The attempt to update the specified performance collection policies has failed.

2063

HWNPMO0241E The attempt to reset the specified performance collection policies has failed.

2063

HWNPMO0242E The attempt to remove the specified performance collection policies has failed.

2064

HWNPM0249W An attempt to dynamically update one or more running performance collectors with a new performance collection policy has failed.

2064



HWNPMO0250E One or more default performance collection policies are missing from the database. 2064
HWNPMO0281I Performance monitoring is unavailable for resource resource_name because an agent for monitoring the resource was not defined. For IBM
Spectrum Scale, the problem might occur because the data collection service cannot connect to port 9084 on the node where the collector component of the IBM

Spectrum Scale performance monitoring tool is running. 2064
HWNPMO0282I Performance monitoring is unavailable for resource resource_name because the associated data sources are unable to collect performance data

from the resource. 2065
HWNPMO0283I Performance monitoring is unavailable for resource_name because this resource does not support performance monitoring. 2065
HWNPMO0284I Performance monitoring is unavailable for resource resource_name because the associated agent does not have the required level of software
agent_level. 2065
HWNPMO0285I Performance monitoring is unavailable for resource resource name because the associated agent is unable to fully monitor the resource. 2066
HWNPMO02861 Performance monitoring is unavailable for resource resource name because the associated SMI-S provider does not have the required SMI-S

support. _ 2066
HWNPMO02871 Performance monitoring is unavailable for resource resource name because the resource or the associated agent does not support performance
monitoring. 2066
HWNPMO0288I Performance monitoring is unavailable for resource resource name because the resource was not probed. 2066
HWNPMO0289W Performance monitoring is unavailable for resource resource_name because no agents are available. 2067
HWNPMO0290E Performance monitoring is unavailable for resource resource_name because the associated agent was could not be selected. 2067
HWNPMO02911 Performance monitoring is unavailable for switch resource_name because the switch has no ports. 2067
HWNPMO0292I Performance monitoring is unavailable for switch resource_name because the switch was not probed using the correct agent. 2067
HWNPMO0293I Performance monitoring is unavailable for FlashSystem resource_name because its SNMP agent is disabled. You can enable SNMP for FlashSystem
storage systems in the <a target=_blank href=hyperlink>FlashSystem GUI<a>. 2068
HWNPMO300E There is an exception for each device processed in a multiple devices call. 2068
HWNPMO390E A system failure occurred. 2068
HWNPMO0400I This operation (operation name)on Threshold Service was successful. 2068
HWNPMO401E The device (device_id) that was passed to the method is invalid. 2069
HWNPMO0410E The Performance threshold policy that was passed to the method (threshold policy)is null. 2069
HWNPMO411E The Performance threshold that was passed to the method (threshold)is null. 2069
HWNPMO0412E The Performance threshold filter that was passed to the method (filter)is null. 2069
HWNPMO0420E The device type received (device_type) is invalid. 2069
HWNPMO421E There is no default performance threshold policy or default threshold filter for this device. 2070
HWNPMO0425E There is an exception for each device processed in a multiple devices threshold call. 2070
HWNPMO590E Performance Manager failed due to system failure. 2070
HWNPMO600E Parameter number a number of the call made to the IBM Spectrum Control Performance Manager reporting API method name of the api is invalid.
The invalid value is the invalid value of parameter descriptive name of the parameter. 2070
HWNPMOG601E A request to continue the data retrieval can not be performed. Information for continuing the data retrieval does not exist. 2070
HWNPMO602E Support for the device type device type name is not available in the Performance Manager reporting API function method name. 2071
HWNPMO0603E The performance reporting API method_name failed at time_of_failure as a result of an internal processing exception. The Performance Manager

logs contain message message_ID that describes the internal processing exception. 2071
HWNPMO604E The sort order parameter of a call to the performance reporting API method_name contains a value not included in the report columns list, at
position list_item in the sort order list. 2071
HWNPMO605E The report columns parameter of a call to the performance reporting API method_name contains a metric or counter type that is not available for a
specified device of type device_type and specified component with type code component_type. The metric or counter type code is type_code. 2071
HWNPMO606E Unable to instantiate performance reporting service service class name. 2072
HWNPMO607E An error occurred while the performance data was being retrieved. 2072
HWNPMO630E An invalid operator (operator identifier) was specified for the filter expression. 2072
HWNPMO631E An invalid first operand (operand class) was specified for the filter expression. It must be a operand class class. 2072
HWNPMO0632E An invalid first operand was specified for the filter expression. The data type of the operand (data type) is invalid or unsupported. 2073
HWNPMO0633E An invalid second operand (operand class) was specified for the filter expression. It must be a operand class class. 2073
HWNPMO650E The IBM Spectrum Control Performance Manager reporting API method name failed as a result of exception the related exception from a call to
method method name, of the lower-level service name internal service. 2073
HWNPMO651E The configuration data needed to generate the affected volumes and hosts report for the device device name was not found in the IBM Spectrum
Control database. 2073
HWNPM2000I Performance monitoring is enabled. 2074
HWNPM2001E The IBM Spectrum Control Performance Manager is not operational. 2074
HWNPM2002E An initialization error occurred. 2074
HWNPM2003E Initialization of the Device server event service failed. No performance threshold exception alerts will be generated. 2074
HWNPM2004E Initialization of the product scheduler status service failed. The status of performance monitors will not be updated in the GUI. 2074
HWNPM2005E Initialization of the product configuration data service failed. Performance monitors cannot be started without this service. 2075
HWNPM2006E Initialization of the product configuration data service failed. Performance monitors cannot be started without this service. 2075
HWNPM2007E Initialization of the product counter data service failed for device type using agent type. Performance monitors will not be able to collect

performance data from devices of this type. __ 2075
HWNPM2008E Initialization of the product metadata service failed. Performance monitors cannot be started without this service. 2076
HWNPM2009E Unable to instantiate lower level service service_class_name. 2076
HWNPM2010E Unable to instantiate the collection logic implementation service class name. 2076
HWNPM2011E Unable to instantiate the performance statistics data class class name. 2076
HWNPM2012I The product is using trace log directory log directory name. 2077
HWNPM2020W The performance monitor for device device name is not currently active, so a dynamic update of its monitor policy is not necessary. 2077
HWNPM2021W The performance monitor for device device name is not currently active, so a dynamic update of its threshold policy is not necessary. 2077
HWNPM2022E A performance monitor for device device name is already active. A new monitor for the same device cannot be started until the previous monitor
completes or is cancelled. 2077
HWNPM2023W The performance monitor for device device_name is not currently active. 2078
HWNPM2024E Unable to find a monitor policy applicable to resource resource name. 2078

HWNPM2025E Unable to find a threshold policy applicable to resource resource_name. 2078




HWNPM2026I The performance monitor's primary process has failed unexpectedly. Attempting to recover from the failure. 2078

HWNPM20271I The performance monitor threshold checker has failed unexpectedly. Attempting to recover from the failure. 2079
HWNPM2028I The performance monitor purge process has failed unexpectedly. Attempting to recover from the failure. 2079
HWNPM20291 Successfully recovered from the performance monitor failure. 2079
HWNPM2030E Unable to recover from the performance monitor failure. The performance monitor for the storage resource will be shut down. 2079
HWNPM2031E The performance monitor failed due to an internal error. 2079
HWNPM2032W The performance monitor for device device name is not currently using the default monitor policy, so a dynamic update of the policy is not
necessary. __2080
HWNPM2033W The performance monitor for device device name is not currently using the default threshold policy, so a dynamic update of the policy is not
necessary. _ 2080
HWNPM2040E The device key specified for the snapshot vote ( key) was not found in the database. The device does not exist. 2080
HWNPM2050E Failed to get the latest configuration data for device device_name. 2081
HWNPM2051E No performance data was collected from device device_name for the current collection interval (time_stamp) because the performance monitor

was stopped. 2081
HWNPM2052E No performance data was collected from device device_name for the current collection interval due to an error. Data was last collected at
time_stamp. _ 2081

HWNPM2053E The new performance data collected from device device_name could not be saved in the database. Increase the size of the transaction log._ 2081
HWNPM2054E The new performance data collected from device device_name could not be saved in the database. Increase the size of the database lock list._ 2081

HWNPM2055E The new performance data collected from resource device name could not be saved. 2082
HWNPM2056E No performance data was collected from device device name for the current performance monitor job duration. The performance monitor job

status is set to 'failed". 2082
HWNPM2057E No performance data was collected from device device_name for the current collection interval because the performance monitor was stoppe2(082
HWNPM2058E No performance data was collected from device device_name for the current collection interval due to an error. 2082
HWNPM2060W The device does not support performance management for segment pool pool ID. Only incomplete performance data can be collected for array

array ID. 2083
HWNPM2061W The device does not support performance management for segment pool pool ID. Only incomplete performance data can be collected for device
adapter DA ID. 2083
HWNPM2062W Invalid error message saved in database 2083
HWNPM2100E The performance monitor for resource device name cannot be started because configuration data for the resource is not available. 2083
HWNPM2101E All agents that can collect performance data for resource device name are currently non-operational. 2084
HWNPM2102E The performance monitor for resource device name cannot be started because the resource might not support the collection of performance d@84
HWNPM2103W Agent agent name is non-operational. Attempting to find an alternative agent. 2084
HWNPM21041I The performance monitor policy was adjusted due to agent limitations. Current values in effect are: interval-length=interval-length,
frequency=frequency. 2085

HWNPM2105E The performance monitor for resource resource name failed because the resource for enabling performance data collection cannot be reachedp 085
HWNPM2106E The performance monitor for device device name failed because of errors trying to enable performance data collection on the device or device

agent: error description 2085
HWNPM2107E The performance monitor for device device name failed because of unrecognized errors trying to enable performance data collection on the device

or device agent: error description 2085
HWNPM2108E The performance monitor for resource resource name failed during shutdown because the resource cannot be reached for terminating data
collection. _ 2086
HWNPM2109E The performance monitor for resource resource name failed during shutdown because of errors during termination of performance data collection:
error description 2086
HWNPM2110E The performance monitor for resource resource name failed during shutdown because of unrecognized errors during termination of performance
data collection: error description 2086
HWNPM2111E The performance monitor for resource resource name failed because of errors retrieving the most recent configuration data for the resource._ 2087
HWNPM21121I Agent agent name was selected for performance data collection from resource resource name. 2087
HWNPM2113I The performance monitor for resource resource name is starting in an active state. 2087
HWNPM2114I The performance monitor for resource resource name is starting in a dormant state. 2087
HWNPM2115I Monitor Policy: name="policy name", creator="policy creator", description="policy description" 2088
HWNPM21161 Monitor Policy: retention period: sample data=length in days days, hourly data=length in days days, daily data=length in days days. 2088
HWNPM21171 Monitor Policy: interval length=length in seconds secs, frequency=length in seconds secs, duration=length in hours hours. 2088
HWNPM2118I Threshold Policy: name="policy name", creator="policy creator", description="policy description" 2088
HWNPM21191 Threshold Policy: retention period: exception data=length in days days. 2088
HWNPM21201I Threshold Policy: threshold name=name, component=component type, enabled=Yes or No, boundaries=critical stress boundary,warning stress
boundary,warning idle boundary,critical idle boundary units. 2089
HWNPM21211 Monitor Policy: interval length=length in seconds secs, frequency=length in seconds secs, duration=continue indefinitely. 2089
HWNPM2122W No valid performance data was provided by the monitored resource. No performance data records were inserted into the database. 2089
HWNPM2123I Performance data for resource timestamp date and time was collected and processed successfully. record count performance data records were
inserted into the database repository. 2089
HWNPM2124W Performance data continuity is broken. The device was possibly reset or rebooted. record count performance data records were discarded.__ 2089
HWNPM2125W Aggregated performance values have been computed from the remaining data records, but their accuracy cannot be guaranteed. 2090
HWNPM21261 The performance monitor for device device name is stopping because its intended duration has elapsed. 2090
HWNPM21271 The performance monitor for device device name is stopping due to a user request. 2091
HWNPM2128E The performance monitor for device device name is stopping due to an unexpected failure. 2091
HWNPM21291 The performance monitor for device device name is stopping because of a shutdown request. 2091
HWNPM2130W Failed to retrieve the latest configuration data for device device name. 2091
HWNPM2131W Performance data could not be collected for device device name, because the device or data source cannot be reached (reason reason code). The
current samples are skipped. 2092
HWNPM2132W Performance data could not be collected for device device name. The current samples are skipped. (error description) 2092
HWNPM2133W Performance data could not be collected for device device name due to an unknown error. The current samples are skipped. 2092
HWNPM2134W The state of the performance monitor for resource resource name started, but the status of the performance monitor was not updated. 2093

HWNPM2135W The state of the performance monitor for device device name has changed to 'active’, but could not be recorded appropriately. 2093



HWNPM2136W The performance monitor for the resource resource name generated a warning, but the status of the performance monitor was not updated._ 2093

HWNPM2137W The performance monitor for the resource resource name stopped, but the status of the performance monitor was not updated. 2093
HWNPM2138W The performance monitor for the resource resource name completed the collection of data, but the status of the performance monitor was not
updated. 2093
HWNPM2139W The performance monitor for the resource resource name failed, but the status of the performance monitor was not updated. 2094
HWNPM2140W The status of the performance monitor for the resource resource name was not updated. 2094
HWNPM2141E The service is unavailable because an unexpected error occurred. 2094
HWNPM2142E Performance data can't be collected for the resource resource name because the performance monitor was disabled. 2094
HWNPM2143E The performance monitor for the resource resource name was started, but the status of the performance monitor was not updated and might not

be shown in the GUL. 2095
HWNPM2144W The performance data cannot be checked against the alert conditions, so no alerts can be generated. 2095
HWNPM2145] The data is being collected by the data collector: data collector host. 2095
HWNPM2146W Performance data could not be collected for device device name, the exact reason for the failure could not be determined. The current samples

are skipped. 2095
HWNPM2147W Performance data could not be collected for device device name, because of a bad target (device or agent) address. The current samples are
skipped. _2096

HWNPM2148W Performance data could not be collected for device device name, because of an unknown target address. The current samples are skipped.__ 2096
HWNPM2149W Performance data could not be collected for device device name, because of an unreachable target address. The current samples are skipped2(096

HWNPM2150W Performance data could not be collected for device device name, because of an unresponsive target. The current samples are skipped. 2097
HWNPM2151W Performance data could not be collected for device device name, because a communication time-out for communication that uses UDP rather
than TCP. The current samples are skipped. 2097

HWNPM2200I The performance monitor successfully collected the configuration data for the storage system with the following internal resources:

number_of_pools pools, number_of_controllers controllers, number_of_device_adapters device adapters, number_of_ports ports, number_of_host_connections

host connections, number_of_ranks ranks, number_of_arrays arrays, and number_of_volumes volumes. 2097
HWNPM2201I The performance monitor successfully collected the configuration data for the storage system with the following internal resources:
number_of_io_groups I/0 Groups, number_of_nodes nodes, number_of_ports ports, number_of_host_connections host connections, number_of_pools pools,
number_of_managed_disks managed disks, number_of_local_disks local disks, number_of_volumes volumes, and number_of_volume_copies volume copies. 2097
HWNPM2202I The performance monitor successfully retrieved the configuration data for the switch. The following internal resources were found:

number_of_trunks trunks, and number_of_ports ports. 2098
HWNPM2203I The performance monitor successfully retrieved the configuration data for the storage system. The following internal resources were found:
number_of_host_connections host connections, number_of_modules modules, number_of_ports ports, number_of_pools pools, and number_of_volumes volurpg398

HWNPM22041 The performance monitor successfully retrieved the configuration data for the storage system. The following internal resources were found:

number_of_nodes nodes, number_of_ports ports, and number_of_modules flash modules. __ 2099
HWNPM2205I The performance monitor successfully retrieved the configuration data for the storage system. The following internal resources were found:
number_of_ports ports, number_of_controllers controllers, number_of_volumes volumes, and number_of_disks disks. __ 2099
HWNPM3000E There was a problem establishing the database connection. 2099
HWNPM3001E An unexpected null row was returned from a database cursor. 2099
HWNPM3002E An unexpected database exception occurred. 2100
HWNPM3003E An unexpected database exception occurred on the snapshot database tables. 2100
HWNPM3004E The snapshot ID could not be found. 2100
HWNPM3500E The current transaction has been rolled back because of a deadlock. 2100
HWNPM3501E The current transaction has been rolled back because of a timeout. 2101
HWNPM3502E The current transaction has been rolled back because the database transaction log has been exhausted. 2101
HWNPM3503E The current transaction has been rolled back because the database disk space has been exhausted. 2101
HWNPM3600E The threshold identifier parameter value : threshold ID is not valid. 2101
HWNPM3601E The target component type parameter value : component type is not valid for the threshold identifier : threshold ID passed to the affected volumes
and hosts reporting function. 2101

HWNPM3602E There was a problem retrieving the performance data needed to generate the affected volumes and hosts report for the device device name._ 2102
HWNPM3603E The sample volume performance data needed to generate the affected volumes and hosts report for the device device name was not found in the

IBM Spectrum Control database. 2102
HWNPM3604E There are no volumes associated with the specified target component, component name, in the IBM Spectrum Control database. Therefore, the

resulting Affected Volumes and Hosts report will be empty. 2102
HWNPM4000E Unable to retrieve the device agent that managed this device: device identifier. 2103
HWNPMA4001E Timeout while starting performance data collection for this device: device identifier. 2103
HWNPM4002E Unable to start performance data collection for this device: device identifier. 2103
HWNPM4003E Performance data collection has already been enabled for this device: device identifier. 2103
HWNPMA4004E Failed to enable performance data collection for this device: device identifier. 2104
HWNPM4005I Successfully enabled performance data collection on the storage subsystem, using device access point SMI-S provider address. 2104
HWNPMA4006E An exception occurred while starting performance data collection for this device: device identifier. 2104
HWNPM4007E A timeout occurred while stopping performance data collection for this device: device identifier. 2104
HWNPM4008E Unable to stop performance data collection for this device: device identifier. 2105
HWNPM4009E Performance data collection is not enabled for this device: device identifier. 2105
HWNPMA4010E Failed to disable performance data collection for this device: device identifier. 2105
HWNPM40111 Successfully disabled performance data collection on the storage subsystem, using device access point SMI-S provider address. 2105
HWNPM4012E An exception occurred while stopping performance data collection for this device: device identifier. 2106
HWNPMA4013E A timeout occurred while retrieving the status of the performance data collection for this device: device identifier. 2106
HWNPMA4014E Unable to retrieve the status of the performance data collection for this device: device identifier. 2106
HWNPM4015I Performance data collection is not enabled for this device: device identifier. 2106
HWNPM40161 Performance data collection is enabled for this device: device identifier. 2107
HWNPM4017E Unable to determine the status of the performance data collection for this device: device identifier. 2107
HWNPM4018E Failed to retrieve the status of the performance data collection for this device: device identifier. 2107
HWNPM4019E A timeout occurred while polling the performance statistics for this device: device identifier. 2107

HWNPM4020E Unable to retrieve the performance statistics for this device: device identifier. 2108




HWNPM4021E No performance statistics available at the current time for this device: device identifier. 2108

HWNPMA4022E Failed to disable performance data collection for this device: device identifier. 2108
HWNPM4023W A set of performance statistics data was empty for this device: device identifier. 2108
HWNPM4024E An exception occurred while stopping performance data collection for this device: device identifier. 2109
HWNPM4025E Unable to retrieve storage subsystem for this device: device identifier. 2109
HWNPM4026E Failed to retrieve storage subsystem for this device: device identifier. 2109
HWNPM4027E Failed to properly initialize counter data service for this device: device identifier. 2109
HWNPM4028W Performance data cannot be collected because the security role authority of the user account user name for accessing device identifier is not
sufficient. 2109
HWNPM4029W Performance data cannot be collected because the collection of performance statistics is stopped on device identifier. The security role authority

of the user account user name for accessing the storage system is not sufficient to start the collection of performance statistics. 2110
HWNPM4030W Performance data cannot be collected. The performance interval device interval on device identifier is greater than the sample interval and the set
security role authority of the user account user name is not sufficient to update the interval value on device identifier . 2110
HWNPM4051E Failed to obtain a reference to the Performance Manager Configuration Data Service for this device: device name. 2111
HWNPMA4052E Error occurred in trying to retrieve a device agent for this device: device name. 2111
HWNPM4053E Unable to locate or retrieve the device agent that manages this device: device name. 2111
HWNPM4054E Error occurred in trying to construct the poll state information for this device: device name. 2111
HWNPMA4055E Unable to construct the poll state information for this device: device name. 2112
HWNPM4056E SMI-S provider operation triggered a timeout (step timeout= step timeout value seconds, operation timeout= total timeout value seconds,)._ 2112
HWNPM4057E Mismatch in device identifier for this device: device name. 2112
HWNPMA4058E Failed to build the parameter Map for this device: device name. 2112
HWNPM40591 Performance data collection has already been enabled for this device: device name. 2113
HWNPM4060I Performance data collection was successfully started for this device: device name. 2113
HWNPMA4061E Performance data collection could not be started for this device: device name. 2113
HWNPM4062I Performance data collection successfully stopped for this device: device name. 2113
HWNPM4063W Parse exception in performance data collected this device: device name. 2113
HWNPM4064E Wrong format in performance data collected for this device: device name. 2114
HWNPM4065W number of null time stamps null time stamp(s)for performance data collected from the device were substituted by server time stamp(s). 2114
HWNPM4066W count of null operational status null Port Operational Status value(s) for performance data collected from the device was/were substituted by

default value(s). 2114
HWNPM4081E A database cursor operation failed. 2114
HWNPMA4082E A database connect operation failed. 2115
HWNPM4083E A database retrieve operation failed. 2115
HWNPM4084E A database operation failed. 2115
HWNPMA4085E A database query operation failed. 2115
HWNPM4086W A database query gave no result rows. 2115
HWNPM4087W Missing or invalid association between SMI-S provider SMI-S provider URL and device device name. The configured SMI-S provider is inoperative,

or may no longer be managing the specified device. 2116
HWNPM4091E Encountered an error during execution of a discover service process. 2116
HWNPM4092E Encountered exception during execution of a discover service process. 2116
HWNPM4093E An input business object could not be converted to a CIMInstance. 2117
HWNPM4100E Failed to initialize SVC counter data service discover service reference. 2117
HWNPM4101E Failed to initialize SVC counter data service configuration service reference. 2117
HWNPMA4102E Failed to parse performance data file time stamp suffix: filename. 2117
HWNPM4103E SMI-S provider operation timeout (timeout value seconds) expired. 2118
HWNPM4104E Failed to retrieve SMI-S provider password for SVC counter data service access point: access point. 2118
HWNPMA4105E Encountered an error when communicating with the device agent. 2118
HWNPM4106E Encountered invalid SVC component type: component type. 2118
HWNPMA4107E Failed to create performance data object: performance data object class. 2119
HWNPMA4108E TimeZone property is not defined for SVC cluster: cluster identifier. 2119
HWNPM4109E SVC cluster TimeZone property is set to unrecognized value: timezone id and name. 2119
HWNPM4110E StatisticsStatus property is not defined for SVC cluster: cluster identifier. 2119
HWNPM4111E Failed to retrieve dump filename dump from SVC node node identifier (return code = return code). 2120
HWNPM4112E IsConfigNode property is not defined for SVC node: node identifier. 2120
HWNPM4113E Caught exception while processing SVC XML performance data. 2120
HWNPM4114E SVC cluster cluster identifier has more than one configuration node. 2120
HWNPM4115E SVC cluster cluster identifier does not have a configuration node. 2121
HWNPM4116W Failed to associate SVC performance data from non-configuration node with SVC performance data from configuration node. 2121
HWNPM4117W Encountered incomplete SVC performance data sample. 2121
HWNPM4118E Firmware version information is not available for storage subsystem subsystem name. Performance data collection cannot proceed. 2121
HWNPM4119E The firmware installed on storage subsystem subsystem name (firmware version) is not supported for performance data collection. The minimum
level of firmware supported for performance data collection is firmware version. 2122
HWNPM4150E Unable to retrieve storage subsystem for this device: device identifier. 2122
HWNPM4151E Unable to determine the status of any performance data collection for this device: device identifier. 2122
HWNPM4152E Performance data collection has already been enabled for this device: device identifier. 2122
HWNPM4153E Performance data collection is not enabled for this device: device identifier. 2123
HWNPM4154E Unable to start performance data collection for this device: device identifier. 2123
HWNPM4155E Failed to enable performance data collection for this device: device identifier. 2123
HWNPM4156E Unable to stop performance data collection for this device: device identifier. 2123
HWNPM4157E Failed to disable performance data collection for this device: device identifier. 2124
HWNPM4158E Unable to complete start performance data collection task for this device: device identifier. 2124

HWNPM4159E Unable to complete stop performance data collection task for this device: device identifier. 2124




HWNPM4160E Unable to complete performance data collection status query task for this device: device identifier. 2124

HWNPM4161E Performance data collection is not enabled for this device: device identifier. 2125
HWNPM4162E Unable to retrieve port performance statistics data for this device: device identifier. 2125
HWNPM4163E Unable to retrieve volume performance statistics data for this device: device identifier. 2125
HWNPM4164E Unable to retrieve rank performance statistics data for this device: device identifier. 2125
HWNPM4165E Unable to retrieve performance statistics data for this device: device identifier. 2126
HWNPM4166E Unable to complete polling for performance data collection task for this device: device identifier. 2126
HWNPM4167E Unable to retrieve a device agent for this device: device identifier. 2126
HWNPM4168E Failed attempt to use device device identifier counter data service with device different device identifier. 2126
HWNPM4169E An invalid access point of device agent URL was used to acquire the agent for this device: device identifier. 2127
HWNPM4170E The device agent's configuration for device identifier has changed from the given access point, device agent URL. 2127
HWNPM4171E Performance data collection start task timed out after time seconds for device: device identifier. 2127
HWNPM4172E Performance data collection stop task timed out after time seconds for device: device identifier. 2127
HWNPM4173E Performance data collection check status task timed out after time seconds for device: device identifier. 2128
HWNPM4174E Performance data collection poll task timed out after time seconds for device: device identifier. 2128
HWNPM4175W An error occurred while parsing statistics for port port identifier. Its statistics will be excluded. 2128
HWNPM4176W An error occurred while parsing statistics for volume volume identifier. Its statistics will be excluded. 2128
HWNPM4177W An error occurred while parsing statistics for rank rank identifier. Its statistics will be excluded. 2129
HWNPM4178E Failed to decrypt the device agent's password for device device identifier. 2129
HWNPM4179W Performance data collection is currently enabled with errors for device device identifier. 2129
HWNPM4180E Unable to retrieve key identifier value from the internal discover process. 2129
HWNPM4181W number of ports of the port statistics from the device agent were unrecognized and were not included in this sample interval. 2130
HWNPM4182W number of volumes of the volume statistics from the device agent were unrecognized and were not included in this sample interval. 2130
HWNPM4183W number of ranks of the rank statistics from the device agent were unrecognized and were not included in this sample interval. 2130
HWNPM4184E The device agent configured for this storage subsystem is not supported for this task. The current version, version number, is downlevel from from

the minimum required, version number. 2130
HWNPM4185W The device agent did not return all performance statistics data for this time interval. The incomplete data is being processed. 2131

HWNPM4186W The ESS SMI-S provider did not return performance statistics data for both clusters for this time interval. The incomplete data is being process2d.31
HWNPM4187W The device does not support performance management for pool pool ID because it contains Space Efficient Volumes. Only incomplete

performance data can be collected for array array ID. 2131
HWNPM4188W The performance monitor was unable to collect performance statistics data from the device agent for the following component types: component
list. 2131
HWNPM4189W number of MDisks of the MDisk statistics from the device agent were unrecognized and were not included in this data collection interval. 2132
HWNPM4190W number of nodes of the node statistics from the resource agent were unrecognized and were not included in this data collection interval.__ 2132
HWNPM4191W number of modules out of total number of modules module statistics could not be retrieved from the device agent due to errors, and were not
included in this data collection interval. 2132
HWNPM4192W number of Drives of the drive statistics from the device agent were unrecognized and were not included in this data collection interval. 2133
HWNPM4193W number of Volume-copies of the volume-copy statistics from the device agent were unrecognized and were not included in this data collection
interval. 2133

HWNPM4194W number of partitions of the partition statistics from the device agent were unrecognized and were not included in this data collection interval. 2133
HWNPM4195W number of file systems of the file system statistics from the device agent were unrecognized and were not included in this data collection inter9e.34

HWNPM4250E Failed to start the discover service for the SMI-S counter data service. 2134
HWNPM4251E Failed to start the configuration service for the SMI-S counter data service. 2134
HWNPM42521 Successfully returned access point device namer for device device name. 2134
HWNPM42531I Successfully stopped SMI-S counter data service on access point access point for device device name. 2135
HWNPM42541 The SMI-S counter data service is active on access point access point for device device name. 2135
HWNPMA42551 The SMI-S counter data service is inactive on access point access point for device device name. 2135
HWNPM42561 Performance statistics successfully returned on access point access point for device device name. 2135
HWNPM4257W Performance statistics not returned on access point access point for device device name. 2135
HWNPMA4258E No SMI-S providers found for device device name. 2136
HWNPMA4259E No storage subsystem found for device device name. 2136
HWNPM4260E Failed to initialize the polling context for device device name. 2136
HWNPMA4261E Failed to retrieve the device capabilities for device device name. 2136
HWNPM4262E A database exception occurred trying to retrieve the device capabilities for device device name. 2137
HWNPM4263E A database exception occurred trying to retrieve the storage subsystem for device device name. 2137
HWNPM4264W Failed to retrieve manifest for component type. 2137
HWNPM4265E A database exception occurred trying to retrieve the Manifests for device device name. 2137
HWNPM4266E No manifests found for device device name. 2137
HWNPM4267E A database exception occurred trying to retrieve the discovery parameters for device device name. 2138
HWNPM4268E Statistics record not correctly formatted due to exception local exception string. 2138
HWNPM4269E Statistics record not correctly parsed due to exception local exception string. 2138
HWNPM4270W The block storage statistics is not formatted for device device name. 2138
HWNPM4271E The SMI-S provider found for device device name is not valid. 2139
HWNPM4272E The storage subsystem found for device device name is not valid. 2139
HWNPM4273W Discarding the stale performance statistics returned on access point access point for device device name. 2139
HWNPM4274E The SMI-S provider found for this device has changed. Please re-run SMI-S provider discovery and probe. 2139
HWNPM4300E Access to the agent or device has been denied. Ensure that valid credentials have been specified for agent agent name. 2140
HWNPM4301E The device or device agent did not respond within the alotted time ( timeout value seconds). 2140
HWNPM4302E New performance data is not yet available for the device. Statistics with time stamps later than time_stamp could not be found. 2140
HWNPM4303E An agent API call (API name) failed while attempting to retrieve performance data for the device. 2140
HWNPM4304E The request for performance data could not be retrieved from the queue by the data collector. 2141

HWNPM4305W No samples were received from the data collector in the expected time. The data might still arrive automatically after connection is recovered 21 41



HWNPM4306E The data collector failed to connect to the storage management service because of invalid credentials. No performance manager data can be

collected from device name until valid credential are available. _2141
HWNPM4502E Attempt to delete a default policy. 2141
HWNPM4503E A database update operation failed. 2142
HWNPMA4504E A database insert operation failed. 2142
HWNPMA4505E A database delete operation failed. 2142
HWNPM4506E A database cursor operation failed. 2142
HWNPMA4507E A database connect operation failed. 2142
HWNPMA4508E A database retrieve operation failed. 2142
HWNPM4509E A database operation failed. 2143
HWNPMA4510E A database query operation failed. 2143
HWNPM4511E A database commit operation failed. 2143
HWNPM5200E The performance manager failed to publish event even name due to exception exception. 2143
HWNPM5210E The performance manager failed to receive event from other modules. 2143
HWNPMb5211E The first parameter passed to this method is null. 2144
HWNPM5212E The second parameter passed to this method is invalid. 2144
HWNPM5400E The performance data collection identifiers are not valid integers: schedule ID {0}, schedule run number {1}, job run number {2}. 2144
HWNPMB5401E There was a problem establishing the database connection: {0}. 2144
HWNPMb5402E There was a problem creating the new run job entry: {0}. 2144
HWNPM5403E There was a problem updating the run job entry {0}: {1}. 2145
HWNPMb5404E There was a problem closing the database connection: {0}. 2145
HWNPMb5405E There was a problem inserting a new run job into the database: {0}. 2145
HWNPM5406E There was a problem executing an update for run job number {0} in the database. 2145
HWNPM5407E There was a problem executing an update for run job number {0} in the database. 2146
HWNPMb5408E There was a problem executing an update for run number {0} in the database. 2146
HWNPMS54091 Successfully retrieved the configuration data for the elastic device. Found number of nodes Nodes and number of file systems File systems, 2146
HWNPM5410W The performance monitor could not collect performance data for the following cluster nodes: nodes names. 2146
HWNPM5411W The performance monitor could not collect performance data for the following filesystems: filesystem names. 2147
HWNPM5412E Performance statistics collection is not enabled. 1657
HWNPM5413E The process failed because the userid or password provided failed to connect to the Export Tool. 2147
HWNPMb5414E The process failed because the Hitachi SVP was busy and did not return data or timed out. 2147
HWNRM - Replication manager messages 2148
HWNRMO0O00O0I Connection to Replication Manager Server successful. 2148
HWNRMO0O001E Communication with Replication Manager server failed. 2148
HWNRMOOO2E The specified port number {0} is invalid. 2148
HWNRMOOO3E Invalid host or port specified. 2149
HWNRMOOO04E Unknown host error. 2149
HWNRMOOOSE Failed to connect to the Replication Manager server. 2149
HWNRMOOOGE Status update failed in database. 2149
HWNRMOOO7E Unable to read status from database. 2149
HWNRMOOOSE Certificate file for authentication with Replication Manager not found. 2150
HWNRMOOOO9E Replication Manager certificate error. 2150
HWNRMOO010E Unable to read Replication Manager authentication certificate. 2150
HWNRMO100E The delete action failed because the session check with the Replication Manager server failed. {0} 2150
HWNRMO101E One or more storage systems cannot be deleted because they contain volumes that are defined in an active replication session. {0} 2151
HWNRMO0102W The volume is in active replication session. {0} 2151
HWNRMO103W Error getting storage subsystems. 2151
HWNRMO104E Error getting storage subsystem information. 2151
HWNRMO105E Storage subsystem not found in IBM Spectrum Control database. 2151
HWNRMO106E Storage subsystem type is not supported for Replication. 2152
HWNRMO0107E Volume not found in the IBM Spectrum Control database. 2152
HWNRMO108E Volume not found, volume not valid. {0} 2152
HWNRMO109E Resource not found in Replication Manager. {0} 2152
HWNRMO110E Error getting volume information. 2153
HWNRMO200E Error getting server information from the database. 2153
HWNRMO201E Error updating the server information into the database. 2153
HWNRMOO11E Replication Manager server is not installed. 2153
HWNRMOO012E Adding the connection to the specified storage device failed on the Replication server 2154
HWNRMOO013E The connection specified to be added to the Replication server is not a valid one. Please check the parameters again 2154
HWNRMOO14E A problem with the following message Exception message appeared when modifying the connection on the Replication server 2154
HWNRMOO15E The connection to be modified does not exist on the Replication server 2154
HWNSS - Single sign-on User Interface messages 2154

HWNSS0001E The IBM Spectrum Control device server is down and cannot perform OS user authentication. It is still possible to perform OS user authentication
against the data server, however since the device server is down the IBM Spectrum Control functionality will be limited. Among the limitations is the inability to
perform SSO to other applications that rely on the presence of a lightweight third party authentication token. To proceed enter a local OS username and passwri54
HWNSS0002E The IBM Spectrum Control device server is down and cannot perform LDAP user authentication. 2155
HWNSS0003E The single sign-on (SSO) token is missing or incorrect. Enter a valid user name and password. 2155
HWNSS0004E The web server is unavailable and cannot be used for authentication. The Device server can be used for some authentication, but IBM Spectrum
Control functions will be limited. To proceed, enter either the common user name that was used to install IBM Spectrum Control or the tpcFileRegistryUser user
name and password. 2155
JSS - Database messages 2155
JSS00011I Scheduler service provider started. 2156




JSSO002E Scheduler service provider initialization has failed. 2156
JSS0003I Scheduler service provider initialization successful. 2156
JSS0004I Scheduler service provider shutting down. 2156
JSS0005I Scheduler service provider shutdown complete. 2157
JSS0006E Unable to connect to repository database in class name.method name. 2157
JSS0007E SQL error preparing statement type statement for table table name in class name.method name. 2157
JSSO008E SQL error inserting into table table name in class name.method name. 2157
JSSO009E SQL error updating table table name in class name.method name. 2157
JSSO010E SQL error querying table table name in class name.method name. 2158
JSS0011E the job for computer computer name in run run number of job type job creator.job name could not be submitted due to a log table inserterror.__ 2158
JSS0012E the job for computer computer name in run run number of job type job creator.job name could not be submitted - the delay limit was exceeded. 2158
JSS0013E the job for computer computer name in run run number of job type job creator.job name could not be submitted due to transmit error. 2158
JSS0014E run run number of job type job creator.job name could not be started due to SQL update or insert error. 2159

JSS0015E The log row for run run number of job type job creator.job name could not be updated due to an SQL error. The run failed/was successful/completed

with warnings.

2159

JSS0018E The log row for the job for computer computer name in run run number of job type job creator.job name could not be updated due to an SQL error. The

job completed with an exit code of exit code.
JSS0019E SQL error preparing statement in class name.method name.

2159
2160

JSS0020E Unable to find creator and name for schedule schedule ID.

2160

JSS0021E Unable to process returned job number job number The job completed with an exit code of exit code.

2160

JSS0022E Unknown request type passed to completed job handler.

2160

JSS0023E SQL error querying identifier table in class name.method name.

2160

JSS0026E Unable to schedule job type job creator.job name because fetch for computer list failed.

2161

JSS0027E The obsolete log row for job type job creator.job name could not be deleted due to an SQL error.

2161

JSS0046E the job for computer computer name in run run number of job type job creator.job name could not be started due to an agent error.

JSSO0051E A system error occurred.

2161
2161

JSS0052E The agent did not respond.

2162

JSS0062W The value for the config file keyword keyword must be a number between number and number. The default (value) will be used.
JSS0063E Unable to connect to repository database while attempting to delete job log rows from t_run_jobs.

2162
2162

JSS0064E SQL error deleting job log rows from t_run_jobs.

2162

JSS0066E Unable to issue alert for job type job creator.job name because of following error.

2163

JSS0070E Agent could not be reached.

2163

JSS0071E Unable to instantiate class class name.

2163

JSS0073E the script for computer computer name in run run number of job type job creator.job name could not be submitted due to an error opening script fil@1 63

JSS0074E The Scheduler service repository connection has failed and it is in auto-restart mode. It will restart automatically when the repository becomes

available.

__ 2163

JSS0075W The repository connection has been lost. The Scheduler service is terminating and will automatically restart when the repository again becomes

available.
JSS00761 The Scheduler service is automatically restarting after recovering its repository connection.

_2164
2164

JSS0094W The job type job named creator.name is scheduled to run once at a time in the past and will not run.

2164

JSS2003L The Storage Resource Agent version is not compatible with the server.

2164

JSS2006L The agent is disabled.

2164

JSS2007W The job for computer computer name in run run number of job type job creator.job name was not started because the Storage Resource Agent is

disabled..
NAD - Storage Resource Agent messages

_2164
2165

NADOOO1I Connecting to hostname using protocol protocol.

1657

NADO002W Connection to hostname failed using protocol protocol: error.

1657

NADOO0O03I Connected to hostname using protocol protocol.

1658

NADOO0O4W Possible cause: provided login information is incorrect.

2168

NADOOOS5E Connection to hostname failed using protocol protocol: error message.

1658

NADOOOQGE Exception thrown for method method name: error message.

1658

NADOOOQ7I Closing connection to hostname.

1658

NADOOOSE Invalid protocol protocol passed to method name.

1658

NADOOQ9E Cannot connect to host name. Remote host is running in a non-global application container.

2169

NADOO1OE Invalid parameter(s) parameter name passed to method name.

1658

NADO00111I Validating GUID on remote machine: host name.

2169

NADO0012I GUID value validated on remote machine: host name.

2170

NADO0013I Installing GUID on remote machine: hostname.

1658

NADO0014I GUID successfully installed on remote machine: hostname.

1658

NADOO015I GUID not found on remote machine: host name.

2170

NADOO16E Could not copy GUID package to remote host: host name.

2170

NADOO17E The GUID on remote machine: host_name could not be validated.

2170

NADOO18E Command on remote machine: host name failed. Error code = value executing command value.

1659

NADOO19E Parameter parameter passed to method is null or O length.

1659

NADO0020I Host validation succeeded.

2171

NADOO21E Host validation failed.

2171

NADOO022E Cannot contact remote host due to invalid credentials, check logs for additional information. Host validation failed.

2171

NADOO23E There is not enough space on the remote machine. Host validation failed.

2171

NADOO24E It was not possible to determine the available space on the remote machine. Host validation failed.

2171

NADOO25E The specified directory could not be accessed. Host validation failed.

2172

NADOO36E Failed to copy package name to remote machine.

2172

NADOO37E Cannot cleanup remote machine directory: directory path.

2172




NADOO3SE Failed to install agent on host name. 2172

NADOO039I Agent successfully installed at install location. 2172
NADOO4OE Agent install exited with an error code: value. 2172
NADOOA41E Failed to get agent bundle locations. 2173
NADOO042E Exception occurred while retrieving IPs for Data Server machine : host name. 2173
NADO043I Installing agent at install location. 2173
NADOO044I Agent registration to Data Server completed successfully. 2173
NADO045I Validation of host name has started. 2173
NADOO46E GUID cannot be null value for registration of agent. 2173
NADOO47E Exception while reading authentication information. 2174
NADOO48E Probe did not start successfully on agent host address, error code returned = value. 2174
NADO0049I Running probe on agent host address. 2174
NADOO50E Exception occurred while running probe on agent host name : exception message. 2174
NADOO051I Successfully started probe on agent host address. 2174
NADOOS52E Error in receiving remote file name from host address. 2174
NADOO53E Exception occurred while receiving remote file name from host address: exception message. 2175
NADOO54E The directory install_location is not empty on the remote machine. Host validation failed. 2175
NADOOS55E Failed to connect to remote host host. 1659
NADOO56E Error uninstalling agent at host address:install location. 2175
NADOOS57E Error uninstalling agent at host address:install location error message. 2175
NADOO058I Performing agent upgrade on remote machine host address. 2175
NADOO059I Upgrade on host address succeeded. 2176
NADOOS59E Upgrade on host address failed: error message. 2176
NADOOQ70I Updating Langpacks on remote machine host address. 2176
NADOO071W Requested Langpack language pack name not found on local machine. 2176
NADO0072I Langpacks updated on remote machine host address. 2176
NADOOQ73E Error updating LangPacks on remote machine host name : error message. 2176
NADO074W No langpacks found on local machine, update not performed. 2177
NADOO75E The Agent is already installed on host host_name. Host validation failed. 2177
NADOO76E Failed to configure Auto-upgrade feature. 2177
NADOO77E Schedule file name file cannot be created because the schedule file is a directory. 2177
NADOO78E Cannot create file name. 2177
NADOO79E Cannot delete file name. 2178
NADOO80OW Auto-upgrade feature was already enabled. 2178
NADO0081W Auto-upgrade feature was already disabled. 2178
NADOO82E Exception has been encountered: exception trace. 2178
NADOO083W Following Storage Resource Agent information is invalid agent information. 2178
NADO084W Host location has no match from IBM Spectrum Control cached non-daemon based Storage Resource Agent list. Agent might not be non-Daemon

based Storage Resource Agent. 2178
NADOO085I Current non-Daemon based Storage Resource Agents in IBM Spectrum Control cache are agents list . 2179
NADOO86E Unable to connect to Windows Domain Controller host name . 2179
NADOO87E Unable to determine source package home directory. 2179
NADOOS8BSE Error deploying package zip file.Error message. 2179
NADOOS89E Error deleting binary executable file.Error message. 2179
NADOO90E No connection exists to remote machine. 2180
NADOOQ91E Error executing binary executable file.Error message. 2180
NADOQ92E Unable to retrieve remote temporary directory location. 2180
NADOO93E Unable to retrieve domains from host name. 2180
NADOOQ94E Unable to retrieve host list for domain name. 2180
NADOO95E The platform OS_name is not supported for Storage Resource Agents. 2180
NADOO96E Authentication failed due to invalid credentials or insufficient access privileges. 2181
NADOOQ97I Opening connection to hostname. 1659
NADO098I Copying agent files on remote machine... 2181
NADO099I Installing agent on host host name, in install location directory with force option. 2181
NADO100E Agent command did not run successfully on agent host name, error code returned = value. 2181
NADO0101I Running agent command on agent host name. 2181
NADO102E Exception occurred while running command on agent host name : error message. 2182
NADO103E Error in deleting file remote data file from host host address. 2182
NADO104E Exception occurred while deleting file remote data file from host host address: exception trace. 2182
NADO105E Failed to lock Agent file. 2182
NADO106E Failed to stop Probe. 2182
NADO107E Failed to stop Agent. 2182
NADO108E Failed to create registry entry on Agent machine. 2183
NADO109E Failed to extract file. 2183
NADO110E Failed to create configuration. 2183
NADO111E Failed to stop Agent service. 2183
NADO112E Agent service already exist. 2183
NADO113E Failed to create Agent service. 2184
NADO114E Failed to start Agent service. 2184
NADO115E Failed to start Probe. 2184
NADO116E Failed to create Agent service. 2184

NADO117E File extraction needs more space. 2184




NADO118E Failed to open archive file.

2184

NADO119E Missing upgrade files.

2185

NADO120E Failed to extract files.

2185

NADO121E Failed to stop probe in upgrade process.

2185

NADO122E Failed to stop Agent in upgrade process.

2185

NADO123E Failed to start Agent in upgrade process.

2185

NADO124E Failed to register Agent to Server.

2185

NADO125E Extraction needs more space.

2186

NADO126E Failed to open archive file.

2186

NADO01271 Uninstalling agent from host host address at location path.

2186

NADO128E Failed to start process.

2186

NADO129E Error in opening catalog file.

2186

NADO130E Probe failed.

2186

NADO131E The installation process could not write files to the directory install_location. Host validation failed.

2187

NADO135E The certificate file file_name was not found on host_name.

2187

NADO136E The port number of the agent is invalid.

2187

NADO137E The port number port_number is in use on the remote machine.

2187

NADO138E Invalid character "invalid_character" found in install_location.

2188

NADO139E The User userID does not have sufficient administrator privileges.

2188

NADO0140I Cannot ping to host host name.

2188

NADO141E Either the remote host could not be contacted due to invalid credentials or the machine is not reachable. Check logs for more information. Host

validation failed.
NADO142E Deployment of Agent failed, error creating startup scripts.

_ 2188
2188

NADO143E Cannot change agent from Daemon based type to non-Daemon based type with force installation, host validation failed.
NADO144E Agent type can not be changed between non-daemon-based and daemon-based with force installation. Host validation failed.

NADO145E Cannot get version information from agent on host .

2189

2189
1660

NADO146E The connection to remote machine failed because the Remote Execution and Access component was unable to create a temporary directory on the

remote machine. Remove unneeded ~CSRI* directories in the remote machine's temporary directory.
NADO147E The daemon-based agent on host_address could not be stopped.

1660
2189

NADO148E Daemon based agent on host address failed to start.

2190

NADO149E Runtime files of agent host address are missing or corrupted.

2190

NADO150E Agent is defected.

2190

NADO151E The original install location path cannot be changed.

2190

NADO152E Initialization of TCP/IP failed while creating socket.

2190

NADO153E Agent service could not be stopped at uninstallation time.

2191

NADO154E Invalid server name passed at uninstallation time.

2191

NADO155E Port passed at installation time for agent service is in use.

2191

NADO156E The server host_address cannot be reached because the host name or IP address is not recognized.

1660

NADO157E The server host_name cannot be contacted. The server might be down, unreachable due to network problems, or the SSH credentials might be inv3lglg ]

NADO158E GUID value of machine host_name duplicates GUID on agent machine host_address.

2192

NADO160E Agent is already registered with Server on machine host name location path.

2192

NADO161E The install location is not an absolute path.

2192

NADO162E Services script did not run on the host_address server : exception_message.

2192

NADO163I Services files collected from host address machine can be found in local service file archive.

2192

NADOQZ164E Cannot collect service data from the host_address server.

2193

NADO165E Cannot copy the services_file service archive file from the host_address server.

2193

NADO166E Cannot create the local_service directory for storing service archive file.

2193

NADO1671I Running scan on agent host address.

2193

NADO168E Exception occurred while running scan on agent host address : exception message.

2193

NADO01691I Successfully started scan on agent host address.

2193

NADO170E Scan did not start successfully on agent host address, error code returned = value.

2194

NADO171E Failed to copy remote file name file to host name machine.

2194

NADO172E Failed to extract remote file name file.

2194

NADO0173I Running NetAppImportQuota on agent host address.

2194

NADO174E Exception occurred while running NetAppImportQuota on agent host address : error message.

2194

NADO175I Successfully started NetAppImportQuota on agent host address.

2194

NADO176E NetAppImportQuota did not start successfully on agent host address, error code returned = value.

2195

NADO0180I Installing re-distributable package on .

1659

NADO0181I Install of re-distributable package on succeeded.

1659

NADO182E Failed to install re-distributable package on .

1659

NADO0183I Validating re-distributable package on host name.

2195

NADO01841I Validation of re-distributable package succeeded.

2195

NADO185E Validation of re-distributable package failed.

2195

NADO0186I Trying to locate package TIVguid using pkginfo ...

1659

NADO187I Package TIVguid is not installed.

1659

NADO0188I Checking TIVguid default install path : path ...

1660

NADO189E Command is not valid.

2196

NADO190E Provided option is not valid.

2196

NADO191E Arguments are not valid.

2196

NADO192E Value for one of the arguments is missing.

2196

NADO193E Localized string missing in message file.

2197

NADO194E Probe process is already running.

2197




NADO195E Failed to open file for writing.

2197

NADO196E Failed to close file.

2197

NADO197E Logfile was not specified.

2197

NADO198E Tracing failed.

2197

NADO199E Cannot start a new Probe process because another one is already running.

2198

NADO0200I Validating user on remote machine host name.

2198

NADO02011I Validation of user user succeeded.

2198

NADO202E The validation of user credentials for user failed.

2198

NADO203E No tracing.

2198

NADO204E An internal error occurred in the agent process.

2198

NADO205E The provided socket is invalid.

2199

NADO206E Failed to start the service.

2199

NADO207E The file was not found.

2199

NADO208E Not enough memory to run agent.

2199

NADO209E The agent process did not start after the upgrade was finished.

2199

NADO210E The installation directory was not valid when trying to upgrade.

2200

NADO211E The Probe is currently busy.

2200

NADO212E The data file was not found.

2200

NADO213E The exit code is not in the output file.

2200

NADO214E Failed to send the job status.

2200

NADO215E Failed to copy the certificate files.

2200

NADO216E Failed to create directory.

2201

NADO217E Failed to remove directory.

2201

NADO218E Failed to execute the command.

2201

NADO219E Failed to convert wide characters.

2201

NADO220E The installation directory is not valid.

2201

NADO221E No server name was provided.

2201

NADO222E An error occurred while trying to remove entries from the configuration file.

2202

NADO0223E Failed to stop Probe process at uninstallation time.

2202

NADO224E Failed to remove registry entry at uninstallation time.

2202

NADO225E Failed to remove service entry at uninstallation time.

2202

NADO0226E The agent files are corrupted.

2202

NADO227E Failed to install the GUID.

2203

NADO228E A storage resource agent with a different runtime operation mode, daemon / non-daemon, is already installed at the specified location.

NADO0229E Not enough disk space available for installation.

2203

2203

NADO230E An installation is already in progress.

2203

NADO231E Cannot get the server name from the server.

2203

NADO0232E The installation directory is not empty.

2203

NADO233E The parameter server name is missing.

2204

NADO234E The parameter server port is missing.

2204

NADO235E The parameter server ip is missing.

2204

NADO236E The parameter agent port is missing.

2204

NADO237E The parameter installation directory is missing.

2204

NADO0238E Failed to send the Probe results.

2205

NADO239E Failed to initialize the agent.

2205

NADO240E The service port number is missing.

2205

NADO241E Get data file statistics failed.

2205

NADO242E Get data file read failed.

2205

NADO243E Failed to send the data to the server.

2205

NADO244E Failed to receive the data from the server.

2206

NADO0245E The full path was not specified. (copy file function)

2206

NADO246E Create file failed. (copy file function)

2206

NADO0247E Write file failed. (copy file function)

2206

NADO0248E Open file failed. (copy file function)

2206

NADO249E Read file failed. (copy file function)

2206

NADO250E The UCS conversion failed.

2207

NADO251E The server connection failed.

2207

NADO252E Please check the OS level.

2207

NADO0253W No error message defined for error code: value.

2207

NADO254E Registry entry not found.

2207

NADO255E Insufficient space to copy file file name on remote machine host name in location location.

2208

NADO256E Cannot get the available space on remote machine host name : error message.

2208

NADO257E OS configuration error encountered. Please do a local install with debug set to MAX.

2208

NADO258E Port number is in use on remote machine. Stop process manually or select another port number.

2208

NADO0259W Unable to determine Storage Resource Agent version on host . Fabric Discovery will not be invoked.

1660

NADO0260I Agent is active.

1661

NADO02611I Agent shutdown successfully.

2209

NADO0262I Successfully started agent

2209

NADO0263W The probe of the agent on host name did not complete in the allocated amount of time.

2209

NADO0264I The agent on host name is being probed.

2209

NADO0265I After the probe has completed, the new volumes on the host will display in the IBM Spectrum Control GUI.

NADO0266I The probe of the agent on host name completed.

2209

2209




NADO267W The probe of the agent on host name completed with return code value. 2210
NADO0268I To display newly assigned volumes in the IBM Spectrum Control GUI, start a new probe after the currently running probe completes. Make sure the

new probe completes without errors. 2210
NAD0269I To display newly assigned volumes in the IBM Spectrum Control GUI, you must start a new probe. Make sure the new probe completes without err@94 0
NADO270W The Storage Resource Agent on host name is disabled and will not process any requests. 2210
NADO0271W The connection to the Storage Resource Agent on host name was not established because the agent is disabled. 2210
NADO272W The connection to the Storage Resource Agent on host name was not established. Retrying using the IP address. 1661
NADO0273E The connection to remote machine failed because the Remote Execution and Access component was unable to create a temporary directory on the
remote machine. Remove unneeded ~CSRI* directories in the remote machine's temporary directory. 2211
NADO274E An SSH certificate certificate name already exist. 1661
NADO275E Failed to connect to remote host hostname and port. Failed to establish a secure connection. 1661
NADO276E Failed to connect to remote host hostname and port. Failed to establish a secure connection because the SSL handshake failed. 1662
NADO277E Failed to connect to remote host hostname and port. Failed to establish a secure connection because of an invalid SSL key. 1662
NADO278E Failed to connect to remote host hostname and port. Failed to establish a secure connection because the identity of the peer could not be verified.1 662
NADO279E Failed to connect to remote host hostname and port. Failed to establish a secure connection because of an SSL protocol error. 1662
NADO280E The installation failed for the Microsoft VC++ Redistributable package on host. The return code is value. 2212
NADO281E The Storage Resource agent cannot be deployed because of insufficient space or other issues on the target system. The error is: error message. 1663
NAG - Storage Agent Resource messages 2213
NAGOOOSE Please enter a user with administrative privileges for the tree. 2213
NAGOOQ9E The user password is required. 2213
NAGOO3O0E Please enter a user with administrative privileges on the filer. 2213
NAGO108E The Server Name is required. 2213
NAGO119E No NDS trees have been located in your installation or they have not yet been assigned a login and password. 2214
NAS - Storage Agent Resource messages 2214
NASOO003E Unable to contact the agent on host host address. 2214
NASOO0O4E NetApp quotas: Error gathering list of agents. 2214
NASO0005I No filers. 2215
NAS0006W No agents available to retrieve quotas from filer. 2215
NAS0008I Gathering quotas through agent host address. 2215
NASO009E No agents available. 2215
NASO010E Bad requestData. 2215
NASOO011E Not all agents reported back within allotted time. 2215
NAS0012W Filer filer : No quotas retrieved. 2215
NASO0013E DB error saving/checking quotas. 2216
NASO014E *** INTERNAL ERROR ***, 2216
NASO0015I Filer filer : Quota defined for volume volume but we have no record of that volume. 2216
NAS0016W Quota quota creator.quota name has no consumers. 2216
NASOO017E DB error saving/checking quotas (filer = filer). 2216
NAS0018I NetApp Quota job completed successfully. 2216
NAS0019I NetApp Quota job completed with WARNINGS. 2216
NAS0020I NetApp Quota job completed with ERRORS. 2217
NAS00211I Processed quotas for filer filer. 2217
NASO0022E NetApp Quota is still associated with a schedule, unable to delete. 2217
NAS0023E NAS server server name is already manually registered to a windows domain. 2217
NASO024E Netware server server name is already manually registered. 2217
NASO025E An agent is already installed on server name. It cannot be manually entered. 2217
NAS0028E Network name of filer could not be determined. 2218
SAA - Storage Resource Agent - Storage Subsystem messages 2218
SAAO0001E SYMAPI error error code -- error text. 2218
SAAO0002E Error connecting to SYMAPI database (mode = mode). 2218
SAAO00O03E Error synching Symmetrix ID. 2219
SAAO0004E Symmetrix Symmetrix ID: Unexpected volume name: volume name. 2219
SAA0005E SymDevList(Symmetrix ID) failed. 2219
SAAO006E SymDiskList(Symmetrix ID) failed. 2219
SAAQ007W Symmetrix Symmetrix ID: SymDiskShow(Symmetrix volume) failed. 2219
SAA0008I (Disk disk , Hyper hyper). 2219
SAA0009W No parity hyper found for RAID group OXRAID group. 2220
SAA0010W Symmetrix Symmetrix ID: SymDevShow(Symmetrix volume) failed. 2220
SAA0011I (Meta-component number of volume volume). 2220
SAA0012W Symmetrix Symmetrix ID: Volume <Symmetrix volume> not found or already used. 2220
SAA0013W Symmetrix Symmetrix ID: Hyper not found, volume remote sequence number (instance, bus number, target, partition). 2220
SAA0014W Symmetrix Symmetrix ID: SymDevShow(Symmetrix number) failed. 2220
SAA0015W Symmetrix Symmetrix ID: Volume Symmetrix volume does not contain hyper (device name, device number, disk ID, hyper number). 2220
SAA0016W Symmetrix Symmetrix ID: Volume Symmetrix name is actually a meta-component of Symmetrix volume. 2221
SAA0017W Symmetrix Symmetrix ID: Volume Symmetrix name has no hypers. 2221
SAA0018I SYMAPI version: ID. 2221
SAA0019E SymShow(Symmetrix ID) failed. 2221
SAA0020E SymDiscover failed. 2221
SAA0021E SymlList failed. 2221
SAA00221 Storage Subsystem subsystem name (subsystem alias) will be probed. 2222
SAA0023W Unsupported storage subsystem type: subsystem type. 2222

SAAO024E Failed to load SYMAPI. 2222




SAA0025W Symmetrix ID: Remote Symmetrix remote ID: Unexpected volume name: name.

2222

SAA0026W Symmetrix ID: Volume number (volume number) exceeds array capacity (length).

2222

VPLG - VASA provider messages

2222

VPLUGOOOZLE The connection was refused because the IBM Spectrum Control server is not available at the specified host and port.

2223

VPLUGOOO2E Unable to find the IBM Spectrum Control server configuration information.

2223

VPLUGOOO3E Unable to access the IBM Spectrum Control server configuration information.

2223

VPLUGOOO4E The service class service_class_name does not exist.

2224

VPLUGOOOS5E An error was received from the IBM Spectrum Control server: Key:message_key; Message:message_text; Status code: status_code
VPLUGOOOGE An error was received from the IBM Spectrum Control server: message

2224

2224

VPLUGOOO7E An error was encountered while retrieving the list of capacity pools.

2224

VPLUGOOOS8E Authentication to the IBM Spectrum Control server failed.

2224

VPLUGOOOO9E The specified host is not known.

2225

VPLUGOO10E The specified host cannot establish a secure connection.

2225

VPLUGOO11E An error was encountered when retrieving the list of service classes.

2225

VPLUGOO012E An error was encountered while provisioning block storage.

2225

VPLUGOO013E An error was encountered while provisioning file storage.

2225

VPLUGOO14E The provisioning task timed out.

2226

VPLUGOO15E An error was encountered while retrieving the status of the provisioning task.

2226

VPLUGOO16E An error was encountered while retrieving the list of WWPNs.

2226

VPLUGOO17E An error was encountered when retrieving the file storage NFS options.

2226

VPLUGOO18E An error was encountered while checking administrator privilege.

2226

VPLUGOO19E An error was encountered while retrieving fabric port information.

2227

VPLUGOO20E An error was encountered while retrieving the IBM Spectrum Control port.

2227

VPLUGOO21E An error occurred while retrieving virtual disk information from IBM Spectrum Control.

2227

VPLUGOO022E An error was encountered while retrieving volume performance information from IBM Spectrum Control.

2227

VPLUGOO023E An error was encountered while retrieving storage devices list from vCenter.

2227

VPLUGOO024E An error occurred while retrieving virtual machine virtual disk information from vCenter.

2228

VPLUGOO025E An error was encountered while retrieving available datastore names from vCenter.

2228

VPLUGOO026E An error was encountered while retrieving the Lun WWN.

2228

VPLUGOO27E An error was received from the IBM Spectrum Control server.

2228

VPLUGOO028E An error was received from the IBM Spectrum Control server: Key:message_key; Message:message_text

2228

VPLUGOO029E An error was encountered while retrieving roles for current user.

2229

VPLUGOO30E The user {0} does not have the minimum role (Administrator, Monitor or External application) needed to access IBM Spectrum Control.
VPLUGOO31E Registration of the IBM Spectrum Control VASA provider could not be completed.

2229

2229

VPLUGOO032E The IBM Spectrum Control VASA provider is already registered for server server_name. Register IBM Spectrum Control VASA provider manually to

update credentials.

2229

VPLUGOO033E One or more third party VASA provider(s) are already registered with the vCenter. IBM Spectrum Control VASA provider was not registered. Register

IBM Spectrum Control VASA provider manually.
VPLUGOO034E Automatic registration of IBM Spectrum Control VASA provider is not supported for vCenter server version 5.0 and previous.
VPLUGOO35E Error encountered while saving IBM Spectrum Control server configuration. Incorrect value for user name or password.

2229
2230
2230

VPLUGOO36E Error encountered while saving IBM Spectrum Control server configuration. Invalid host name message.

2230

VPLUGOO37E Error encountered while saving IBM Spectrum Control server configuration. Invalid port message.

2230

VPLUGOO38E Error encountered while loading IBM Spectrum Control server configuration. Incorrect value for user name or password.

2230

VPLUGOO39E Error encountered while loading IBM Spectrum Control server configuration. Invalid port message.

2231

VPLUGOO40E An error was encountered while the server configuration information for IBM Spectrum Control was saved. The current session is invalid. 2231

VPLUGOO41E An error was encountered while checking administrator privilege. The current session is invalid.

2231

Publications
Accessing publications online
IBM Redbooks
Translation
Providing feedback about publications

2231

2231

2232

2232

2232

Glossary

2232

2232

2233

2233

2234

2235

2235

2236

2237

2237

2237

2237
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2238
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IBM Spectrum Control documentation for V5.4.3

IBM Spectrum Control centralizes, automates, and simplifies the management of complex and heterogeneous storage environments. Use the IBM Spectrum Control
documentation to help you with your storage management tasks.
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What's new for IBM Spectrum Control 5.4.3

New features and enhancements are available in IBM Spectrum Control 5.4.3.

IBM Spectrum Protect Snapshot now comes with IBM Spectrum Control

Protecting the application and data that drives your business and is critical to your operations is important to us. That's why IBM Spectrum Control now includes a license
for IBM Spectrum Protect Snapshot, which provides fast, application-aware backups and restores, leveraging advanced snapshot technologies to help improve your cyber
resiliency.

IBM Spectrum Protect Snapshot is available with the following editions of IBM Spectrum Control:

e IBM Spectrum Control and IBM Spectrum Control Select Edition
e IBM® Virtual Storage Center and IBM Virtual Storage Center Entry

If you have these editions of IBM Spectrum Control, see how to get your copy of IBM Spectrum Protect Snapshot at https://www.ibm.com/support/pages/node/6443435.

For more information about IBM Spectrum Protect Snapshot and its capabilities, see https://www.ibm.com/docs/en/sps.
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A new subscription option is available for IBM Virtual Storage Center

New customers can now subscribe to IBM® Virtual Storage Center!

We know that your storage environment constantly changes. Spikes in demand and the ever-increasing need for more capacity are constants. Making it easy for you to get
solutions, while also providing more purchase options that fit your unique situation, is important to IBM.

That's why a subscription option is now available for new customers who purchase an IBM Virtual Storage Center license. With a subscription, you can pay for your license
on a monthly basis with a flexible term length and an initial lower cost. You also receive IBM's Software Subscription and Support, which includes the following support
options for the length of the subscription:

e Download access to the latest versions, releases, and fixes of the solutions in the IBM Virtual Storage Center license.
e IBM support for routine installation, deployment, migration, usage, and code-related technical support questions.
e 24x7 assistance for Severity 1 issues 7 days a week, 52 weeks a year. Simply open a case from the web, chat, or phone.

To sign up and manage the subscription contract, you can use the familiar Passport Advantage (PA) system. For more information about subscription licenses with IBM,
see https://www.ibm.com/software/passportadvantage/subscriptionlicenses.html.

Tip: You can still buy a perpetual license for IBM Virtual Storage Center if that option better suits your organization. For more information about the different licenses that
are available, see IBM Virtual Storage Center.

Enhanced support

e ESXi 7.0.x Hypervisor is available for Virtual Monitors running on Windows and Linux® operating systems.
For more information about support for hypervisors, see Hypervisors and VMware® monitoring support.

e You can now monitor IBM SAN b-type or Brocade Gen7 switches. For more information about support for switches, see IBM Spectrum Control 5.4.x - Switches

Product fixes and security updates

In every release of IBM Spectrum® Control, IBM fixes issues that are reported by our internal teams and by our customers. Along with fixes, improving the operation and
security of the product is also a priority. See what's been updated and fixed in this release:

e Fixes that are included in this release
e Security bulletins for IBM Spectrum Control

Limitations and known issues

For information about limitations and known issues that might occur when you use IBM Spectrum Control 5.4.3, see Limitations and known issues.

Related information

e Change History for IBM Spectrum Control
e Sponsor user program

¢ Beta program

e Suggest improvements to the product

Change History for IBM Spectrum Control

View a history of the changes in previous versions of IBM Spectrum Control.

e Changesin5.4.2
e Changesinb5.4.1
e Changesin5.4.0
e Changesin5.3.7
e Changesin5.3.6
e Changesinb5.3.5
e Changesin5.3.4
e Changesin5.3.3
¢ Changesin5.3.2
e Changesinb5.3.1
e Changesin5.3.0
e Changesinb5.2.17
e Changesin5.2.16
e Changesin5.2.15
e Changesin5.2.14
e Changesinb5.2.13
e Changesin5.2.12
e Changesinb5.2.11
e Changesin5.2.10
e Changesinb5.2.9
e Changesin5.2.8

Changes in 5.4.2
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The following features and enhancements were available in IBM Spectrum Control 5.4.2

Update for IBM® Virtual Storage Center
The edition "IBM Virtual Storage Center Entry Edition" was renamed to "IBM Virtual Storage Center Starter Edition"
Along with the renaming, capacity limits in IBM Virtual Storage Center Starter Edition were increased to better meet your needs. Now, you can use the IBM Virtual
Storage Center Starter Edition to manage up to 1,500 TIBs of usable capacity. That's an increase of 1,000 TiBs over the previous limit! Speaking of limits, the
previous limit of 4 I/O groups was removed, so you're no longer restricted by the number of I/O groups in your environment.

Protect IBM Spectrum Control with IBM Spectrum® Protect™ Snapshot
Protecting the application and databases that IBM Spectrum Control uses to help monitor your storage and store its metadata is important to us. That's why IBM
Spectrum Control includes a license for IBM Spectrum Protect Snapshot, which provides fast, application-aware backups and restores, leveraging advanced
snapshot technologies to help improve your cyber resiliency.

View more information about the changes in 5.4.2

Changesin 5.4.1

The following features and enhancements were available in IBM Spectrum Control 5.4.1

Monitoring snapshot information for volumes that are protected by Safeguarded Copy
With Safeguarded Copy in DS8000° 8.5.0 and later, you can improve cyber resiliency by frequently creating protected, point-in-time backups of critical data, with
minimum impact and effective resource utilization.
You can now view snapshot information for volumes that are backed up using the Safeguarded Copy feature across all your monitored DS8000 storage systems.
Use this information to monitor the volume capacity that is protected and the capacity that is used to store volume backups for Safeguarded Copy.

Viewing topology and location information for DS8000 Fibre Channel (FC) ports
You use IBM Spectrum Control to monitor DS8000 storage systems, and you need to understand the port topology and the location of the ports in the hardware
hierarchy? Not a problem. From the Resources menu, click Block Storage Systems, double-click a DS8000 storage system, and click FC Ports.
You can now check whether an FC port uses the FICON® or the SCSI FCP protocol and view the frame, I/O enclosure, and host adapter for the port.

Enhanced platform support
The following platforms are now supported:

e DB2°11.5.4
e IBM Cognos® Analytics 11.1.7
e Red Hat® Enterprise Linux® 8 and Windows 2019 are now supported for all components of IBM Spectrum Control.

View more information about the changes in 5.4.1

Changes in 5.4.0

The following features and enhancements were available in IBM Spectrum Control 5.4.0:

Connecting directly to Brocade switches and fabrics
You can now connect directly to Brocade switches that run Fabric OS 8.2.1 or later. You no longer need Brocade Network Advisor (BNA) or extra servers to monitor

your switches and fabrics. Connect directly to the switch by using the Fabric OS REST API and get the same key inventory and performance information that you got
when you used BNA.
Monitoring performance for Hitachi Virtual Storage Platform F and G Series
You can now monitor the performance of Hitachi Virtual Storage Platform F and G Series storage systems. You can also define performance alerts so that you're
notified of bandwidth, latency, and other issues before they impact your storage environment.
Viewing the name and VOLSER properties for DS8000 CKD volumes
For DS8000, you can now view both the volume name and the volume serial number (VOLSER) for your count-key-data (CKD) volumes.
User roles for monitoring IBM Spectrum Virtualize
You can now use a role with a lower level of authority on storage systems that run IBM Spectrum Virtualize 8.3.1.2 or later to collect performance metadata. When
you add these storage systems, users with a lower level of authority than Administrator, such as users with the Monitor role, can collect performance metadata.
Name updates for licenses

The following licenses were renamed:

Names of IBM Spectrum Control 5.3 licenses | Names of IBM Spectrum Control 5.4.0 licenses
IBM Spectrum Control Standard Edition IBM Spectrum Control

IBM Spectrum Control Standard Select Edition | IBM Spectrum Control Select Edition

Standard Edition bonus: If you owned a Standard license in a previous release, you now have access to the following features:

e Chargeback, consumer, and rollup reports
e Storage reclamation

Advanced Edition: If you own the Advanced Edition, you are not impacted by the renaming of product licenses.
Enhancements to the Licensing page

exceeding your license.
The following updates were made:

e The automatic assignment of storage category for most storage systems. Fewer manual assignments are now required.

e Improved notifications to make you aware of actions that you must complete.

e The names of column headings were changed and the hover help was revised to help you complete your compliance check.
e The capacity to be licensed is now shown in tebibytes (TiB) for consistency with the other capacity values on the page.

View more information about the changes in 5.4.0

Changes in 5.3.7

The following features and enhancements were available in IBM Spectrum Control 5.3.7:
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Setting capacity limits
Set capacity limits for storage systems and pools. You want to know how much capacity you have left before your storage systems or pools are 80% full? Just set a
capacity limit and you'll know how close you are to reaching your capacity limit. Then, check the Capacity-to-Limit (GiB) value and see how much capacity you can
use before you reach your limit.

Support for Pure Storage devices
Monitor Pure FlashArray//M and FlashArray//X. View information about the capacity, space usage, and performance of this non-IBM storage. Other features, such as
alerting, health monitoring, advanced analytics, and reporting are also supported.

More support for IBM FlashSystem® devices
You can now view information about the capacity, space usage, and performance of the FlashSystem 5000, FlashSystem 5100, FlashSystem 7200, and
FlashSystem 9200 storage systems.

Monitoring DS8000 capacity on flash drives
Monitor the volume capacity that Easy Tier®® places on Tier 1 and Tier 2 flash, high-capacity drives on DS8000 storage systems. View the capacity and available
capacity of Tier 1 and Tier 2 flash drives in a pool and the distribution of volume extents across each of the Easy Tier drive classes.

Monitoring compliance with your license
For storage systems that use the capacity license model, view the capacity breakdown of the storage environment by the categories of drives that are used. In this
release, Category 1 was added for Storage Class Memory (SCM) drives and managed disks on Spectrum Virtualize for Public Cloud.

View more information about the changes in 5.3.7

Changes in 5.3.6

The following features and enhancements were available in IBM Spectrum Control 5.3.6:

Monitoring performance for Dell EMC Unity and NetApp storage systems running ONTAP 9
Support for monitoring and alerting on performance is now added for the following non-IBM storage systems:

e Dell EMC Unity
e NetApp storage systems that are running ONTAP 9

Monitoring Hitachi Virtual Storage Platform F Series and G Series
Add Hitachi Virtual Storage Platform (VSP) F Series and G Series to the list of non-IBM storage systems that you can monitor and report on directly in IBM Spectrum
Control.

More support for IBM FlashSystem devices
You can now view information about the capacity, space usage, and performance of the FlashSystem 5000, FlashSystem 5100, FlashSystem 7200, and
FlashSystem 9200 storage systems.

Gaining insights into capacity usage and capacity growth
When you log in to IBM Spectrum Control, you want to know how much capacity you have, how much capacity you've used, and how much usable capacity is still
available. To make this information more consumable, the overview charts have got a makeover. But, that's not all. Now, with a click, you can access key capacity
metrics for each pool and volume in your storage systems. And, to help you plan capacity, two new metrics were added:

e Recent Fill Rate (%)
e Recent Growth (GiB)

Aligning capacity terms
To enhance your experience of our products and to provide a unified and simplified view of capacity concepts, IBM Storage is aligning the capacity terms across all
IBM Storage products. To ensure that we use the same capacity term for the same capacity concept across our products, IBM Spectrum Control has changed 47 of
the capacity terms that it uses, removed 4 terms that are no longer needed, and added 1 new term. Learn more about the capacity terminology changes.

Viewing capacity savings for devices that support hardware compression
You can now view the amount and percentage of capacity that is saved for devices that use inline data compression technology, such as IBM FlashSystem 9100 and
IBM Storwize® V7000 Gen3.

Monitoring the cache fullness of pools on IBM Spectrum Virtualize
See how full your cache is by adding new cache fullness metrics to the performance charts when you view the performance of pools in your storage systems. Add
and track cache fullness metrics to identify the pools that are experiencing heavy cache usage. You can also use the metrics to help investigate problems with
volumes in a pool and to determine whether to move a volume to a different I/O group where the pool's cache partition does not have a cache fullness problem.

Monitoring the aggregated cache fullness of nodes at storage system level on IBM Spectrum Virtualize
See how full your nodes cache is at storage system level by adding new cache fullness metrics to the performance charts when you view the performance of storage
systems. Add and track cache fullness metrics to identify the nodes that are experiencing heavy cache usage. You can also use the metrics to help investigate
problems for volumes in a pool and to determine whether to move a volume to a different I/O group where the pool's cache partition does not have a cache fullness
problem.

Monitoring unmap operations at host connection level on IBM Spectrum Virtualize
Track the workload of unmap operations that each host contributes to the system. To do this, you can measure the performance of unmap volume operations at
host connection level. Metrics, such as the average number of MiBs that are unmapped from volumes, I/0 rates, data rates, and response times for unmap
operations, are collected and shown.

Monitoring Storage Class Memory (SCM) on IBM Spectrum Virtualize
You can now monitor the volume capacity that Easy Tier places on SCM drives on IBM Spectrum Virtualize systems, such as IBM FlashSystem 9100, IBM
FlashSystem 7200, and the IBM Storwize family.

Creating inventory reports about IP ports
You can now create and schedule predefined reports about the IP ports on the nodes in IBM Spectrum Virtualize systems, such as SAN Volume Controller, IBM
FlashSystem 9100, FlashSystem V9000, and the IBM Storwize family.

Adding IP ports to general groups
You can now add IP ports to general groups so that you can receive alert notifications about changes in the configuration or attributes of the IP ports in a general
group.

Monitoring disk utilization for RAID arrays on DS8000 storage systems
For RAID arrays on DS8000 version 8.5.0 and later, the disk utilization values were updated in performance charts and reports. You can now more accurately check
how busy the disks in the array are over a period and identify arrays that are underutilized and overutilized.

Support for IBM Cognos Analytics
IBM Spectrum Control now supports IBM Cognos Analytics Version 11.1.4. Note that IBM Cognos Analytics does not run on Windows Server 2019 and Red Hat
Enterprise Linux 8.

View more information about the changes in 5.3.6
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Changes in 5.3.5

The following features and enhancements were available in IBM Spectrum Control 5.3.5:

Important capacity updates
Capacity values were updated to better reflect capacity usage in devices that support hardware compression. Capacity, such as pool capacity and allocated space,
is now measured based on the physical capacity of the device, rather than the effective capacity.
The devices affected by this update are:

e Storage systems such as FlashSystem 9100, FlashSystem 900, and Storwize V7000 Gen3, which contain IBM FlashCore®® Modules with hardware
compression.
e Storage virtualizers such as SAN Volume Controller and Storwize family that use back-end storage systems with hardware compression.

The effective capacity information is still available. Additional columns were added to the Block Storage Systems and Pools pages to show the effective capacity
based on the data reduction savings that are achieved with hardware compression. Check the column names that begin with "Effective", for example, Effective
Capacity (GiB) and Effective Used Capacity (%).
This update also affects alert thresholds and historical charting for storage systems and pools. In historical capacity charts, you'll see a sharp drop in the values for
capacity and used space.
Learn more about the capacity updates.

Product fixes and security updates
In every release of IBM Spectrum Control, IBM fixes issues that are reported by our internal teams and by our customers. Along with fixes, improving the operation
and security of the product is also a priority. See what's been updated and fixed in this release:

o [*Fixes that are included in this release
o [*security bulletins for IBM Spectrum Control

View more information about the changes in 5.3.5

Changes in 5.3.4

The following features and enhancements were available in IBM Spectrum Control 5.3.4:

Monitoring unmap operations on IBM Spectrum Virtualize
You can now measure the performance of unmap volume commands and define alerts so that you are notified when unmap operations values fall outside
thresholds you specify. Metrics, such as the average number of MiBs that are unmapped from volumes, I/0 rates, data rates, and response times for unmap
operations, are collected and shown:

e At the pool level
e Atthe node level
e At the I/O group level

For more information, see Performance metrics for resources that run IBM Spectrum Virtualize.
Enhanced OS support
You can now install IBM Spectrum Control and Storage Resource agents on servers that run Windows Server 2019 and Red Hat Enterprise Linux 8.
Product fixes and security updates
In every release of IBM Spectrum Control, IBM fixes issues that are reported by our internal teams and by our customers. Along with fixes, improving the operation
and security of the product is also a priority. See what's been updated and fixed in this release:

o [*Fixes that are included in this release
o [ security bulletins for IBM Spectrum Control

View more information about the changes in 5.3.4

Changes in 5.3.3

The following features and enhancements were available in IBM Spectrum Control 5.3.3:

IBM Storage Insights for IBM Spectrum Control
IBM Storage Insights for IBM Spectrum Control is an IBM Cloud® service that can help you predict and prevent storage problems before they impact your business.
It is complementary to IBM Spectrum Control and is available at no additional cost if you have an active license with a current subscription and support agreement
for IBM Virtual Storage Center, IBM Spectrum Storage Suite, or any edition of IBM Spectrum Control.
For more information, see IBM Storage Insights for IBM Spectrum Control.

Monitoring IBM Storwize V5000E storage systems
You can now monitor Storwize V5000E storage systems. You can view information about the capacity, space usage, and performance of the storage systems. Other
features, such as alerting, health monitoring, advanced analytics, and reporting are also supported.

Viewing application performance
You can now view the total workload of an application that is consuming storage resources. Previously, to investigate the workload of an application, you had to
review the workloads of the individual volumes. Now you can select an application from the Applications page and click View Performance to see the Total I/O Rate
and the Total Data Rate for the application. On the applications details page, you can view the Aggregated Workload charts.

Faster ways to view and acknowledge your alerts
Now it's easier and faster to view and acknowledge your alerts. On the Alerts dashboard, just double-click an alert to see details of the alert on the same screen,
including a performance chart for performance alerts. You can view summary details of several alerts at the same time, and acknowledge them all with a single
click.
To filter alerts, you can now click one of the alert category tags. For example, to show critical and warning unacknowledged alerts, click Critical and Warning. To
show your acknowledged alerts, click Acknowledged.

Automate changing the password for Spectrum Control on Windows
You can now run the changepassword.bat script from Windows Command Line Interface, or from an automated script, to change the passwords for the Spectrum
Control user ID or for the database user ID.

Improved support for special characters in Spectrum Control and DB2 passwords
IBM Spectrum Control has improved the support for special characters in passwords, giving you the flexibility that you need based on your security requirements.
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IBM Spectrum Control ports have TLS 1.1 and 1.0 disabled by default to increase security
Prior to version 5.3.3, IBM Spectrum Control ports had TLS 1.1 and 1.0 enabled by default. To increase security IBM Spectrum Control ports have TLS 1.1 and 1.0
disabled by default. Therefore, IBM Spectrum Control won't be able to communicate with devices that do not support TLS 1.2. If you want to upgrade your devices
to a version that supports TLS 1.2, contact your vendor.

View more information about the changes in 5.3.3

Changes in 5.3.2

The following features and enhancements were available in IBM Spectrum Control 5.3.2:

Configuring alerts using alert policies
Configuring alerts is now easier! You can now use alert policies to configure alerts for groups of resources rather than just for individual resources.
Simply create an alert policy and specify the alerts that you want, and those alerts are automatically applied to all the resources that you include in the policy.
Modifying alerts for resources is also a snap because the changes that you make are automatically applied to all the resources in the policy at the same time.
For more information about alerts and alert policies, see How alerts work.

Reporting

e Create and schedule predefined reports about the capacity that is assigned to hypervisors.

e Create an inventory report about your servers' ports showing information about the ports that your servers are connected to.

e Easily generate predefined capacity reports about the resources that you are interested in. It just takes a click to select managed disks by storage systems,
pools by storage systems, servers by applications, volumes by servers.

e Send custom and predefined reports as CSV and HTML attachments. Recipients can then download and open the report in a tool of their choice.

e Can't wait for the next run of a monthly report? Just click and run the report now to share the information with your colleagues!

For more information about reporting, see Reporting.
Monitoring compression savings for RAID arrays in IBM FlashSystem 900, model AE3 storage system
For FlashSystem 900, model AE3 with firmware version 1.6, you can now view the amount of capacity that is saved when the flash modules in the RAID array use
inline data compression.
Identifying mirrored volume relationships on storage systems that run IBM Spectrum Virtualize
To help you identify the primary and secondary copies in mirrored volume relationships, the following properties for volumes were renamed:

e Target is now named Mirror Role and shows the value "Primary" or "Secondary".
e Mirror is now named Copy ID.

Tip: The name changes for these columns are also reflected in the volume information that is retrieved by using the REST API for IBM Spectrum Control. Ensure that
you update any 3rd-party tools or reports that you use to show information from the REST APIL.

View more information about the changes in 5.3.2

Changesin5.3.1

The following features and enhancements were available in IBM Spectrum Control 5.3.1:

e Reporting enhancements:
o From a single page, create predefined capacity reports that you can schedule, send by email and save to your file system.
o Create predefined inventory reports for your storage systems and for the storage resources that they use, such as nodes.
o Add filters to custom reports. For example, you want to create a report that shows whether your file systems have enough capacity.
e You can now monitor Storwize V7000 Gen3 storage systems. You can view information about the capacity, space usage, and performance of the storage systems.
You can also view the savings that are achieved when data is reduced, compressed, and deduplicated.

View more information about the changes in 5.3.1

Changes in 5.3.0

The following features and enhancements were available in IBM Spectrum Control 5.3.0:

e Create custom reports. From any table view, create reports to share information with your colleagues and managers about the capacity, configuration, and health
status and the performance of the resources that you monitor in your storage environment.

e Monitor IBM FlashSystem 9100 storage systems.

e Prevent your FlashSystem 900 from running out of capacity by monitoring the physical capacity and receiving alerts when the physical capacity is low. View
information about pool capacity and the used and available capacity in the RAID array.

e Add multiple storage systems for monitoring at the same time.

View more information about the changes in 5.3.0

Changes in 5.2.17

The following features and enhancements were available in IBM Spectrum Control 5.2.17:

e View detailed information about the enclosures for block storage systems that run IBM Spectrum Virtualize, such as FlashSystem V9000, FlashSystem 900, SAN
Volume Controller, and the IBM Storwize family.
e Use new overview charts for storage systems to answer key physical capacity, volume capacity, and capacity savings questions:
o How much space is available.
o How much of your thin-provisioned volume space is used.
o How much space you are saving by using compression, deduplication, and thin provisioning.
e For storage systems that run IBM Spectrum Virtualize version 8.1.1 or later, use the Pool Attributes column to distinguish data reduction pools from standard pools
and identify if the data in the pool is encrypted. For storage systems that run IBM Spectrum Virtualize version 8.1.3 or later, you can also view the capacity savings
that are made when you use data reduction pools.
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For storage systems that run IBM Spectrum Virtualize version 8.1.3 or later, you can see the amount and percentage of capacity that is saved when data is
deduplicated. The capacity savings for deduplication are shown at the storage systems, pools, and volumes levels.

For storage systems that run IBM Spectrum Virtualize, you can track the historical capacity and the capacity savings that were achieved when volumes are
compressed. This allows you to monitor the efficiency of compression over time.

Use the Compressed and Deduplicated filters to show only volumes with the selected filter value.

View more information about the changes in 5.2.17

Changes in 5.2.16

The following features and enhancements were available in IBM Spectrum Control 5.2.16:

Monitor the availability of clusters by checking which nodes have spare nodes. You can also check the status of the spare nodes, such as which nodes are online
and which nodes are on standby.

Monitor the workload of compressed volumes on storage systems that run IBM Spectrum Virtualize™. You can view I/O rate, data rate, and response time metrics
for compressed volumes and uncompressed volumes. See Compression metrics for volumes.

In previous releases, IBM Cognos Business Intelligence reports was installed with and could be accessed directly from IBM Spectrum Control. In this release, IBM
Cognos Analytics is installed as a separate product. See &* View more information about the changes in 5.2.16.

The integration with external LDAP repositories in IBM Spectrum Control is improved.

View more information about the changes in 5.2.16

Changes in 5.2.15

The following features and enhancements were available in IBM Spectrum Control 5.2.15:

Creating agentless servers used to be a manual process, and automating it was a frequently requested enhancement. IBM Spectrum Control now automatically
generates agentless servers for the physical servers and virtual machines in your SAN environment, so that you can easily see how they are consuming storage.
Change the default names of the tiers that are shown in the GUL.
Add or change properties, such as the location or custom tags, for multiple servers, storage systems, hypervisors, switches, or fabrics. You can use the properties to
filter or sort the resources in the GUI or in an external application if the data is shared or exported.
Define more than 30 new alerts for volumes in block storage systems, including alerts for capacity values such as Compression Savings, Data Deduplication
Savings, Data Reduction Savings, and Unallocated Volume Space. Use these alerts to detect and monitor potential configuration and capacity issues in your
environment.
Find volumes with the same attributes. Use the new filters, such as Easy Tier and Mirror, to show only volumes with the selected filtered value. You can also sort the
volumes by allocated and unallocated space, and much more.
Add and monitor IBM Spectrum Virtualize software-only clusters.
IBM DB2 Version 11.1 is now included with IBM Spectrum Control.
Use the Representational State Transfer (REST) API to automatically export the data that you need to generate custom reports or share with external applications.
The following information is now available:

o How much capacity is used by applications, departments, hypervisors, and physical servers.

o How much block capacity is used by a specific application, department, hypervisor, or physical server.

View more information about the changes in 5.2.15

Changes in 5.2.14

The following features and enhancements were available in IBM Spectrum Control 5.2.14:

Enhancements for IBM Cloud Object Storage:

o Add COS Vaults to applications and general groups so you can track how much space is being consumed by logically related vaults and how that

consumption trends over time.
o Use the enhanced Vaults by Accessers chart, and the new Vaults by Drives and Slicestors by Drives charts, to monitor the availability of all your COS Vaults
and COS Slicestor® nodes.

o View the number of failed drives in the COS Slicestor nodes and the tolerance of the nodes to more drive failures.

o View the tolerance of COS Vaults to drive failures across all the COS Slicestor nodes in the storage pool.

o View the COS Vaults, access pools, and storage pools that are used by IBM Spectrum Scale storage systems.
The user experience is enhanced within the GUI for integration with an external LDAP repository. IBM Spectrum Control is now available to a larger set of users and
groups and you are able to log in to IBM Spectrum Control with one set of credentials.
IBM Spectrum Control ensures, when it sends alert notifications and reports by email to your email server, that it complies with the security standards that you
configure on your email server.
You can now choose the unit of measurement for a capacity metric when you create or edit chargeback and consumer reports. So, you can generate reports that
show storage consumption in the unit of measurement of your choice whether it is PB or PiB, TB or TiB, or GB or GiB.
View the following port delay metrics for storage systems that run IBM Spectrum Virtualize: Port Delay Time, Port Delay I/O Percentage
DS8000 storage systems, you can now see the hosts and host clusters that host connections belong to.
View a list of all the primary volumes that are not protected by a copy data relationship.
View which Managed Disks are active Quorum disks.
View the site name of each node in a stretched cluster.
For Storwize storage systems, version 7.8 or later, you can now view information about flash drives by tier in storage pools and volumes. For storage pools, you can
view the capacity and available capacity for solid-state drives (Tier 0) and for read-intensive flash storage (Tier 1). For volumes, you can view the capacity for solid-
state drives (Tier 0) and for read-intensive flash storage (Tier 1).
Upload logs automatically to IBM Software Support to help resolve problems quickly.

View more information about the changes in 5.2.14

Changes in 5.2.13

The following features and enhancements were available in IBM Spectrum Control 5.2.13:
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e View more information about the capacity, space usage, and performance of Dell EMC. Support for versions of Dell EMC SMI-S Provider or Dell EMC Solutions
Enabler that are compliant with SMI-S 1.6 provides a more representative view of Dell EMC VMAX, Dell EMC VNX, and Dell EMC VNXe storage systems.
e Gain insights into the external storage that is used by IBM Spectrum Scale:
o View capacity values for the external storage that clusters and file systems use. This view provides insight into the total amount of data that is migrated from
all file systems in a storage system, or the amount of data that is migrated from specific file systems.
o Check whether you have enough internal space to recall data that was migrated to external storage.
e For storage systems that run IBM Spectrum Virtualize, you can now see the cluster that host connections belong to.
e Enhancements for IBM Cloud Object Storage:
o View information about the hard disk drives, solid-state drives, and flash modules in COS Slicestor nodes.
o Inthe Vaults by Accessers chart, view the vaults that cannot be accessed and the vaults that are at risk of access failure.
e On the new VDisk Mirrors and HyperSwap® pages in the Copy Data panel, you can analyze storage device relationships across your block storage environment in
IBM Spectrum Control to identify how redundancy is affecting available capacity.
® You exclude the cost of storage in chargeback and consumer reports when you want to highlight storage consumption and not storage cost.

View more information about the changes in 5.2.13

Changes in 5.2.12

The following features and enhancements were available in IBM Spectrum Control 5.2.12:

e Monitor the capacity, space usage, and performance of FlashSystem A9000 and FlashSystem A9000R storage systems.
e Create consumer reports that show the capacity and the cost of the block storage that an application, department, hypervisor, or physical server uses.
e Report on allocated versus assigned capacity in chargeback and consumer reports.
¢ Analyze replication and FlashCopy® relationships across your block storage environment
e View the amount of external storage from cloud services and other storage providers that is being used by the file systems in a IBM Spectrum Scale cluster. For
external storage that is provided by IBM Cloud Object Storage, you can also view capacity information, including the percentage of space that is being used.
e Monitor sites, mirrors, and vault quotas for IBM Cloud Object Storage. For example, you can:
o Monitor the capacity and space usage of sites. See which COS Slicestor and COS Accesser® nodes are located at each site and which sites cannot tolerate
COS Accesser node failures.
o View the space quotas that are configured for vaults and see whether any vaults are violating the soft or hard quota limits.
o View information about mirrors, such as the pair of vaults in each of the mirrors, and the number of COS Accesser nodes that are configured to access the
mirrors. You can also see the storage pools and sites for the vaults in the mirror.
e Define alerts that notify you of status changes on the IBM Spectrum Scale nodes that are configured as cloud gateways.
e Customize the analysis period for analyzing tiering and balancing pools to the days of the week and hours of the day of your choice.
e Access information about your resources by using the Representational State Transfer (REST) API for IBM Spectrum Control. You can use this information to
generate custom configuration and performance reports.

View more information about the changes in 5.2.12

Changes in 5.2.11

The following features and enhancements were available in IBM Spectrum Control 5.2.11:

e Changes to alerts:
o Create alerts for a set of storage resources that are assigned to an application.
o Define alerts for a set of resources in custom groups that you create.
o Combine multiple alert conditions from multiple resources in a single, custom alert.
e Create, schedule, and send chargeback reports by email to make the owners and managers aware of the cost of the capacity and the amount of capacity that is
used by their applications, departments, hypervisors, and servers.
o View key performance metrics for IBM® FlashSystem 900 storage systems:
o Response times
o I/0O rates and data rates
o The condition of the storage system
e Review new capacity charts to detect capacity shortages and investigate trends in storage growth for your tiers.
e Analyze replication relationships across your block storage environment.
e Monitor the status, capacity, and space usage of IBM Cloud Object Storage.
e Identify which file systems in a Spectrum Scale cluster use external storage that is provided by cloud services or other storage providers.
¢ Enable automated probe scheduling to simplify the process of scheduling probes and help avoid excessive load on the product server.
e Determine whether the total capacity of the storage systems that IBM Spectrum Control manages exceeds your product license entitlement.
¢ When you complete a fresh installation of the product, the number of random listening ports is reduced. Information about the ports is documented and you can
change the Device server ports after you complete the installation or perform an upgrade.
e Manually uninstall IBM Tivoli®® Storage Productivity Center for Replication from IBM Spectrum Control servers on your computer.
e IBM DB2® Version 10.5 Fix Pack 7 is now included with IBM Spectrum Control.

View more information about the changes in 5.2.11

Changes in 5.2.10

The following features and enhancements were available in IBM Spectrum Control 5.2.10:

o Identify key performance metrics that are outside of a standard range on IBM System Storage®® SAN Volume Controller and IBM Storwize® storage systems.

e Export performance data for a resource to a compressed file.

* Review new capacity charts to detect capacity shortages and investigate trends in storage growth for your block, file, and object storage resources.

e Review the capacity and space usage that the tiered storage in your environment consumes. You can see when your tiered storage will run out of space and the
weekly growth rate in storage usage for each tier.

e View the values for the capacity of virtualized storage and non-virtualized storage to understand how capacity is used when storage virtualization is implemented in
your storage environment.

e Use rollup reporting to combine capacity and status information from multiple instances of IBM Spectrum Control™. You can use this information to gain a network-
wide perspective of storage usage in your environment when you have multiple IBM Spectrum Control servers deployed.
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e Group resources, such as the storage systems with lease agreements that end in the current year, so that you can view information about the resources at one
location.

e IBM Spectrum Control V5.2.10 now supports only Storage Management Initiative (SMI) data sources, also called CIM agents, for managing switches from Brocade
Communications Systems, Inc.

e View the resource types that were explicitly added to an application or subcomponent.

View more information about the changes in 5.2.10

Changes in 5.2.9

The following features and enhancements were available in IBM Spectrum Control 5.2.9:

e Reclaim unused storage capacity and more effectively allocate volume space on your block storage systems.

e View the amount of storage that can be reclaimed in each of the storage systems that are monitored.

e Use the volume reclamation recommendations to reclaim unused storage space and use your storage more efficiently. By reclaiming the volumes, you can reduce
costs by recycling existing storage space instead of purchasing new storage media.

e IBM Spectrum Control™ now displays the switch blade number, port number, and blade names just as they were defined in other tools, such as Brocade Network
Advisor.

e IBM DB2® Version 10.5 Fix Pack 6 is now included with IBM Spectrum Control.

View more information about the changes in 5.2.9

Changes in 5.2.8

The following features and enhancements were available in IBM Spectrum Control 5.2.8:

e The name of the product was changed from IBM Tivoli Storage Productivity Center to IBM Spectrum Control.
e Comprehensive improvements to alerting capabilities:
o You can now define alerts for all the key attributes of a resource, including attributes for status, configuration, capacity, and performance.
o To avoid receiving too many emails and disruptive notifications for some alerts, you can now choose a new suppression option where only one notification is
sent.
o If you want to define more than one alert for the same attribute but with different criteria and settings, you can duplicate that alert.
e View the performance of clusters, nodes, and file systems in IBM Spectrum Scale.
e Monitor object storage systems on IBM Spectrum Scale.
e Monitor the capacity and space usage of IBM FlashSystem 900 storage systems.
e View charts that show the current and historical capacity of your block storage pools.
e IBM Spectrum Control is now a native, 64-bit application for all server operating systems.
¢ Simple Network Management Protocol (SNMP) Version 3 is now the preferred protocol for the management of switches and fabrics from Cisco Systems, Inc., and is
an optional protocol for devices from Brocade Communications Systems, Inc. and other vendors.
e View information about the performance of inter-switch connections.
e View information about Brocade switches that are in Access Gateway mode. You can also view information about the routes from ports that are connected to a
hypervisor, server, or storage system to ports that are connected to fabrics.
e View information about Brocade F_port trunks and about NPV links.
® You can now more easily identify the internal resources that are encountering problems in your environment.
e Compare how much capacity is managed by IBM Spectrum Control with the total amount of capacity that you are entitled to manage.
e View information about the capacity for each of the class drives (SSD, Nearline HDD, and Enterprise HDD), that Easy Tier can use to tier or distribute volume extents.
e To consolidate the functions of IBM Spectrum Control into a single GUI, the stand-alone GUI was removed.

View more information about the changes in 5.2.8

Discontinued features in IBM Spectrum Control

View a list of features that were discontinued in different releases of IBM Spectrum Control.

What is a discontinued feature?: Discontinued features are features that are no longer supported in IBM Spectrum Control. In some cases, these features were removed
from the GUI and are no longer available. In other cases, these features might still appear in the GUI, but they are no longer supported and might not work as intended.
For both cases, it's recommended that you use another feature or product offering to complete the same actions, when possible.

Discontinued in

Feature . Resolution
version

Operating systems where you can install Storage | 5.4.0 Install your Storage Resource agents on different servers with supported operating systems. For a
Resource agents: list of supported operating systems, see
https://www.ibm.com/support/pages/node/6249361#Agents.

e HP-UX11iv3
e Oracle Solaris 10 and 11

Storage systems: 5.4.0 No future support is planned for monitoring these storage systems. For a complete list of storage
systems that are supported in 5.4.0 and later, see IBM Spectrum Control interoperability matrix
e DS3000, DS4000®, DS5000, or DS6000™ for storage systems.

e Non-IBM® storage systems that are
monitored with SMI-S 1.1 providers.

e NetApp devices that run ONTAP 8.

e Huawei devices
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Discontinued in

Feature . Resolution
version
Provisioning of block and file storage systems, 5.4.0 No other feature in IBM Spectrum Control currently replaces this feature. For your future
which includes: provisioning and automation needs with IBM storage, consider using another product, such as
Ansible® by Red Hat®. For more information about Ansible, see
¢ Cloud configuration concepts, such as https://www.ansible.com/integrations/infrastructure/ibm-storage.

service classes and capacity pools
e Reserved capacity concept
e External Application role

Optimization: 5.4.0 No other feature in IBM Spectrum Control currently replaces this feature. It's recommended that
L you use a different product to optimize tiering, balance storage, and transform volumes.
* Tiering Pro tip: With the increasing use of all flash storage and environments with a few large pools rather
e Balancing

than many smaller pools, optimization and balancing functions are becoming less critical.
e Volume transformation

Snapshot-based protection that is provided by 5.4.0 This feature is still available in the IBM Storage Virtual Center storage solution.
IBM Spectrum® Protect™ Snapshot for the
applications and databases that IBM Spectrum
Control uses.

e For tier-related capacity management, go to Groups_> Tiers.

e For other uses of your STAR data, it's recommended that you use a different product.

STAR data is no longer available in the following: 5.4.0 e For your reclamation needs, go to Advanced Analytics > Reclamation.

e Cognos® Analytics reporting tool
e CLI (tpctool) commands
e IBM Spectrum Control GUI

Tivoli® Storage Productivity Center for Replication |5.3.0 Use IBM Copy Services Manager. See IBM Copy Services Manager.

IBM Spectrum Control workflows for storage 5.3.0 No other feature in IBM Spectrum Control currently replaces this feature.

provisioning with IBM Tivoli Provisioning Manager

The agent for integrating IBM Spectrum Control 5.3.0 No other feature in IBM Spectrum Control currently replaces this feature.

alerting with IBM Tivoli Monitoring

OpenStack Cinder driver that uses the provisioning | 5.3.0 Use the Cinder driver that is associated with your storage system.

feature in IBM Spectrum Control

Database views for custom reporting with SQL 5.3.0 Use the Representational State Transfer (REST) API to access information about resources and to
generate custom configuration and performance reports. See IBM Spectrum Control REST API.

The tpctool CLI commands for provisioning that 5.3.0 No other feature in IBM Spectrum Control currently replaces this feature.

don't use the service-class concepts of IBM
Spectrum Control

Using IBM Spectrum Control components to 5.3.0 No other feature in IBM Spectrum Control currently replaces this feature.
enable IBM DS8000° storage systems to work
with external authentication servers, such as LDAP

vSphere Web Client extension for IBM Spectrum 5.3.0 No other feature in IBM Spectrum Control currently replaces this feature. However, IBM Spectrum
Control and VASA 1.0 provider Connect provides IBM Storage Enhancements for VMware vSphere Web Client and an IBM
Storage Provider for VMware VASA. For more information, see the IBM Spectrum Connect
Knowledge documentation.

Graphical view of the data path between storage 5.3.0 To view the relationships between resources:
resources, SAN components, and servers (Data

Path Explorer) 1. Go to a resource list page, such as the Block Storage Systems page.

2. Right-click a resource and select View Details.

3. On the details page, view the Related Resources section. Click a related resource to view
more information about it.
Related resources that you can view include servers, file systems, fabrics, switches, object
storage systems, and back-end storage systems for storage virtualizers.

Sponsor user program

Sponsor users interact directly with designers and developers to improve the user experience and to help shape the future of the overall storage portfolio.

IBM® needs your experience and expertise as an active participant to work with our designers and developers to create new features for the future and help improve the
overall look and feel of our IBM Storage products.

Are you ready to align us with your reality of what a product should do?
Are you a real user or a potential user of an IBM Storage software product?

IBM wants you to be excited about being an active participant and establishing a collaborative and fluid relationship between your company and our design and
development teams.

Express® your thoughts and get your ideas heard! Then, as the discussion moves forward, we will integrate your insights and feedback into our decision making process
and make them action items. In addition, as an active program user you get a peek into upcoming storage releases and gain beta access to new products.

Note: If you are interested in joining the IBM Storage Sponsor User Program or just want to get additional information, complete the following form: IBM Storage Sponsor
User.
Important: Always remember your information is kept confidential and is only used by the IBM Design and Development for product development purposes.
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Beta program

The IBM Spectrum Control Beta is a continuous program. It gives you a first look at upcoming features, a chance to influence design, an opportunity to test the new
features in your own environment, and a direct voice into the product development process.

There are many reasons why new and existing customers, IBM® Business Partners, and even current members of IBM become part of the Beta program as a tester.
Customer quote: Bob Oesterlin, Sr. Principal Storage Engineer at Nuance: "If you’re a IBM Spectrum Control user, definitely participate in IBM’s Beta program. It gives you

access to the latest features early on, direct access to developers and a great community of other early adopters. I've been a part of the IBM Spectrum Control Beta
program for years, and the IBM team has been fantastic and responsive."

Benefits

Some benefits of IBM's Beta program include:

Gain access to early code and evaluate new product features and enhancements
You get access to the Beta code before general availability of the product release to determine whether the new features and enhancements are a good fit for your
business organization. Once the code is downloaded, you are able to validate and test the new software directly in your environment. You can then identify and then
fix any concerns before the code is available saving you precious time and preventing any production issues later on. When the code is made available, you are
ready for installation, implementation and to take advantage of the new capabilities.

Interact with design and development
The product designers, architects, developers, and testers are integrated into the Beta program to help support the participants. They can assist you with any issues
that you might encounter. You can also request an advocate to work with you during the process and post questions on the Beta forum.

Collaborate with other Beta customers
The Beta program includes group meetings that provide you with an opportunity to interact with other program participants about your configuration and testing
experiences with the beta features. Participants are encouraged to share their experiences with the development team.

Participate in product education
The Beta program provides the participants with education on the new features and functions that are available in a Beta. The education is usually done in
presentation form on a web conference where you can get a head start in learning about the capabilities.

Become an IBM reference customer
After your positive Beta experience, IBM invites you to participate in the reference program. The IBM Marketing team helps you craft a message to let other
potential Beta testers know about your success when you adopt and use beta features.

Get enrolled!

To enroll in the Beta program, complete the IBM Spectrum® Control Beta Sign up form.

Collaborating with the team

Collaborate with the IBM Spectrum Control team to help improve the product.

About this task

Got a great idea for making IBM Spectrum Control even better? Do you want to vote for an enhancement that was requested by another user? The IBM® RFE Community is
a place where you can collaborate with the development team for IBM Spectrum Control and other product users through your ability to search, view, comment on, submit
and track product requests.

Procedure

1. Go to the Servers and Systems Software RFE community at https://www.ibm.com/developerworks/rfe/execute?use case=changeRequestLanding&PROD ID=420.
2. To submit an enhancement request, click the Submit tab.
3. Log in with your IBMid.
4. View existing requests to ensure that your idea hasn't already been submitted.
A link to the search page is included in the form.
5. Complete the form and click Submit.

Printable documentation

The documentation for IBM Spectrum Control is available in PDF format.

Viewing PDF files

Click one of the following links to view the corresponding PDF within your browser.

e IBM Spectrum Control Quick Installation Guide (about 1200 KB)
e IBM Spectrum Control Installation Guide (about 3100 KB)
e IBM Spectrum Control Administrator's Guide (about 2200 KB)
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e IBM Spectrum Control User's Guide (about 10200 KB)

Downloading Adobe Acrobat Reader

To view or print these PDF files, you need Adobe Acrobat Reader. You can download a free copy from the Adobe website @ (https://get.adobe.com/reader/).

Product licenses

Learn about the product licenses that are available for IBM Spectrum Control. Current® licenses are IBM Spectrum Control and IBM Spectrum Control Select Edition. The
IBM Spectrum Control Advanced Edition license is still applied, if you owned it in a previous release.

IBM Spectrum Control offers two licenses based on the type of metric that you use:

e The IBM Spectrum Control license is based on the total number of storage capacity units (SCUs) that are required so that all of your capacity is licensed for all of
your storage systems. This license applies if you currently have the IBM Spectrum Control or IBM® Virtual Storage Center license.

e The IBM Spectrum Control Select Edition license (and the IBM Virtual Storage Center for Storwize® license) is based on the total number of licenses that you need
for your storage systems that use enclosures.

Note: Only one difference exists between the IBM Spectrum Control and IBM Spectrum Control Select Edition licenses: the license metric (SCUs versus enclosures). The
features are otherwise identical in both solutions. To view the features, see Product overview.
To view a complete list of devices that can be used with IBM Spectrum Control, go to https://www.ibm.com/support/pages/node/388393.

IBM Storage Insights for IBM Spectrum Control: IBM Storage Insights for IBM Spectrum Control is an IBM Cloud® service that can help you predict and prevent storage
problems before they impact your business. It is complementary to IBM Spectrum Control and is available at no additional cost if you have an active license with a current
subscription and support agreement for IBM Virtual Storage Center, IBM Spectrum® Storage Suite, or any edition of IBM Spectrum Control.

For more information and to view a list of features in the service, see IBM Storage Insights for IBM Spectrum Control.

Determining which licenses are needed for your monitored storage

Watch two short videos about how to view the capacity of the storage systems that IBM Spectrum Control monitors in your environment. Then, check the records of the
licenses that you purchased to determine how much additional storage can be monitored before you're no longer covered.

o Determining what IBM Spectrum
Cor” ‘icenses are needed for

. monitored storage

~1 4

1x

o IBM Spectrum Control licensing
Part 2
Determine the capacity to be
o licensed for your monitored
storage systems

1x

Related reference
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e Actions that are available based on role

Definitions of licensing metrics

Learn more about the licensing metrics that are available for IBM Spectrum Control.

About this task

Three different license metrics are available for IBM Spectrum Control:

SCUs
Licenses are priced by the number of storage capacity units (SCUs) that you need for the capacity to be licensed for the storage system. The number of SCUs is
based on the capacity and categories of drives that are used by the storage system. This metric is available for IBM Spectrum Control and IBM® Virtual Storage
Center.

Total TiB
Licenses are priced by the total capacity in tebibytes (TiB) for all storage systems that use the capacity license model. This metric is available for the IBM Virtual
Storage Center Entry and IBM Spectrum® Storage Suite license.

Enclosures
Licenses are priced by the number of drive slots and capacity in the storage enclosures. This metric is available for IBM Spectrum Control Select Edition and IBM
Virtual Storage Center for Storwize® license.
For each enclosure, the number of licenses is calculated by using the following rules. Calculations are rounded up to the nearest whole number.

1. The number of slots in the enclosure divided by 25.
2. The sum of the physical capacity of the disks in the enclosure divided by 500 TiB.
3. The higher number from rule 1 and rule 2 is the number of licenses that are needed for the enclosure.

For examples of using the enclosure pricing model, see Calculating the number of enclosure licenses for your storage systems.

To learn about the licensing of IBM Spectrum Control, click the Announcement in Table 1. Information about licenses is available in the section Charge Metrics.
Table 1. Product announcements for IBM Spectrum Control licenses

License Announcement | Revised Announcement
IBM Spectrum Control - Storage Capacity Unit 5.3.0.0 5.3.6.0
IBM Spectrum Control - Select/Enclosure license 5.3.7.0

Names of equivalent licenses in previous releases

IBM Spectrum Control licenses were known by different names in previous releases. Use this table to determine the names.

Table 1. IBM Spectrum Control licenses and their previous names

Names of IBM Spectrum Control 5.4.0 licenses | Names of IBM Spectrum Control 5.3 licenses
IBM Spectrum Control IBM Spectrum Control Standard Edition
IBM Spectrum Control Select Edition IBM Spectrum Control Standard Select Edition

Actions that are available based on role

Your IBM Spectrum Control role and product license determine the actions that are available in the product.

Users who are assigned the Administrator role or the Monitor role can use product functions. The actions that are available for each function depend on the role that is
assigned to the user:

Administrator role
Users who are assigned the Administrator role have access to all monitoring and administrative actions.

Monitor role
Users who are assigned the Monitor role can view information about monitored resources and other objects such as tasks, alerts, and service classes. They can
acknowledge alerts and resource statuses, open logs, and open management GUIs.

The following table outlines the actions that are available only for the Administrators role. All other actions are available to the Monitor and Administrator roles. In addition
to the restrictions listed in this table, users who are assigned the Monitor role do not have access to user management functions.

Table 1. Product actions that are available only to users with the Administrator role

Actions that require the

Function Administrator role
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Function

Actions that require the
Administrator role

Single dashboard view of the storage environment that you can use to manage storage systems, hypervisors, servers, and Fibre
Channel fabrics.

Adding and removing
resources

Administering connections
Scheduling data collection
Changing and viewing the
automated probe schedule
Viewing and editing history
retention settings
Modifying license settings

Performance monitoring for storage systems and Fibre Channel networks.

Scheduling performance
monitors

Starting or stopping
performance monitors

Capacity and usage monitoring of resources.

Scheduling probes

Starting or stopping probes
Modifying Storage Resource
agents

Enabling automatic zoning

Health and alerting for hypervisors, networks, servers, and storage systems.

Creating, modifying, and
deleting alert policies
Setting which alert policy
manages a resource

Adding and modifying
resources for management by
an alert policy

Defining and modifying alert
definitions

Editing alert notification
settings

Capacity and performance of the storage that applications, departments, and general groups use.

Creating applications,
departments, and general
groups

Creating, modifying, and
removing filters to add
resources to applications
Adding and removing
resources in applications and
general groups, directly
Adding applications as
members of other
applications

Adding departments to other
departments

Adding applications to
departments

Storage reclamation

Viewing volumes that can be
reclaimed

Roll-up reporting, in which capacity data is combined from multiple instances of IBM Spectrum® Control for reporting purposes.

Adding and removing
subordinate servers

Starting a probe for a
subordinate server
Modifying the connection
information for a subordinate
server

Predefined Reports

e Predefined capacity reports allow users to quickly create reports about capacity anomalies and shortfalls, which can be
scheduled and sent by email or saved to the user's file system, or both.

e Predefined inventory reports allow users to quickly create reports about their storage resources, which can be scheduled
and sent by email or saved to the user's file system, or both.

Creating, deleting, and editing
reports

Configuring the email server
Emailing reports

Saving reports to the file
system

Custom reports

From any table view in the GUI, custom reports can be created, which can be scheduled and sent by email or saved to the user's
file system, or both, about capacity of storage resources, the configuration and attributes of storage resources, and the
performance of storage resources.

Creating, deleting, and editing
reports

Configuring the email server
Emailing reports

Saving reports to the file
system
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Actions that require the
Administrator role

Creating, deleting, and editing

reports

Configuring the email server

Emailing reports

Function

Chargeback and consumer reports

e Chargeback reports show the capacity and the cost of the storage that is used by applications, departments, hypervisors,
and physical servers.

e Consumer reports show the capacity and the cost of the block storage that is used by an application, department,
hypervisor, and physical server.

Capacity limits for block storage systems and pools Setting capacity limits

If your company has a policy to set a limit on the capacity that is used, you can set a capacity limit. When the capacity limit is set, Defining alerts for capacity
you can then monitor the amount of capacity that is available before the capacity limit is reached. limits

Removing capacity limits

Licensing

View the capacity of the storage systems that IBM Spectrum Control monitors in your environment. Then, check the records of the licenses that you purchased to
determine how much additional storage can be monitored before you're no longer covered.

1. Know your licenses.

2. Understand the licensing models.

3. Select the license model for each storage system.
4.

5.

Update any settings that were not automatically updated or correctly identified for each storage system.
Determine if you're covered.

1. Know your licenses

To get a list of the licenses that you purchased, complete one or more of these actions:

e Contact the person within your organization who originally purchased the licenses.
e Contact your IBM® seller or IBM Business Partner.

e Go to ** passport Advantage® Online.

2. Understand the licensing models

The licenses that you purchased determine which license models and values on the Licensing page are used to determine if you're covered. In some cases, a combination

of values is used. For example, if you have some storage systems that are licensed by capacity and some that are licensed by enclosure, both the Total SCU and the Total
Enclosure License values might be used.

License License model

IBM Spectrum Control Measured by the number of storage capacity units (SCUs) that are needed to cover the total usable capacity of the storage systems that
IBM Spectrum Control monitors. For more information, see the description of the SCU value on the Licensing page.

»IBM Virtual Storage Center
(perpetual license)&

»IBM Virtual Storage Center |¥Measured by the total usable capacity in tebibytes (TiB) of your storage. For more information about the subscription option, see IB

(subscription license)& Virtual Storage Center.&
IBM Spectrum Control Measured by the number of licenses that are needed for the storage enclosures, modules, or expansions that IBM Spectrum Control
Select Edition monitors. See Calculating the number of enclosure licenses for your storage systems.

IBM Virtual Storage Center
for Storwize®

IBM Virtual Storage Center |Measured by the total capacity in tebibytes (TiB) that IBM Spectrum Control monitors.
Entry

IBM Spectrum® Storage
Suite

3. Select the license model for each storage system

You must specify the license model for each of your storage systems. The license model, capacity or enclosure, is the type of IBM license that you purchased for the
storage system.

License model Description

Capacity The category of storage that is used by the storage system is needed to calculate the SCU usage. The category is based on the drive classes of the
RAID array and is automatically assigned following a probe.

For IBM Spectrum Scale and virtual nodes in IBM Cloud Object Storage, you must specify the storage category.

Enclosure A probe automatically detects the number of enclosures that the storage system manages and determines the number of enclosure licenses that are
required. You can manually update the number of enclosures licenses.

After you modify the number of enclosure licenses, that number will not change unless you manually update it again. Probes that detect a different
number of enclosure licenses do not modify a number that was manually updated.

Tip: For IBM System Storage® DS8000°, the license model is automatically assigned after a probe.
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4. Update settings for each storage system

Update any settings that were not automatically updated or correctly identified for your storage systems. Examples of these settings include the number of enclosures in a
storage system that were not identified or the drives in a storage system that were not categorized.

Learn more about configuring license settings: For more information about how to update the license settings for your storage systems, see Configuring license values for
storage systems.

5. Determine if you're covered

To verify that your purchased licenses cover the capacity and enclosures that are monitored by IBM Spectrum Control, compare the values in your purchased licenses to
the values at the top of the page.

Licensing

Capacity License Model (20) (Total TiB: 1,1?'9) (TotalSCU: 716 ) Category Info A Enclosure License Model (26)

Category 1 TiBO (Total Enclosure Licenses: 56 )
Category 2 TiB 296
E) category3  TiB 689
B category4  TiB 105 m—m

e Look at Total TiB for these licenses: IBM Virtual Storage Center Entry Edition and IBM Spectrum Storage Suite.

e Look at Total SCU for these licenses: IBM Spectrum Control, IBM Virtual Storage Center, and older IBM Spectrum Control licenses that are based on SCU.

e Look at Total Enclosure Licenses for these licenses: IBM Spectrum Control Select Edition, IBM Virtual Storage Center for Storwize, and older IBM Spectrum Control
licenses that are based on enclosure.

Learn more about license values: For more information about how capacity and enclosure values are calculated for storage systems and storage virtualization systems
(such as IBM SAN Volume Controller), see How licensing values are calculated.

What's next

If the Total TiB, Total SCU, and Total Enclosure Licenses values are less than the value of your purchased licenses, you're covered.

If these values are more than the value of your licenses, you can reduce the amount of storage that you're monitoring or contact your IBM seller or IBM Business Partner
to purchase additional storage.

Information about the summary values

The following, summary information is shown at the top of the Licensing page:

Capacity License Model
The number in parentheses shows the total number of storage systems that are licensed by storage capacity.

Total TiB
The sum of the capacity to be licensed for all storage systems that use the capacity license model. This value applies if you have the IBM Virtual Storage Center
Entry or IBM Spectrum Storage Suite license.

Total SCU
The total number of storage capacity units that you need for the capacity to be licensed for all storage systems that use the capacity license model. This value
applies if you have the IBM Spectrum Control or IBM Virtual Storage Center license.

Category 1, 2, 3,0r 4
The capacity breakdown of the storage environment by the categories of drives that are used by the storage systems. The breakdown is shown both as a bar chart
and as tebibytes (TiB).

Category Info
For storage systems that are licensed by capacity rather than enclosure, a link that describes the categories of drives that are used by RAID arrays.

Enclosure License Model
The number in parentheses shows the total number of storage systems that are licensed by the enclosures that IBM Spectrum Control monitors.

Total Enclosure Licenses
The total number of licenses that are required for storage systems that use the enclosure license model. This value applies if you have the IBM Spectrum Control
Select Edition or IBM Virtual Storage Center for Storwize license.

Information about storage system values

The following information is shown for each storage system on the Licensing page:

License Model
The type of IBM Spectrum Control license that was purchased for the storage system. Systems that use the capacity model are charged by the capacity to be
licensed or the SCUs. Systems that use the enclosure model are charged by the number of enclosure licenses.

Scu
The number of storage capacity units that the license must cover for the storage system.

An SCU is the measure of capacity by which the license for a storage system is charged. The number of SCUs is based on the drive classes that are used by the
storage system and the capacity that is assigned to each category. The following table shows the SCU categories, drive classes, and ratios that are supported by
IBM Spectrum Control.

Table 1. Supported SCU licenses, drive classes, and ratios

. Ratio of usable storage
Category Drive Classes to SCU
1 Storage Class Memory (SCM) drives and managed disks on IBM Spectrum Virtualize for Public Cloud 1TiBto1SCU
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. Ratio of usable storage
Category Drive Classes to SCU g
2 Flash and Solid-State Drives (SSDs) 1 TiB to 0.847 SCU
1.18 TiBto 1 SCU
3 10K Serial Attached SCSI (SAS) Drives, 15K Fibre Channel Drives, and storage systems that use Category 4 drives 1 TiB to 0.5 SCU
with advanced architectures 2TiBto1SCU
4 Near Line SAS (NL-SAS) and Serial ATA (SATA) Drives 1 TiB to 0.25 SCU
4TiBto1SCU
Tips:
e Any storage capacity that uses drive classes that are not listed in the table is classified as Category 1.
e Calculations are rounded up to the nearest whole number.

The following table provides examples that you can use when you want to determine your SCU usage.

Table 2. Examples of SCU usage

Storage category TiB usable SCU ratio Total SCUs

1 42 1 42

2 400® 1.18 339

3 800 2 400

4 1600 4 400

Totals 2842 1181
Category

For capacity license models, the breakdown of the storage environment by the four categories of drives that are used by the storage system. The breakdown is
shown as tebibytes (TiB).

For most storage systems, the storage category is set automatically. However, you must set the category for IBM Spectrum Scale and virtual appliances in IBM
Cloud Object Storage. If the storage category is not set, IBM Spectrum Control assumes, for the calculations of SCU usage, that Category 1 drives are used.

For enclosure license models, the number of licenses that you need for the storage enclosures that the storage system manages. You can modify the number of
enclosure licenses. For example, a probe might detect that two enclosure licenses are needed for a storage system, but you're aware of two external enclosures
that were not detected. You calculate that these enclosures needs one license each. In that case, you can change the probe-detected value (2) to the more
accurate number of enclosure licenses (4).

Keep in mind the following restrictions before you modify the number of enclosure licenses:

e You cannot reduce the number of enclosure licenses to be less than the number that was detected by a probe.
o After you modify the number of enclosure licenses, that number will not change unless you manually update it again. Probes that detect a different number
of enclosure licenses do not modify a number that was manually updated.

Restriction:

e For SAN Volume Controller, if a probe doesn't detect any enclosures, 1 is displayed automatically.
e For XIV® systems and IBM Spectrum Accelerate, the number of enclosures can't be edited.

Capacity to be Licensed (TiB)
The capacity that must be licensed for the storage system. Capacity that is reserved for formatting or RAID management is not included. For storage virtualizers and
IBM Spectrum Scale, this value includes the capacity that is provided by back-end storage systems that are not being monitored by IBM Spectrum Control.

Capacity from back-end storage systems that are monitored by IBM Spectrum Control is recorded separately on the Licensing page and is not included in this value.

Monitored Back-end Capacity (TiB)
For storage virtualizers and IBM Spectrum Scale, the capacity that is provided by back-end storage systems that are being monitored by IBM Spectrum Control.

This capacity is not included in the capacity to be licensed of the virtualizer or IBM Spectrum Scale. Each monitored back-end storage system has a separate record
on the Licensing page.

Unmonitored Back-end Capacity (TiB)
For storage virtualizers, the capacity that is provided by back-end storage systems that are not being monitored by IBM Spectrum Control. This capacity is included
in the capacity to be licensed of the virtualizer. Unmonitored storage systems do not have their own record on the Licensing page.

Total Capacity (TiB)
The total capacity of the storage system, including all monitored and unmonitored back-end storage.

Total Capacity = Capacity to be Licensed + Monitored Back-end Capacity

Uncategorized Capacity (TiB)
The total capacity that is not categorized for the storage system. Capacity that is not categorized is also included in the Capacity to be Licensed value.
For most storage systems, IBM Spectrum Control automatically assigns the storage category for the pools on the storage system, based on the technology type of
the drives in the pool. However, for IBM Spectrum Scale and virtual appliances on IBM Cloud Object Storage, IBM Spectrum Control cannot determine the storage
category.

To ensure that the correct storage category is used, assign the storage category on the Licensing page. If the storage category is not set, IBM Spectrum Control
assumes, for the calculations of SCU usage, that Category 1 drives are used.

Enclosure Licenses
The number of enclosure licenses that you need for the storage system.

¢ How licensing values are calculated
Learn about how the capacity to be licensed and the number of enclosure licenses that are needed for your storage systems are calculated.
Discover the capacity that IBM Spectrum Control monitors so that you can determine whether you are in compliance with your license.

e Licensing examples
See how the capacity to be licensed and other values on the Licensing page are calculated for different storage systems and configurations.
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How licensing values are calculated

Learn about how the capacity to be licensed and the number of enclosure licenses that are needed for your storage systems are calculated.

Calculating the number of enclosure licenses for your storage systems

For each enclosure, the number of licenses that are needed is calculated by using the following rules. Calculations are rounded up to the nearest whole number.

1. The number of slots in the enclosure divided by 25.
2. The sum of the physical capacity of the disks in the enclosure divided by 500 TiB.
3. The higher number from rule 1 and rule 2 is the number of licenses that are needed for the enclosure.

Examples of the enclosure licensing calculations.
Rule 1 - Number of slots in the storage enclosures (or modules or expansions) that are managed:

e Enclosure with 12 slots requires 1 license.
e Enclosure with 92 slots requires 4 licenses.

Rule 2 - Sum of the physical capacity of the disks in the enclosure:

e Enclosure with 200 TiB requires 1 license.
e Enclosure with 1,250 TiB requires 3 licenses.

Example of a storage system with 4 enclosures:

Enclosure Slots Rule 1 - Licenses required | Capacity (TiB) Rule 2 - Licenses required Licenses required
Enclosure 1 28 2 400° 1 2
Enclosure 2 92 4 3,700 8 8
Enclosure 3 60 3 1,750 4 4
Enclosure 4 16 1 225 1 1
Total enclosure licenses required | 15

Calculating the capacity to be licensed for your storage systems

Capacity to be licensed is the usable capacity of the storage systems that are being monitored and that is made available for storage consumption. Apart from IBM
Spectrum Scale and IBM® Cloud Object Storage, the capacity to be licensed is based on the usable capacity of the RAID arrays on the storage system.
Information about the calculation of capacity to be licensed:

e Capacity that is reserved for overheads, such as RAID management is not included.

e Data reductions savings at the storage system level, such as compression and deduplication, are not included. For storage systems that use data reduction
technologies, the capacity to be licensed is the usable capacity, not the effective capacity.

e Capacity to be licensed is the total capacity of the storage system after RAID is applied and spare disks and capacity are deducted. So, capacity to be licensed is the
capacity that can be provisioned to servers, when no over-provisioning is used. Any form of cache, for example, DRAM, SSD, or flash storage is not included, and the
capacity to be licensed is less than the raw capacity of the storage system.

Refer to the following information for details about how capacity to be licensed is calculated for different storage systems:

Storage virtualization systems
Capacity to be licensed is calculated for the following storage virtualizers:

e Storage systems that run IBM Spectrum Virtualize, such as IBM SAN Volume Controller and IBM FlashSystem® 9100.
e Non-IBM storage systems such as Hitachi VSP.

A storage virtualizer includes capacity from other storage systems. Capacity from back-end storage systems that are not monitored by IBM Spectrum Control is
counted in the capacity to be licensed of the virtualizer. Capacity from back-end storage systems that are monitored by IBM Spectrum Control is not counted. The
license for the monitored back-end storage is recorded separately and has its own record on the Licensing page.

For storage virtualizers that have internal capacity, such as IBM Storwize® V7000, FlashSystem 7200, and IBM FlashSystem 9100, the capacity to be licensed is
calculated as:

sum of the physical capacity of the internal RAID arrays +
sum of the capacity of the external MDisks from unmonitored back-end systems

For storage virtualizers that do not have internal capacity, such as some models of IBM SAN Volume Controller, the capacity to be licensed is calculated as:
sum of the capacity of the external MDisks from unmonitored back-end systems

Block and file storage systems
The capacity to be licensed is the sum of the physical capacity of the RAID arrays on the storage system.
Exception: For FlashSystem A9000, FlashSystem A9000R, and IBM XIV® Storage System, the capacity to be licensed is the overall physical capacity of the storage
system.
For the following storage systems, the capacity and enclosure license information is not calculated because IBM Spectrum Control does not collect the RAID array
information from the device. The value Unavailable is shown in the SCU and Capacity to be Licensed columns on the Licensing page.

e Block and file storage systems that are managed by SMI-S providers. For example:
o NetApp Data ONTAP 8.1
o Dell EMCVMAX, VNX, and VNXe
o Hitachi VSP F series

To get a complete picture of your licensing requirements, complete the following tasks for these storage systems:
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e If the storage system is licensed by enclosure, you must manually enter the number of enclosure licenses. The value is then automatically included in the
Total Enclosure Licenses value in the summary area at the top of the page.

o If the storage system is licensed by capacity, you must manually calculate the SCUs that you need for the storage system. Then, add that value to the Total
SCU value in the summary area.

IBM Spectrum Scale storage systems
The capacity to be licensed is the sum of the capacity of the Network Shared Disks (NSDs) that are assigned to the file system pools.
NSD capacity from back-end storage systems that are not monitored by IBM Spectrum Control is included.

The following capacity is not included in the capacity to be licensed:

e NSDs that are not assigned to a pool.

e NSD capacity from back-end storage systems that are monitored by IBM Spectrum Control. The license for the monitored back-end storage is recorded
separately and has its own record on the Licensing page.

e NSD capacity on external pools.

For IBM Spectrum Scale storage systems that are configured for file and object storage, the capacity to be licensed for the object storage is included in the file
system pool capacity and is not counted separately.

Don't forget to assign the storage category for your file system pools: The storage category is based on the technology type of the drives in the pool, for example,
Storage Class Memory and Flash, and is used in the calculation of SCU usage. To ensure that the correct storage category is used, assign the storage category on the
Licensing page.

If the storage category is not set, IBM Spectrum Control assumes, for the calculations of SCU usage, that Category 1 drives are used.

Calculating enclosure licenses for IBM Spectrum Scale: For IBM Spectrum Scale storage systems that are licensed by enclosure, you need one enclosure license for
each NSD server node that is connected to NSDs.

IBM Cloud Object Storage systems
The capacity to be licensed is the sum of the capacity of the COS Slicestor® nodes in IBM Cloud Object Storage.
Don't forget to assign the storage category for your virtual COS Slicestor nodes: The storage category is based on the technology type of the drives in the node, for
example, Storage Class Memory and Flash, and is used in the calculation of SCU usage. A COS Slicestor node can be a server or a virtual appliance. For the server
nodes, IBM Spectrum Control automatically assigns the Near-Line drive category. For virtual appliances, IBM Spectrum Control cannot determine the storage
category of the drives in the node.
For the calculation of SCU usage for the node, IBM Spectrum Control assumes that Category 1 drives are used in the virtual appliance. To ensure that the correct
storage category is used in the calculations, assign the storage category on the Licensing page for each virtual node.

Calculating enclosure licenses for IBM Cloud Object Storage
To calculate the number of enclosure licenses, the same rules that are specified in Calculating the number of enclosure licenses for your storage systems are
used.
For the calculation:

e Each COS Slicestor node is treated as an enclosure.
e Instead of enclosure slots, the calculation uses the number of drives in the node.
e The capacity is based on the total capacity of the drives in the node.

Example of IBM Cloud Object Storage with 3 COS Slicestor nodes:

Nodes Drives Rule 1 - Licenses required | Capacity (TiB) Rule 2 - Licenses required Licenses required
Node 1 16 1 400 1 1
Node 2 64 3 2,400 5 5
Node 3 32 2 350 1 2
Total enclosure licenses required | 8

Configuring license values for storage systems

Discover the capacity that IBM Spectrum Control monitors so that you can determine whether you are in compliance with your license.

About this task

To determine the storage capacity that IBM Spectrum Control monitors, you must confirm the type of IBM® license that you purchased for each storage system (known as
the license model).

If you do not know the type of IBM Spectrum Control license that you purchased for each storage system, you can skip the process and return to complete the
configuration later.

Whether you log on to IBM Spectrum Control for the first time or after an upgrade, the procedure for configuring license compliance is similar.

Procedure

e If you are logging on to IBM Spectrum Control for the first time, the Set License Model page is displayed, with no selections made in the License Model
column. Go to step 2.

e If you are logging on to IBM Spectrum Control after an upgrade, the Licensing page is displayed, with the selections from the previous release in the License
Model column. If some of your storage systems were not classified by license model and pool category in the last release, you must classify them by clicking
Assign licenses.

Important: For some storage systems that support the IBM Easy Tier®IBM feature, the capacity is not calculated when you upgrade from IBM Spectrum
Control. In that case, it is necessary to probe the storage systems again. Following an upgrade and before you open the Licensing page for the first time, be
sure to run a probe of all of your monitored storage systems.
2. Choose the type of license model. For storage systems that are licensed by enclosure, enter the number of enclosure licenses that you need for the storage system.
Tip: A storage enclosure that is managed by IBM Spectrum Control is an independently powered, channel-attached device that stores data on magnetic disks or
solid-state drives. An example is a disk controller and its expansion units. Each expansion unit is a separate enclosure. It can be the main controller that houses
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disk or solid-state drives, or the expansion chassis that houses extra disk or solid-state drives to expand the total capacity of the storage system.
3. The IBM Spectrum Control software automatically assigns the category of disk for the pools:

e If all automatic assignments are correct, click Finish.

e If one or more assignments are incorrect, click the correct category for each pool and click Finish.
When you finish entering information, the Licensing page is displayed. The page presents data about the storage in your environment. If the page shows
uncategorized storage systems, you can click the Assign licenses link to enter its license model and drive category. The page also indicates the total tebibytes (TiB)
of capacity that IBM Spectrum Control manages. Values are shown as tebibytes (TiB). 1 TiB is equal to 240 (1,099,511,627,776) bytes. To determine license
compliance, compare the total TiB with your proof of entitlement that you received when you purchased your licenses.

Licensing examples

See how the capacity to be licensed and other values on the Licensing page are calculated for different storage systems and configurations.

In these examples, SVC-1 is an IBM® SAN Volume Controller and is monitored by IBM Spectrum Control.

Example 1: Back-end capacity is not monitored

This example uses the following configuration:

e SVC-1 has no internal storage and does not receive capacity from storage systems other than the ones used in this example.
e Flash-1is a Storwize® V5000, which manages one enclosure with a drive capacity of 750 TiB. The drive capacity is configured as a 600 TiB RAID array.

Here's the situation:

e Flash-1is not monitored by IBM Spectrum Control.
e Flash-1 provides 300 TiB of capacity to SVC-1.

The following values are shown on the Licensing page:

Enclosure Capacity to be Licensed Monitored Back-end Capacity Unmonitored Back-end Capacity Total Capacity

Storage System Licenses (TiB) (TiB) (TiB) (TiB)

SVC-1 0 300 0 300 300

Explanation:
The 300 TiB Flash-1 capacity that is provided to SVC-1 is shown as unmonitored back-end capacity and is included in the capacity to be licensed for SVC-1.

The remaining 300 TiB capacity on Flash-1 is not provided to storage systems that are monitored by IBM Spectrum Control and does not need to be licensed.

Example 2: Back-end capacity is monitored

Configuration:

e SVC-1 has no internal storage and does not receive capacity from storage systems other than the ones used in this example.
e Flash-1 is a Storwize V5000, which manages one enclosure with a drive capacity of 750 TiB. The drive capacity is configured as a 600 TiB RAID array.

Situation:

e Flash-1is monitored by IBM Spectrum Control and is license by capacity.
e Flash-1 provides 300 TiB of capacity to SVC-1.
e SVC-1receives an additional 800 TiB of capacity from other storage systems that are not monitored by IBM Spectrum Control.

The following values are shown on the Licensing page:

Storage System El'.lclosure Capacity to .be Licensed Monitored Bac!(-end Capacity Unmonitored Ba_ck-end Capacity Total C.apacity
Licenses (TiB) (TiB) (TiB) (TiB)

Flash-1 0 600 0 0 600

SvVC-1 0 800 300 800 1100

Example 3: Back-end capacity is monitored and the storage system is licensed by enclosure

Configuration:

e SVC-1 has no internal storage and does not receive capacity from storage systems other than the ones used in this example.
e Flash-1is a Storwize V5000, which manages one enclosure with a drive capacity of 750 TiB. The drive capacity is configured as a 600 TiB RAID array.

Situation:

e Flash-1 is monitored by IBM Spectrum Control and is license by enclosure.
e Flash-1 provides 300 TiB of capacity to SVC-1.

The following values are shown on the Licensing page:

Storage System El:nclosure Capacity to 'be Licensed Monitored Bac!(-end Capacity Unmonitored Ba‘ck-end Capacity Total C'apacity
Licenses (TiB) (TiB) (TiB) (TiB)

Flash-1 2 600 0 0 600

SvVC-1 0 0 300 0 300

Explanation:

e There is no capacity to be licensed for SVC-1. The back-end capacity that is provided to SVC-1 is licensed on Flash-1.
e To calculate the number of enclosure licenses, the Flash-1 drive capacity (750 TiB) is used, rather than the RAID array capacity (600 TiB).

Calculation of Enclosure Licenses for Flash-1
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The higher number from rule 1 and rule 2 is used.
o Rule 1: 24 slots in the enclosure, which requires 1 enclosure license
o Rule 2: 750 TiB drive capacity, which requires 2 enclosure licenses (750 / 500, rounding up to the nearest whole number)

For more information, see Calculating the number of enclosure licenses for your storage systems.
e Because Flash-1 is licensed by enclosure, the capacity to be licensed is not included in the Total SCU and Total TiB values at the top of the Licensing page.

Getting started with IBM Spectrum Control

Learn about the key tasks for setting up, installing, and monitoring IBM Spectrum Control to manage the resources and infrastructure in your storage environment.

Tip: Click items in the image to view information about installing, configuring, upgrading, and troubleshooting IBM Spectrum Control.

@ Understand licensing Review release information Explore social media |

Preparing

Review installable

components Install Db2

@ Plan for installation

Installing Install IBM Spectrum Control
° in a single-server
environment

Install IBM Spectrum Control
in a multiple-server
environment

Install IBM Cognos Analytics

GUI

Define alerts and alert
policies

Configure history and data

Authorize users retention

Upgrade in a single-server
environment

Upgrade in a multiple-server

Prepare for an upgrade 2
environment

e 30 Sreiin Cantiiel I Add resources I Configure alert notifications

Upgrading Migrate reports to IBM
Cognos Analytics

Troubleshoot installing,
uninstalling, and upgrading
IBM Spectrum Control

Start and stop IBM Spectrum

Control servers

Troubleshoot IBM Spectrum
Control GUI

Troubleshooting Resolve problems

Social media for IBM Spectrum Control

Watch videos, read blogs, and explore social media to learn more about how to use IBM Spectrum Control to manage your storage environment. Be social! Join the
conversation at #IBMStorage and #softwaredefinedstorage.

e Videos for IBM Spectrum Control
Watch videos about how to use IBM Spectrum Control to manage your storage environment.
¢ Blogs for IBM Spectrum Control
Read blogs and follow us on Twitter to learn from the experts and get the latest tips about how to use IBM Spectrum Control to manage your storage environment.
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Videos for IBM Spectrum Control

Watch videos about how to use IBM Spectrum Control to manage your storage environment.

e IBM Spectrum Control videos
e CognosCognos Analytics videos

Important: These videos were recorded by using multiple versions of IBM Spectrum Control (formerly known as Tivoli® Storage Productivity Center) and Cognos®
Analytics, but are at least partially applicable to the current version of the product.

IBM Spectrum Control videos

Important: The following videos were recorded by using multiple versions of IBM Spectrum Control (formerly known as Tivoli Storage Productivity Center), but are at least
partially applicable to the current version of the product.

New features and enhancements available in IBM Spectrum Control 5.4.1
Learn about the new features and enhancements to IBM Spectrum Control 5.4.1.

IBM Spectrum Control 5.4.1
@ F ‘kthrough

information for DS8000 volumen that
aguarded Cogry

IBM -
Spectrum ;2"“' - I:::gmnmv-.mwuma

Control

1x

Part 1: Determining which IBM Spectrum Control licenses are needed for your monitored storage
Learn how to use the Licensing page to find out which licenses are needed for the capacity and enclosures that you monitor.

o Determining what IBM Spectrum
r nses are needed for
J onitored storage
1x

Part 2: Determining which IBM Spectrum Control licenses are needed for your monitored storage
Check out part 2 of the licensing videos to continue learning about how to use the Licensing page to find out which licenses are needed for the capacity and
enclosures that you monitor.

Part 2

r o [ “rum Contral licensing

« the capacity to be

o J licensed for your monitored

1x

Troubleshooting storage infrastructure performance
Learn how to monitor, compare, and troubleshoot performance on storage systems.

@ IEM Spectrum Sto wetrum Control

e Teiubiesresotiog Technigues

1x

Viewing and extracting performance data into a CSV file
Learn how to extract performance data from IBM Spectrum Control using the GUI.
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How to extract performance da...

Monitoring the performance of IBM Spectrum Scale

Learn how to monitor IBM Spectrum Scale clusters.

etrsm Control

@ |EM Spasctrum St

19 1BM Spectrum Scale Performance

1x

Editing resource locations in bulk

Learn how to edit the locations of resources in bulk and use Cognos BI to report on capacity by location.

A
(v IEM Spectrum Sto uetrum Control V5.2.15

uset "
aquickly set the
storage systems,

on propesty for

o repart in Gognos which shows

52,1510
maultiple

1x

CognosCognos Analytics videos

Table 1. Videos about IBM Spectrum Control and Cognos Analytics (English only)

Video

Summary

Cognos BI: Creating a tier capacity by location report
(8:29)

Learn how to create a capacity report of different tiers of storage across multiple data centers.

Cognos BI: Pre-defined reports (8:01)

Learn how to use IBM Spectrum Control and Cognos BI to access pre-defined reports. These reports can help
meet your SAN reporting needs in the areas of capacity, performance, and storage relationships.

Cognos BI: Setting up basic security for your reporting
environment (15:54)

Learn how to use the security features of Jazz® for Service Management, Tivoli Common Reporting, and
Cognos Analytics to provide some basic security for your reporting environment.

Cognos BI: Restricting user access to specific reports
(4:39)

Learn how to limit the reports and reporting capabilities that users can access within Cognos Analytics.

Cognos BI: Restricting which users can author and
modify the directory structure that contains reports
(8:02)

Learn how to restrict which users can author and modify the directory structure that contains IBM Spectrum
Control reports.

Blogs for IBM Spectrum Control

Read blogs and follow us on Twitter to learn from the experts and get the latest tips about how to use IBM Spectrum Control to manage your storage environment.

IBM Spectrum Control has a strong presence on social media. Explore blogs and forums to read the perspectives of storage management experts and gain insights about

how to use IBM Spectrum Control.

e IBM® Storage Community
e Twitter:
o #IBMStorage
o #ibmsystems
o #softwaredefined
o Product news and announcements
o Documentation hints and tips

Table 1. Recent blogs for IBM Spectrum Control

Blog

Summary

IBM Spectrum Control: Performance monitoring hints and

Get some hints and tips to help you use IBM Spectrum Control Target file not found to monitor the

tips

performance of your storage.

IBM Spectrum® Control: Performance monitoring for
FlashSystem 900 -- don't forget the SNMP agent

Learn how to fix a performance monitoring problem for IBM FlashSystem® 900.
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Blog

Summary

Sign up for the free 90-day trial of IBM Spectrum

Control [Learn how to sign up for the free 90-day trial of IBM Spectrum Control, which provides an opportunity to use

today!

a set of tools for managing storage capacity, availability, alerts, events, performance, and storage systems.

IBM Spectrum Control: Spark joy with this Pro Tip for

Learn how to sort switches so that physical switches and their virtual or logical switches are grouped

sorting switches

together.

New release! IBM Spectrum Control, 5.4.2 has an update

Learn about the features that were introduced in IBM Spectrum Control V5.4.2.

for IBM Virtual Storage Center

Maximize your IBM DS8000® monitoring with the new Learn about the features that were introduced in IBM Spectrum Control V5.4.1.
release of IBM Spectrum Control!

Connections really matter! Direct connection to Brocade |Learn about the features that were introduced in IBM Spectrum Control V5.4.0.
or Broadcom switches highlights new release of IBM

Spectrum Control!

Whether Pure Flash Array monitoring or more capacity

business uptime!

enhancements IBM Spectrum Control adds to your overall

Learn about the features that were introduced in IBM Spectrum Control V5.3.7.

More, more and even more storage system monitoring

Learn about the features that were introduced in IBM Spectrum Control V5.3.6.

and enhanced capacity reporting in IBM Spectrum

Control Version 5.3.6!

Virtualize family enhancements highlight IBM Spectrum

Learn about the features that were introduced in IBM Spectrum Control V5.3.5.

Control V5.3.5 release

IBM Storage Insights for IBM Spectrum Control IBM

Learn about the features that were introduced in IBM Spectrum Control V5.3.3.

Cloud® service highlights IBM Spectrum Control, V5.3.3!

release of IBM Spectrum Control!

Learn about the features that were introduced in IBM Spectrum Control V5.3.2.

More reporting enhancements!

New release of IBM Spectrum Control is now available:

Learn about the features that were introduced in IBM Spectrum Control V5.3.1.

Easy report creation and IBM FlashSystem 9100

Control

monitoring highlight new release of IBM Spectrum

Learn about the features that were introduced in IBM Spectrum Control V5.3.0.

New version of IBM Spectrum Control adds more

storage systems

monitoring information for IBM Spectrum Virtualize

Learn how IBM Spectrum Control provides more monitoring information for IBM Spectrum Virtualize,
information on migrating reports to IBM Cognos® Analytics, and integration with external LDAP repositories,
among other features and enhancements.

IBM Spectrum Control virtual mailbox: Refresh my
memory, where does IBM Spectrum Control keep log files

Learn about the locations of the log files for IBM Spectrum Control. You can view these log files to identify
where problems occur, and you can provide them to IBM Support so that they can help resolve any problems.

for its main components?

IBM Spectrum Control virtual mailbox: Is there a way to

Learn how to use the overview charts for storage systems to answer key physical capacity, volume capacity,

see capacity summaries for my storage systems?

and capacity savings questions.

Table 2. Blogs about IBM Spectrum Control V5.2.15

Blog

Summary

Edit resource locations in bulk and use Cognos
BI to report on capacity by location

Learn how to edit the locations of multiple resources at the same time and use Cognos BI to report on capacity by
location.

A great time-to-value feature: IBM Spectrum
Control auto-creates your agentless servers

Learn how IBM Spectrum Control now automatically generates agentless servers for the physical servers and virtual
machines in your SAN environment, so that you can easily see how they are consuming storage.

Agentless servers : how to handle an
inconsistency in your storage environment

Learn how to merge agentless servers that represent the same physical server so that a single agentless server is
shown in IBM Spectrum Control.

Pearls in the documentation

Delve into the IBM Spectrum Control Knowledge documentation to discover information and tips that you might not
be aware of but could find useful.

Table 3. Blogs about IBM Spectrum Control V5.2.14

Blog

Summary

IBM Spectrum Control V5.2.14

Learn about the features that were introduced in IBM Spectrum Control V5.2.14.

Monitoring a stretched cluster or Hyperswap
environment

Learn how to monitor your stretched cluster or Hyperswap environment with IBM Spectrum Control.

How does today's response time compare with
last week's?

Learn how to compare performance metrics across different time ranges to help troubleshoot potential bottlenecks in
an application.

Pearls in the documentation

Delve into the IBM Spectrum Control Knowledge documentation to discover information and tips that you might not be
aware of but could find useful.

IBM Spectrum Control virtual mailbox

Learn how to upload logs automatically and send them to IBM Support for investigation.

Table 4. Blogs about IBM Spectrum Control V5.2.13

Blog

Summary

IBM Spectrum Control
Vv5.2.13

Learn about the features that were introduced in IBM Spectrum Control V5.2.13.

Chargeback and Consumer
Reports: Don't show me the
money!

costs.

Learn how to create a custom report that sends you a daily summary of the capacity used by applications without including storage

Pearls in the documentation
could find useful,

Delve into the IBM Spectrum Control Knowledge documentation to discover information and tips that you might not be aware of but

Learn how much
entire storage en
replication.

IBM Spectrum Control virtual
mailbox

capacity is consumed by replication. As a storage administrator you are asked to provide a capacity report across your
vironment to your CTO. A critical part of capacity reporting is understanding how much capacity is consumed by

Table 5. Blogs about IBM Spectrum Control V5.2.12

| Blog |

Summary
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Blog Summary

IBM Spectrum Control V5.2.12 Learn about the features that were introduced in IBM Spectrum Control V5.2.12.
Consumer Reports: For your eyes | Learn how to configure a report that shows the block capacity and cost of the block capacity for a single storage consumer. Each

only! consumer gets to star in their own report.

Chargeback and Consumer In chargeback and consumer reports, you want to ensure that you charge the same price for the same type of storage whether it is
Reports: Same price for the same | block storage, copy data, or file storage. And, if your block storage is tiered, you want to charge the same price for each tier to all of
storage your storage consumers.

Chargeback and Consumer When you create chargeback and consumer reports, you can charge for the block storage that is allocated to the storage consumer or

Reports: How much storage was | the block storage that is assigned to the storage consumer.
really eaten?

Look at that IBM FlashSystem FlashSystem A9000 and FlashSystem A9000R can reduce the size of your data significantly by using technologies such as

data reduction! compression and data deduplication. Learn how to see exactly what sort of savings you are getting, and how that compares to savings
on other storage systems.
Pearls in the documentation Delve into the IBM Spectrum Control Knowledge documentation to discover information and tips that you might not be aware of but

could find useful.
Table 6. Blogs about IBM Spectrum Control V5.2.11

Blog Summary
IBM Spectrum Control V5.2.11 Learn about the features that were introduced in IBM Spectrum Control V5.2.11.
Chargeback Reports: Who's eating my Whether you manage or own applications, departments, hypervisors, or physical servers, you want to know how much
storage? storage is being consumed and how much it costs to maintain the storage that is consumed. And, you want that information
in your inbox now, every week or month so that you can keep a close eye on storage costs and capacity consumption.
Capacity and compliance: Know your Your business organization just purchased a software license(s) forIBM Spectrum Control or any IBM product that includes

software license in IBM Spectrum Control | IBM Spectrum Control such as IBM® Virtual Storage Center or IBM Spectrum Storage Suite and you want to assess your
storage license situation.

Show your boss how your IBM Learn how to compare the performance of your IBM FlashSystem to other storage systems. You can compare the response
FlashSystem compares times and the I/0 rates of IBM FlashSystem storage systems to other storage systems.
See how Cognos BI can help you create | Learn how to use the Cognos® Business Intelligence (BI) reporting tool to report on the condition, capacity, and performance
capacity and performance reports of your storage resources.
From the IBM Spectrum Control hints and | The automated probe option enables the creation of a probe and collects status and asset information more efficiently about
tips virtual mailbox: Is there a way to your storage resources for monitoring.
simplify the process of scheduling
probes?
Pearls in the documentation Delve into the IBM Spectrum Control Knowledge documentation to discover information and tips that you might not be aware
of but could find useful.
Navigating the new knowledge Learn how to quickly find information in the new IBM Documentation and read about tips for getting the most out of its new
documentation interface.
Table 7. Blogs about IBM Spectrum Control V5.2.10

Blog Summary
IBM Spectrum Control V5.2.10 Learn about the features that were introduced in IBM Spectrum Control V5.2.10.
Extracting bulk performance data for analysis was | Learn about how to export bulk performance data for a storage system or fabric to a compressed file. If you contact
never easier! IBM Support to help you analyze a performance problem with a resource, you might be asked to send this file.
IBM Spectrum Control: Rollup reporting provides a |Learn about how to use rollup reporting to gain a network-wide perspective of storage usage in your environment
dynamic view into a large enterprise environment | when you have multiple IBM Spectrum Control servers deployed.

Table 8. Blogs about IBM Spectrum Control V5.2.9
Blog Summary
IBM Spectrum Control V5.2.9 | Learn about the features that were introduced in IBM Spectrum Control V5.2.9.
Table 9. Blogs about IBM Spectrum Control V5.2.8

Blog Summary
IBM Spectrum Control V5.2.8 Learn about the features that were introduced in IBM Spectrum Control V5.2.8.
Monitoring the entire data path of object storage Learn about how to monitor object storage implementation on IBM Spectrum Scale and troubleshoot along the
systems entire data path.

Product overview

IBM Spectrum Control provides a set tools for managing storage capacity, availability, alerts, events, performance, and resources. It can reduce the complexity of
managing a storage environment by centralizing, simplifying, and optimizing storage tasks that are associated with storage systems, storage networks, performance
troubleshooting, and capacity management.

IBM Spectrum Control can help you detect potential problems on your storage devices. For example, it can notify you when a server or storage system is running out of
disk space or warn you of impending storage hardware failure so that you can prevent unnecessary system and application downtime.

IBM Spectrum Control provides the following benefits and functions:

e Simplifies the management of storage infrastructures

e Manages, administers, and provisions SAN-attached storage

* Monitors and tracks performance of SAN-attached resources

e Monitors, manages, and controls (through zones) SAN fabric components
e Manages the capacity utilization and availability of file systems

Get a quick overview of the storage monitoring features that are available in IBM Spectrum Control:
Table 1. Overview of features in IBM Spectrum Control
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Features

Description

Understanding
your environment

A single dashboard view of your storage environment to help you manage storage devices.

Monitor IBM and non-IBM block storage, file storage, object storage, hypervisors, fabrics, switches.

Capacity monitoring of storage systems, pools, volumes, file systems, and file sets.

Performance monitoring of storage systems, Fibre Channel networks, applications, and departments.

Drill down performance workflows to troubleshoot bottlenecks.

Define groups of resources that represent applications or departments.

Explore storage and server virtualization relationships.

Explore replication relationships.

Health and Show health status of hypervisors, networks, servers, and storage systems, and selected internal entities.

alerting Alert on status changes and thresholds of capacity, performance, and error metrics.
Customizable, multi-conditional alerting and the ability to create alert policies for many devices.

Reporting Inventory, capacity, and performance reports.
Reports that you can create from the information in the user-interface tables. You can configure, schedule, and save this information to your file
systems. Or you can specify to send it to another user or person by mail.
Chargeback reports for showing the capacity and the cost of the storage that is used by applications, departments, hypervisors, and physical servers.
Consumer reports for showing the capacity and the cost of the block storage that is used by an application, department, hypervisor, and physical
server.
Roll up reports in which capacity data is combined from multiple instances of IBM Spectrum Control for reporting purposes.
Reports that use REST API and Cognos®.

Analytics For storage systems that run IBM Spectrum Virtualize, the transform storage feature moves volumes, and configures compression and the properties
of the volumes.
Storage reclamation that you can realize when the block storage systems in your data center are analyzed, and you determine and reclaim volumes
that aren't used for storing data. You can replace the existing storage space instead of purchasing new storage media.
Business impact analysis (applications, departments, and groups).

General Active directory and LDAP integration for managing users.

Customization options, including the ability to define the history retention of performance and capacity metadata, define how you are notified of
alerts and notifications, and schedule when capacity and configuration metadata is automatically collected.

Inclusion of the license for IBM® Copy Services Manager to manage 2-site replication, 3-site replication, and advanced copy services. Learn more
about how to download and install Copy Services Manager at https://www.ibm.com/docs/en/csm.

Snapshot-based protection that is provided by IBM Spectrum Protect™ Snapshot for the applications and databases that IBM Spectrum Control uses.

¢ Supported devices in IBM Spectrum Control

Find out which storage devices and products that you can monitor with IBM Spectrum Control.
¢ Architecture

The IBM Spectrum Control consists of several components that form the infrastructure of its storage-management functions.
e Interfaces for IBM Spectrum Control

IBM Spectrum Control provides multiple user interfaces for managing the storage infrastructure in an enterprise environment.

e Starting IBM Spectrum Control
You can start IBM Spectrum Control by opening a web browser and entering a web address for the IBM Spectrum Control logon page. For example, you might enter
https://storage.example.com:9569/srm.

¢ Navigation

IBM Spectrum Control provides many of the functions for managing a storage environment. To access the functions in its GUI, use the menu bar at the top of the
main window.
e IBM Spectrum Storage Suite
IBM Spectrum Control provides monitoring, automation and analytics for multiple-vendor storage environments and is a member of IBM Spectrum® Storage™ Suite.
e IBM Virtual Storage Center
IBM Virtual Storage Center is a storage solution that provides efficient management, data protection, and virtualization for heterogeneous storage environments. It
helps enhance storage efficiency, provides greater mobility, and delivers stronger control over storage performance and management.

e IBM Storage Insights for IBM Spectrum Control
IBM Storage Insights for IBM Spectrum Control is an IBM Cloud® service that can help you predict and prevent storage problems before they impact your
business. It is complementary to IBM Spectrum Control and is available at no additional cost if you have an active license with a current subscription and support
agreement for IBM Virtual Storage Center, IBM Spectrum Storage Suite, or any edition of IBM Spectrum Control.

¢ Replication products
IBM Spectrum Control no longer supports Tivoli® Storage Productivity Center for Replication. IBM Copy Services Manager is the replacement product for replication
to use with IBM Spectrum Control.

¢ Product updates and security fixes
IBM Spectrum Control provides regular maintenance updates that can include code fixes, security fixes, new features, and enhancements.

e Key concepts
This section contains a technical overview that will help you understand how IBM Spectrum Control works. An understanding of the concepts in this section will
help you use IBM Spectrum Control effectively.

Supported devices in IBM Spectrum Control

Find out which storage devices and products that you can monitor with IBM Spectrum Control.

Storage systems

You can monitor the following storage systems with IBM Spectrum Control.

Table 1. Storage systems that can be monitored in IBM Spectrum Control

Storage System | Block | File | Object
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Storage System Block File Object
Click a storage system to view its supported versions.
DS8000°
Dell EMC Unity
Dell EMC VMAX family,
Dell EMC VNX, VNXe
FlashSystem 5000
FlashSystem 5100
FlashSystem 7200
FlashSystem 9100
FlashSystem 9200
FlashSystem V9000
FlashSystem 900
FlashSystem A9000
FlashSystem A9000R
Hitachi VSP
IBM® Cloud Object Storage
IBM Spectrum Accelerate
IBM Spectrum Scale (ESS and GSS)
IBM Spectrum Virtualize software-only clusters
IBM Spectrum Virtualize for Public Cloud
NetApp ONTAP 9
Pure FlashArray//M and FlashArray//X
SAN Volume Controller
Storwize® V3500
Storwize V3700
Storwize V5000
Storwize V7000
IBM Flex SystemFlashSystem V7000 Storage Node
Storwize V7000 Unified
X1ve
All others (managed by SMI-S providers)

A A A A A A A A A A A EAEA A AR AR AR AR AL

Restriction: IBM Spectrum Control doesn't support monitoring non-IBM software-defined storage devices. However, it can monitor IBM software-defined storage devices,
such as IBM SAN Volume Controller. For a list of storage devices that can be monitored, check out https://www.ibm.com/support/pages/node/6249369.

Tips:

e To monitor the performance of a Storwize V7000 Unified storage system, you must add it as a block storage system.

e To monitor an IBM Spectrum Virtualize for Public Cloud storage system, you must configure it for communication with IBM Spectrum Control. For more information,

see C* Configuring IBM Spectrum Virtualize for Public Cloud.

Switches and fabrics

You can monitor the following types of switches and fabrics with IBM Spectrum Control:

e Brocade
e Cisco

For a complete list of the supported switches, see B* https://www.ibm.com/support/pages/node/6249365.

Hypervisors

You can monitor the following hypervisors with IBM Spectrum Control:

e Virtual machines on KVM 2.0
e Virtual machines on VMware ESX, Es Xi, and vCenter Server

For a complete list of supported hypervisors, see https:/www.ibm.com/support/pages/node/62494254#hypervisor.

Servers

You can deploy Storage Resource agents to monitor the following servers with IBM Spectrum Control:
IBM AIX®

o AIX7.2
e AIX7.1

Linux®

e Red Hat® Enterprise Linux 8
e Red Hat Enterprise Linux 7
e SuSE Linux Enterprise Server 11

Microsoft Windows
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e Windows Server 2019
e Windows Server 2016
e Windows Server 2012 R2
e Windows Server 2012

For a complete list of supported servers, see https:/www.ibm.com/support/pages/node/6249425.

Architecture

The IBM Spectrum Control consists of several components that form the infrastructure of its storage-management functions.

Data server
This component is the control point for product scheduling functions, configuration, and event information. It also includes functions that schedule data collection
and discovery for the Device server.

Device server
This component discovers, gathers information from, analyzes performance of, and controls storage subsystems and SAN fabrics. It coordinates communication
with and data collection from agents that scan SAN fabrics and storage devices.

Web server
IBM Spectrum Control uses WebSphere® Application Server Liberty as the web application server to host its GUI, and storage management API for cloud.

Alert server
This component manages the complex event processing that is related to alerting on the condition of resources and their attributes. The ability to detect and be
notified about configuration, capacity, and performance changes within a storage environment is important to helping you maintain and administer storage
resources.

Export server
This component enables the export of data from the tables in the GUI to HTML format and the creation of custom reports that show information about capacity,
configuration, and health status of the resources in your storage environment. It runs in the Node.js environment and you can produce custom reports for storage
systems, back-end storage systems, and their internal resources such as disks, pools, and volumes.

IBM® Cognos® Analytics (optional)
If you plan to use the optional Cognos Analytics reports, you must install IBM Cognos Analytics. You can use Cognos Analytics to create reports and view predefined
reports to analyze multiple storage systems, switches, servers, and hypervisors. You can install Cognos Analytics on the same computer with IBM Spectrum Control
or you can install Cognos Analytics on a separate computer.

Database
A single database instance serves as the repository for all IBM Spectrum Control components.

Agents
Storage Resource agent, CIM agents, and SNMP agents gather host, application, storage system, and SAN fabric information and send that information to the Data
server or Device server.

GUI
Use the IBM Spectrum Control GUI to manage the storage infrastructure in an enterprise environment.

CLI
Use the command-line interface (CLI) to issue commands for key IBM Spectrum Control functions.

Interfaces for IBM Spectrum Control

IBM Spectrum Control provides multiple user interfaces for managing the storage infrastructure in an enterprise environment.

IBM Spectrum Control GUI
This interface runs in a web browser and includes the ability to monitor, manage, and troubleshoot storage resources. You can access this interface from anywhere
that you have a web browser and connectivity to a network.

IBM® Cognos® Analytics (optional)
This interface runs in a web browser. Use this interface to view predefined reports and create custom reports about the storage systems managed by IBM Spectrum
Control. For more information, see https://www.ibm.com/support/knowledgecenter/en/SSEP7J_11.0.0.

Command-line interface
Use this interface to run IBM Spectrum Control commands from a command prompt. For more information about CLI commands, see Command-line interface.

Related concepts

e Managing resources

Starting IBM Spectrum Control

You can start IBM Spectrum Control by opening a web browser and entering a web address for the IBM Spectrum Control logon page. For example, you might enter
https://storage.example.com:9569/srm.

Before you begin

Before you start IBM Spectrum Control, ensure that you are using a supported web browser. For a list of web browsers that you can use with IBM Spectrum Control, see
IBM Spectrum Control - Platform Support: Servers, Agents, and Browsers - Web Browsers.

About this task
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Start the IBM Spectrum Control GUI to administer and monitor the condition, capacity, and relationships of the resources within your storage environment.

Procedure

1. On a server running the Windows operating system, start IBM Spectrum Control GUI. For information about how to start the GUI on Windows operating systems,
see Opening IBM Spectrum® Control GUIs and CLIs. If you are not on a server running the Windows operating system, start a web browser and enter the following
address in the address field:

https://host_name:port/srm
In the preceding address, specify the following values:

host_name
The IBM Spectrum Control server. You can specify the host name as an IP address or a Domain Name System (DNS) name.

port
The port number for IBM Spectrum Control. The default port number for connecting to IBM Spectrum Control by using the HTTPS protocol is 9569. However,
this port number might be different for your site. For example, the port number might be different if the default port range was not accepted during
installation. If the default port number does not work, ask your IBM Spectrum Control administrator for the correct port number.
Tip: If you have a non-default port, check the value of the WC_defaulthost_secure property in installation_dir/web/conf/portdef.props file.

N

. From the IBM Spectrum Control logon page, type your user name and password and click Log in.
The GUI opens in the browser.
Tip: If you want to log on to the GUI with Windows Domain credentials, use this form: domain name\user.

Navigation
IBM Spectrum Control provides many of the functions for managing a storage environment. To access the functions in its GUI, use the menu bar at the top of the main
window.
GUI element Description
Page banner Use the banner at the top of every page to complete the following tasks:
e View the name of the product license that is active.
e Access resource pages and main product functions from the menu bar.
® View a list of failed tasks by using the failed tasks icon . You can retry or cancel those tasks.
e
e View a list of tasks that are running by using the running tasks icon Ea . You can see how long the tasks are running.
e View the ID and role of the user who is logged in. The role of a user determines the product functions that are available to that user. For more
information about roles, see Role-based authorization.
e Access the online help to view information about the currently displayed page and the overall product.
e Enter and exit rollup mode by using the rollup mode icon . You must add at least one subordinate rollup server for the rollup mode icon to
display in the banner.
Home Dashboard
Use the dashboard to view the overall status of monitored resources and identify potential problem areas in a storage environment. You can
learn about:

e Condition and usage of resources

e Entities that consume storage on those resources

e Number and status of unacknowledged alert conditions that are detected on the monitored resources
e Most active storage systems in your environment.

Performance Monitors
Use performance monitors to collect information about the performance of storage systems and switches. This information includes key
performance metrics and the percentage of data collections that succeeded during the most recent 24 hours when the performance monitor
was active.

Alerts
Use alerts to be notified when certain configuration, status, and performance conditions are detected on monitored resources.

Tasks
Manage the tasks that are created when you complete the following actions:

e Place volumes on the tiers that match the workload requirements of the volume.
e Move or convert volumes.
e Move volumes from overutilized pools to pools that are less used.

System Management
View information about the overall condition of IBM Spectrum Control. You can view information about the servers on which the product is
installed. This information includes component server and database status, certain server alerts and database connection alerts, server file-
system capacity information, and remote volume-performance information.
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GUI element

Description

Storage

Add storage systems for monitoring and view asset, status, and performance information about their internal and related resources. You can also
complete the following actions to manage and administer storage systems:

e Modify the schedules for data collection.

e Place volumes on the tiers that match the workload requirements of the volume.
e Move or convert volumes.

e Move volumes from overutilized pools to pools that are less used.

e Add resources to a capacity pool.

e Open the management GUIs for storage systems.

e Update login credentials.

e Acknowledge conditions and statuses.

Servers

Add servers and hypervisors for monitoring and view asset and status information about their internal and related resources. You can also complete
the following actions to manage and administer these resources:

e Deploy Storage Resource agents to servers for full monitoring.
e Modify the schedules for data collection.

e Modify and upgrade Storage Resource agents.

e Acknowledge conditions and statuses.

Network

Add switches and fabrics for monitoring and view asset, status, and performance information about their internal and related resources. You can also
complete the following actions to manage and administer these resources:

e Modify the schedules for data collection.
e Setting or modifying the zoning policy.
e Open the management GUI for a switch.
e Acknowledge conditions and statuses.

Groups

Add applications and departments to combine resources that are grouped by applications and departments. Applications and departments are used to
monitor and view status, capacity, and performance information, and view details about their related resources. You can also complete the following
actions to manage and administer applications and departments:

e Create applications and departments to model data for storage resources, allowing for enhanced capacity trending and performance
troubleshooting.

e View the status of resources that make up the applications and departments.

e Create resource filters to automatically add resources to applications.

e Add resources directly to applications and add applications to existing applications and departments.

e Add departments to existing departments.

e View subcomponent (member application) information to support hierarchal levels of storage grouping.

e Remove applications and departments.

Review the distribution of capacity in your storage environment to determine whether you have sufficient capacity to meet the demands of your tiered
storage.

Advanced
Analytics

Configure IBM Spectrum Control for reclaiming storage that is not being used.

Discontinued support: Other advanced analytics features, such as cloud configuration, provisioning, and optimization, are no longer supported in IBM
Spectrum Control. While these features might still work in this release, it's recommended that you use another tool for your provisioning and
optimization needs, when possible. For a complete list of discontinued features, see Discontinued features in IBM Spectrum Control.

Reports

Use the Reports option to create, configure, schedule, and send chargeback reports for applications, departments, hypervisors, and servers.
Use IBM Spectrum Control when you want to individually view details about resources, for example when you want to troubleshoot a resource.

Use the IBM® Cognos® Analytics reporting tool to analyze multiple storage systems, switches, servers, and hypervisors. For example, you can compare
performance metrics across multiple storage systems. You can also view a report about the aggregate volume load that is on a server or hypervisor.

Use the IBM Cognos Analytics reporting tool to schedule reports to run on different systems and with different options. You can specify schedules and
output formats for the reports, and different ways to share the reports.

For information about how to get started with the IBM Cognos Analytics reporting tool, see
http:/www.ibm.com/support/knowledgecenter/en/SSEP7J 11.0.0.

Settings

Complete the following actions to customize IBM Spectrum Control for your environment:

e Configure IBM Spectrum Control to send alert notifications by email, using SNMP traps, or using a Tivoli®® Netcool®®/OMNIbus server. An alert
notification is sent when an alert condition is detected on the monitored resources in your environment.

e Create and modify alert policies to manage the alert definitions and notification settings that apply to different sets of resources.

¢ Modify the authentication repository and assign IBM Spectrum Control roles to user groups. Roles determine the product functions that are
available to users.

e Specify how long to retain the data that is collected about resources and the log files that are generated by IBM Spectrum Control.

e Add and configure rollup servers so you can view capacity and status information about resources that are managed by your IBM Spectrum
Control servers.

Keyboard navigation

Most of the features of the IBM Spectrum Control GUI are accessible by using the keyboard. For those features that are not accessible, equivalent function is available by
using the command-line interface (CLI), except as noted in the product release notes.

You can use keys or key combinations to perform operations and initiate many menu actions that can also be done through mouse actions. The following sections describe
the keys or key combinations for different parts of the GUI:

For navigating in the GUI and the context-sensitive help system:
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e To navigate to the next link, button, or topic within a panel, press Tab.
e To move to the previous link, button, or topic within a panel, press Shift+Tab.
e To select an object, when the object is in focus, press Enter.

For actions menus:

e To navigate to the grid header, press Tab.

e To reach the drop-down field, press the Left Arrow or Right Arrow key.
e To open the drop-down menu, press Enter.

e To select the menu items, press the Up Arrow or Down Arrow key.

e To start the action, press Enter.

For filters:
To specify a filter option and text:

1. Press Tab to navigate to the magnifying glass icon.

2. Press the Up Arrow or Down Arrow key to navigate the filtering list.

3. Press Enter to select a filtering option.

4. When a filtering option is selected, the cursor moves to the filter text box. Type the filter text and press Enter. To reset a filter, press Enter.

For text fields:

e To navigate to text fields, press Tab.
e To navigate to the fields that are available for editing, press Tab.
e To navigate to the next field or to the Submit button, press Tab.

For tables or lists:

e To navigate between column headers, focus on a column header and use the Left Arrow and Right Arrow keys to move to other column headers.

e To navigate between data cells, focus on a data cell and use the Left, Right, Up, Down, Pageup, and Pagedown Arrow keys.

e To sort a column, focus on a column header and press Enter. The focus remains on the column header after the sort occurs.

e To change the size of a column, focus on the column header, hold Shift+Control, and press the Left or Right Arrow keys.

e To follow a link in a data cell, focus on a data cell and press Shift+F9.

e Toopen a menu for a table row, focus on the row and press Shift+F10.

e To select consecutive rows, select the first row and hold Shift, press the Up or Down Arrow keys to go to the last row in the range, and press the Space bar to
add the new rows to the selection.

e To select non-consecutive rows, select a row and hold Control, press the Up or Down Arrow keys, and press the Space bar to add the new row to the
selection.

Restriction: For Chinese languages, the keyboard combination Control+Space bar is not enabled for selecting multiple rows at the same time.

Keyboard navigation with Firefox for Mac users: If you're using Firefox on a Mac with IBM Spectrum Control and want to use keyboard navigation, complete the following
steps:
1. In Firefox, go to Preferences > Advanced > General and clear the check mark for Always use the cursor keys to navigate within pages. This step enables the use of
Tab key to navigate between GUI elements.
. In the URL address bar of Firefox, type about:config and press Enter.
Tip: If a warning prompt is displayed, click the button to accept the risk of changing browser settings. Existing settings won't be changed; instead, you'll be adding a
preference setting for accessibility.

N

. In the New integer value window, type accessibility.tabfocus and click OK.
. Type 7 to set the integer value and click OK.

oo s w

IBM Spectrum Storage Suite

IBM Spectrum Control provides monitoring, automation and analytics for multiple-vendor storage environments and is a member of IBM Spectrum® Storage™ Suite.

Licensing options

IBM Spectrum Storage Suite gives you unlimited access to the IBM® Software Defined Storage product portfolio with licensing on a flat, cost-per-TB basis to make pricing
easy to understand and predictable as storage capacity grows. You can save up to 40 percent compared with licensing the products separately. Non-production use of the
software in test environments is included.

Learn more: Go to IBM Spectrum Storage Suite at IBM Marketplace.

Which products are included with IBM Spectrum Storage Suite?

Besides the aforementioned IBM Spectrum Control, the following products are included in the IBM Spectrum Storage Suite:

Table 1. Products that are members of IBM Spectrum Storage Suite

Product Key benefits Links
IBM® Spectrum | Protects your data with multi-site replication and flexible restore capacity, and reduces your backup costs up to 53 percent. It can e Learn
Protect™ simplify data protection where data is hosted in physical, virtual, software-defined or cloud environments. more and
buy

e Product
documen
tation
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Product Key benefits Links
IBM® Spectrum | Provides a data protection and availability solution for virtual environments that can be deployed in minutes and protect your e Learn
Protect™ Plus environment within an hour. You can either implement it as a stand-alone solution, or integrate the solution with the IBM Spectrum more and

Protect™ environment to offload copies for long-term storage and governance with scale and efficiency. buy
IBM Spectrum Protect Plus on IBM Cloud® is a data protection and availability solution for virtual environments that can be e Product
deployed in minutes and protect your environment within an hour. IBM Spectrum Protect Plus on IBM Cloud can be provisioned with documen
push-button simplicity to an existing or new VMware environment from the IBM Cloud console. tation
IBM® Spectrum | Supports big data analytics and clustered applications with high-performance, scalable storage that enables global collaboration, e Learn
Scale™ simplifies workflows and lowers costs with cloud tiering. more and
buy
e Product
documen
tation
IBM® Spectrum | Provides an ideal way to manage and protect the huge volumes of data organizations use for big-data analytics and new cognitive e lLearn
Virtualize™ workloads. more and
buy
e Product
documen
tation
IBM Spectrum | Provides a way to transition existing IT architecture to a hybrid-cloud or cloud-based model, where servers, storage, and network e learn
Virtualize for infrastructure are delivered in a public cloud environment. more and
Public Cloud buy
e Product
documen
tation
IBM® Spectrum | Provides a direct, intuitive and graphical access to data stored in IBM tape drives and libraries by incorporating the Linear Tape File e learn
Archive™ System™ (LTFS) format standard for reading, writing and exchanging descriptive metadata on formatted tape cartridges. more and
buy
e Product
documen
tation
IBM® Spectrum | Provides a software-defined block storage solution that is designed for rapid and flexible deployment across heterogeneous e Learn
Accelerate™ infrastructure on and off premises. It can be deployed on your choice of servers: x86 commodity-choice hardware, integrated more and
appliances (including IBM XIV® Storage System Gen3 and pre-validated third party appliances), and IBM public cloud. buy
e Product
documen
tation
IBM® Cloud Provides highly scalable software-defined on-premises storage system designed to store, protect and easily access unstructured e learn
Object Storage | data. Deploy in your own data centers using IBM appliances or IBM software running on industry-standard, certified hardware. more and
buy
* Product
documen
tation
IBM Spectrum™ | Modern metadata management software that provides data insight for petabyte-scale unstructured storage. The software easily e Learn
Discover connects to IBM Cloud Object Storage and IBM Spectrum Scale to rapidly ingest, consolidate and index metadata for billions of files more and
and objects. It provides a rich metadata layer that enables storage administrators, data stewards and data scientists to efficiently buy
manage, classify and gain insights from massive amounts of unstructured data. e Product
documen
tation
You might also be interested in the following products
Table 2. Other products of interest

Product Key benefits Links
IBM Storage An IBM Cloud based product that provides capabilities to help optimize your infrastructure with features, such as capacity planning, e Learn
Insights reclamation and data tier planning, and performance troubleshooting at a low monthly subscription price. more and
Pro/Storage IBM Storage Insights, is a new application in the Storage Insights family. It is a no-cost support tool that is available to all buy
Insights organizations that have block storage systems. e Product

documen
The enhanced dashboard enables you to quickly monitor and assess the basic health, status, and performance of block storage tation
systems. If a problem is detected, you can get help to investigate and troubleshoot the problem and minimize the impact of
hardware and software issues before they impact the performance of your critical business applications.
IBM Spectrum™ | Makes copies available to data consumers when and where they need them, without creating unnecessary copies or leaving unused e learn
Copy Data copies on valuable storage. It catalogs copy data from across your local and hybrid cloud and off-site cloud infrastructure, identifies more and
Management duplicates, and compares copy requests to existing copies. buy
e Product
documen
tation
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IBM Virtual Storage Center

IBM® Virtual Storage Center is a storage solution that provides efficient management, data protection, and virtualization for heterogeneous storage environments. It helps
enhance storage efficiency, provides greater mobility, and delivers stronger control over storage performance and management.

Under a single license, IBM Virtual Storage Center includes the following products:

e IBM Spectrum Control
e IBM Copy Services Manager

e IBM Spectrum® Protect™ Snapshot
e IBM Spectrum Virtualize for IBM SAN Volume Controller, including all the functions available with storage virtualization, data reduction pools, HyperSwap® high
availability, hybrid cloud and container support, and remote mirroring and FlashCopy® (snapshot).

The following key benefits are available with IBM Virtual Storage Center:

e Simplified storage management and reporting

e Virtualized physical storage resources for improved asset utilization
e Snapshot-based protection for the databases and applications that are used by IBM Spectrum Control
e Easy data mobility across pools and tiers of storage systems that use IBM Spectrum Virtualize

e Ability to change storage and move data without taking applications down

¢ Centralized management for visibility, control, and automation

e Helps improve the efficiency and productivity for storage management staff

Licensing options

IBM Virtual Storage Centeris available in three editions, each with different license options to best fit your needs:

Table 1. Licensing options for each of the IBM Virtual Storage Center editions

Product

Licensing

Why Choose This Edition

»IBM Virtual Storage Center
(perpetual license)&

Measured by the number of storage capacity units
(SCUs) that are needed to cover the total usable
capacity in tebibytes (TiB) of your storage.

e You use an IBM SAN Volume Controller as your storage
virtualization engine and your total usable capacity is more than
1,500 TiBs.

e You want to sign up for a perpetual license.

»IBM Virtual Storage Center
(subscription license)¥«

»Measured by the total usable capacity in tebibytes
(TiB) of your storage.<

e You use an IBM SAN Volume Controller as your storage
virtualization engine and your total usable capacity is more than
1,500 TiBs.

e You want to pay for your license on a monthly basis with a flexible
term length, have an initial lower cost, and use the familiar
Passport Advantage (PA) system to manage your contract.

«

IBM Virtual Storage Center Entry
(formerly known as IBM Virtual
Storage Center Entry Edition)

Measured by the total usable capacity in tebibytes
(TiB) of your storage, with the following limits:

e Upto 1,500 TiBs of usable capacity
e No limit I/O groups

You use an IBM SAN Volume Controller as your storage virtualization
engine and your total usable capacity is less than 1,500 TiBs.

IBM Virtual Storage Center for IBM
Storwize®

Measured by the number of licenses that are needed
for the storage enclosures, modules, or expansions of
your storage.

You use an IBM Storwize or FlashSystem 5100 storage system in your
environment.

»When you subscribe to the IBM Virtual Storage Center license, you also receive IBM's Software Subscription and Support, which includes the following support options

for the length of the subscription:

e Download access to the latest versions, releases, and fixes of the solutions in the IBM Virtual Storage Center license.
e IBM support for routine installation, deployment, migration, usage, and code-related technical support questions.
e 24x7 assistance for Severity 1 issues 7 days a week, 52 weeks a year. Simply open a case from the web, chat, or phone.

«

For the perpetual IBM Virtual Storage Center license, an SCU is the measure of capacity by which the license is charged. The number of SCUs is based on the drive classes
that are used by your storage systems and the capacity that is assigned to each category. The following table shows the SCU categories, drive classes, and ratios:
Table 2. Supported SCU licenses, drive classes, and ratios

Category Drive Classes Ratio of usable storage to
scu
1 Storage Class Memory (SCM) drives and managed disks on IBM Spectrum Virtualize for Public Cloud 1TiBto 1 SCU
2 Flash and Solid-State Drives (SSDs) 1 TiB to 0.847 SCU
1.18 TiBto 1 SCU
3 10K Serial Attached SCSI (SAS) Drives, 15K Fibre Channel Drives, and storage systems that use Category 4 drives with 1TiBto 0.5SCU
advanced architectures 2TiBto 1 SCU
4 Near Line SAS (NL-SAS) and Serial ATA (SATA) Drives 1 TiB to 0.25 SCU
4TiBto1SCU
Tips:
e Any storage capacity that uses drive classes that are not listed in the table is classified as Category 1.
e Calculations are rounded up to the nearest whole number.
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What's included in IBM Virtual Storage Center

The following features are available in all editions of IBM Virtual Storage Center:

e Storage monitoring, reporting, and optimization for storage systems, hypervisors, servers, fabrics, and switches. Available on-premises or from IBM Cloud®.
e 3-site replication management

e Application-aware backup and restore operations with snapshot technologies of advanced storage systems

e External storage virtualization

e Easy Tier®

e FlashCopy

e Metro Mirror and Global Mirror

The following features are not included in an any edition of IBM Virtual Storage Center:

e IBM Spectrum Virtualize Software for IBM SAN Volume Controller Real-time Compression Software V8
e IBM Spectrum Virtualize Software for IBM SAN Volume Controller Encryption Software

How to get IBM Virtual Storage Center

No matter which edition that you choose, IBM Virtual Storage Center can help save you time and money. It brings together storage management, monitoring, reporting,
replication, and virtualization capabilities in one, comprehensive storage solution. You don't need to worry about shopping on your own for the best storage products to
help meet your needs -- IBM has already done for that for you with IBM Virtual Storage Center.

To find out more about your purchasing options for IBM Virtual Storage Center, contact your IBM Business Partner or local IBM representative. In the US, to identify your
IBM Business Partner or local IBM representative, you can call 800-IBM-4YOU (426-4968).

IBM Storage Insights for IBM Spectrum Control

IBMP Storage Insights for IBM Spectrum Control is an IBM Cloud® service that can help you predict and prevent storage problems before they impact your business. It is
complementary to IBM Spectrum Control and is available at no additional cost if you have an active license with a current subscription and support agreement for IBM
Virtual Storage Center, IBM Spectrum® Storage Suite, or any edition of IBM Spectrum Control.

As an on-premises application, IBM Spectrum Control doesn't send the metadata about monitored devices offsite, which is ideal for dark shops and sites that don't want
to open ports to the cloud. However, if your organization allows for communication between its network and the cloud, you can use IBM Storage Insights for IBM Spectrum
Control to transform your support experience for IBM block storage.

Why use IBM Storage Insights for IBM Spectrum Control

IBM Storage Insights for IBM Spectrum Control and IBM Spectrum Control work hand in hand to monitor your storage environment. Here's how IBM Storage Insights for
IBM Spectrum Control can transform your monitoring and support experience:

e Open, update, and track IBM Support tickets easily for your IBM block storage devices.

e Get hassle-free log collection by allowing IBM Support to collect diagnostic packages for devices so you don't have to.

¢ Use Call Home to monitor devices, get best practice recommendations, and filter events to quickly isolate trouble spots.

e Leverage IBM Support's ability to view the current and historical performance of your storage systems and help reduce the time-to-resolution of problems.

To compare the features of IBM Spectrum Control and IBM Storage Insights for IBM Spectrum Control, check out the Feature comparison.

Important: To monitor the devices that you already monitor in IBM Spectrum Control, you must add them separately to IBM Storage Insights for IBM Spectrum Control.
You must also deploy a data collector in IBM Storage Insights for IBM Spectrum Control to collect advanced metadata about devices.

Alerting tip: Alerts are a good way to be notified of conditions and potential problems that are detected on your storage. If you use IBM Spectrum Control and IBM
Storage Insights for IBM Spectrum Control together to enhance your monitoring capabilities, it's recommended that you define alerts in one of the offerings and not
both. By defining all your alerts in one offering, you can avoid receiving duplicate or conflicting notifications when alert conditions are detected.

How to get IBM Storage Insights for IBM Spectrum Control

To register for IBM Storage Insights for IBM Spectrum Control, go to https:/www.ibm.com/it-infrastructure/storage/storage-insights/registration and follow the directions
for current IBM Spectrum Control customers.

To see how easy it is to sign up and deploy a data collector, check out Before you begin checklist for IBM Storage Insights.

Questions and answers

Find answers to other questions about IBM Storage Insights for IBM Spectrum Control.
What's the difference between IBM Storage Insights, IBM Storage Insights Pro, and IBM Storage Insights for IBM Spectrum Control?

e IBM Storage Insights is an off-premises, IBM Cloud service that is available free of charge if you own IBM block storage systems. It provides a unified
dashboard for IBM block storage systems with a diagnostic events feed, a streamlined support experience, and key capacity and performance information.

e IBM Storage Insights Pro is an off-premises, IBM Cloud service that is available on subscription and expands the capabilities of IBM Storage Insights. You
can monitor IBM file, object, and software-defined storage (SDS) systems, and non-IBM block and file storage systems such as Dell EMC storage systems. It
also includes configurable alerts and predictive analytics that help you to reduce costs, plan capacity, and detect and investigate performance issues. You get
recommendations for reclaiming unused storage, recommendations for optimizing the placement of tiered data, capacity planning analytics, and
performance troubleshooting tools.

o IBM Storage Insights for IBM Spectrum Control is similar to IBM Storage Insights Pro in capability and is available for no additional cost if you have an
active license with a current subscription and support agreement for IBM Virtual Storage Center, IBM Spectrum Storage Suite, or any edition of IBM
Spectrum Control.
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I already have a paid subscription to IBM Storage Insights Pro, does this service apply to me?
Yes! When your next renewal date for IBM Storage Insights Pro approaches, contact your IBM Sales representative to see if a move to IBM Storage Insights for IBM
Spectrum Control is right for you.
Tip: If you want to cancel your subscription to IBM Storage Insights Pro and switch to IBM Storage Insights for IBM Spectrum Control, check out the IBM Cloud
Service Agreement at https://www.ibm.com/support/customer/csol/contractexplorer/cloud/csa/us-en/9 for cancellation information.

If I already have IBM Storage Insights (the free service), can I upgrade it to IBM Storage Insights for IBM Spectrum Control?
Yes, if you have an active license for IBM Spectrum Control, you can upgrade IBM Storage Insights to IBM Storage Insights for IBM Spectrum Control. Just go to
https:/www.ibm.com/it-infrastructure/storage/storage-insights/registration, choose the option for IBM Spectrum Control, and follow the prompts.

Because IBM Storage Insights for IBM Spectrum Control is similar to IBM Storage Insights Pro in capability, does it use the same Service Level Agreement (SLA)?
No, IBM Storage Insights for IBM Spectrum Control doesn't include the service level agreement for IBM Storage Insights Pro. Terms and conditions for IBM Storage
Insights for IBM Spectrum Control are available at http://www.ibm.com/software/sla/sladb.nsf/sla/sd-8410-01.

Do IBM Spectrum Control and IBM Storage Insights for IBM Spectrum Control share the metadata that they collect about storage?
No, metadata cannot be shared between the offerings or exported from one offering to the other.

Are the devices that I monitor in IBM Spectrum Control automatically monitored by IBM Storage Insights for IBM Spectrum Control?
To monitor the devices that you already monitor in IBM Spectrum Control, you must also add them to IBM Storage Insights for IBM Spectrum Control.
To collect advanced metadata about devices, you must also deploy a data collector in IBM Storage Insights for IBM Spectrum Control. Storage Resource agents and
device connections that are defined in IBM Spectrum Control aren't used in IBM Storage Insights for IBM Spectrum Control.
To see which devices that you can monitor in IBM Storage Insights for IBM Spectrum Control, check out the list for IBM Storage Insights Pro in Supported
resources.

If I use IBM Storage Insights Pro or IBM Storage Insights and switch to IBM Storage Insights for IBM Spectrum Control, is my existing metadata migrated?
Yes, the metadata that you collected in IBM Storage Insights Pro and IBM Storage Insights is automatically available in IBM Storage Insights for IBM Spectrum
Control.

How is licensing handled?
IBM Storage Insights for IBM Spectrum Control uses the same licensing that you already have in place for IBM Spectrum Control. IBM Spectrum Control can be
licensed by capacity, by storage capacity units (SCU), or by number of slots in enclosures.

How long can I use IBM Storage Insights for IBM Spectrum Control?
You can use IBM Storage Insights for IBM Spectrum Control for as long as you have an active license with a current subscription and support agreement for IBM
Spectrum Control license. If your subscription and support lapses, you're no longer eligible for IBM Storage Insights for IBM Spectrum Control.
If your subscription and support lapses, don't worry. To continue using IBM Storage Insights for IBM Spectrum Control, simply renew your IBM Spectrum Control
license.
You can also choose to subscribe to IBM Storage Insights Pro. For information about how to subscribe, see Want to try or buy IBM Storage Insights Pro?

Because IBM Storage Insights for IBM Spectrum Control is a cloud service, I'm concerned about security. Where can I find out more information about its security

measures?
IBM Storage Insights for IBM Spectrum Control runs in IBM Cloud and adheres to IBM's rigorous security standards. For more information, check out the IBM
Storage Insights Security Guide.

Where can I learn more about IBM Storage Insights?
Explore these links for more detailed information about IBM Storage Insights:

e [BM Storage Insights Knowledge documentation
e IBM Storage Insights FAQ

How do I get support for IBM Storage Insights for IBM Spectrum Control?
To contact IBM Support for help and report issues that you encounter in IBM Storage Insights for IBM Spectrum Control, follow these steps:

1. Open a support case against IBM Storage Insights.
2. Describe the problem. To help us troubleshoot, include the URL of your IBM Storage Insights for IBM Spectrum Control instance.
3. Submit the case.

Feature comparison

Compare the features of IBM Spectrum Control and IBM Storage Insights for IBM Spectrum Control.
Table 1. Features in IBM Spectrum Control and IBM Storage Insights for IBM Spectrum Control

Resource Features IBM Spectrum Control (Advanced edition) IBM Storage Insights for IBM
Management Spectrum Control
Monitoring Inventory IBM and non-IBM block storage, file storage, object storage,
hypervisors, fabrics, and switches
Call Home events v
Performance v
(1-minute intervals) (5-minute intervals)
Capacity v v
Drill down performance workflows to v "
troubleshoot bottlenecks
Explore virtualization relationships Storage and Server virtualization Storage virtualization
Explore replication relationships v "
Retain performance data Customizable 1 year
Service Deployment method On-premises Off-premises (in IBM Cloud)
Filter Call Home events to quickly isolate v
trouble spots
Hassle-free log collection v
Simplified ticketing v
Show active PMRs and ticket history "
Active directory and LDAP integration for v
managing users
Reporting Inventory, capacity, performance, and storage v "
consumption reports
Rollup reporting v
REST API v
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Resource Features IBM Spectrum Control (Advanced edition) IBM Storage Insights for IBM
Management Spectrum Control
Alerting Predictive Alerts v v
Customizable, multi-conditional alerting, v v
including alert policies
Analytics Performance planning v v
Capacity planning v v
Business impact analysis (applications, v v
departments, and groups)
Provisioning with service classes and capacity v
pools
Balance workload across pools v
Optimize data placement with tiering v v
Optimize capacity with reclamation v v
Transform and convert volumes v
Pricing On-premises licensing No charge for IBM Spectrum
Control customers

Replication products

IBM Spectrum Control no longer supports Tivoli® Storage Productivity Center for Replication. IBM® Copy Services Manager is the replacement product for replication to
use with IBM Spectrum Control.

Information about Copy Services Manager

It is strongly recommended that you back up your replication environment before you proceed with any upgrade.

See "Backing up a replication environment" and verify that your replication backup file location is outside of the IBM Spectrum Control installation directory structure or
the replication backup file is deleted during the uninstall of replication.

Copy Services Manager provides automation for 2-site replication, 3-site replication, and advanced copy services from a single point of control across multiple platforms.
To learn more about how to download and install Copy Services Manager, see [ 1BM Copy Services Manager.

Downloading the software code and the license for Copy Services Manager

Before you migrate to Copy Services Manager, obtain the software code and the license.

To download the software code for Copy Services Manager, go to IBM Fix Central at https://www.ibm.com/support/fixcentral.

To download the license for Copy Services Manager, follow these steps to access the IBM Passport Advantage® Online download portal. The license is part of the IBM
Spectrum® Control eAssembly in IBM Passport Advantage.
Note: You need an IBM ID and password to access Passport Advantage Online for customers.

Click Downloading IBM Spectrum Control.
Scroll to Download Package.
Click Downloading IBM Spectrum Control Vvrm using Passport Advantage Online (where vrm=the version, release, and modification of the software).

Scroll to the Optional parts, and locate the part number for Copy Services Manager. Make a note of the part number.

Enter https:/www.ibm.com/software/passportadvantage/pacustomers.html to go to Passport Advantage Online for customers.

Click Customer sign in to enter your IBM ID and password. If you are not an authorized user, follow the steps on the page to request access.
On the Software and services online page, click Software download & media access.

Use the Find by part number search option, and enter the part number that you copied in Step 4 to download the license.

O N WD R

Migrating to Copy Services Manager

Before you migrate to Copy Services Manager, be sure to back up your configuration of Tivoli Storage Productivity Center for Replication. Then, install Copy Services
Manager and uninstall Tivoli Storage Productivity Center for Replication.

To perform the migration, follow these steps:

1. Back up your Tivoli Storage Productivity Center for Replication configuration by using the steps in the topic "Backing up a replication environment." The topic is

located in the IBM Spectrum Control 5.3.3 Knowledge documentation or in the IBM Spectrum Control 5.3.3 Installation Guide. You can find and download the guide

from the "Printable documentation" topic in the IBM Spectrum Control 5.3.3 Knowledge documentation.

Download the software code for Copy Services Manager (go to IBM Fix Central at https:/www.ibm.com/support/fixcentral and follow the steps).

Download the license for Copy Services Manager (see the preceding section Downloading the software code and the license for Copy Services Manager).
. Install Copy Services Manager. For instructions, see Installing on distributed systems.

ENFAEN

Note: During the installation, you will be asked to choose whether to “Migrate or restore by using existing backup.” For details, see Migrating on distributed systems.

o

The topic is located in the IBM Spectrum Control 5.2.12 Knowledge documentation or in the IBM Spectrum Control 5.2.12 Installation Guide. You can find and
download the guide in the "Printable documentation" topic in the IBM Spectrum Control 5.2.12 Knowledge documentation.

Product updates and security fixes
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IBM Spectrum Control provides regular maintenance updates that can include code fixes, security fixes, new features, and enhancements.

¢ Releases and downloads
IBM Spectrum Control provides regular maintenance updates that can include code fixes, security fixes, new features, and enhancements.
e Security
In IBM Spectrum Control, the security of your data is critical. At IBM®, we're serious about keeping that data safe and constantly strive to address vulnerabilities
before they impact your business.
e Subscribing to IBM announcements
Subscribe to My Notifications to be notified automatically of IBM announcements such as security bulletins and flashes for IBM Spectrum Control.
¢ End of support
End of Support (EOS) marks the official withdrawal of technical support for specific versions and releases of IBM Spectrum Control and other IBM software
products.
¢ Collaborating with the team
Collaborate with the IBM Spectrum Control team to help improve the product.
* Reporting a problem
Report problems that you encounter in IBM Spectrum Control.

Releases and downloads

IBM Spectrum Control provides regular maintenance updates that can include code fixes, security fixes, new features, and enhancements.
Three types of maintenance packages are available for IBM Spectrum Control:

* Releases represent a significant update to the product, which includes, but is not limited to, new features, enhancements to existing features, code fixes, and
security fixes.

o Refresh packs are quarterly deliverables that update the modification level of a release, and include new features, enhancements to existing features, code fixes,
and security fixes.

e Fix packs update the fix level of a release, and primarily include code and security fixes.

All types of maintenance packages are cumulative: a fix pack includes all previous fix packs; a refresh pack includes all the previous fix packs and refresh packs; a release
includes all previous fix packs, refresh packs, and releases.
With each new maintenance package that is delivered, the product number changes. The following table provides example of product number changes when you install a

package.
Maintenance packages Product version change examples
Release 5.3

Refresh pack (modification level) | 5.3.1
Fix pack 5.3.1.1
A fix pack is installed on top of a specific modification level and release. If you install a fix pack that belongs to a newer level than your current fix pack, then your
environment is automatically upgraded to the newer fix pack. For example,:

e Ifyou are on fix pack 1 (5.3.1.1) and you apply fix pack 2, then the version is changed to 5.3.1.2.
e Ifyou are on fix pack 1 (5.3.1.1) and you apply fix pack 3, then your environment is automatically updated to fix pack 3 and your version is changed to 5.3.1.3.

Tip: When you install a release, the modification level and fix pack number are reset to 0.

Downloading IBM Spectrum Control

If you have an IBM® ID and have purchased IBM Spectrum Control, you can download packages for a new installation or download packages that you can apply as an
upgrade or fix to your existing installation.

e To download the package for a new installation of IBM Spectrum® Control, go to Passport Advantage Online.
¢ To download the package for upgrading or applying the latest fixes to your existing installation of IBM Spectrum Control, go to Fix Central.

Tips:

e If you are downloading the package for a new installation, a license is required and is included on Passport Advantage® Online.

e If you are downloading the package for an upgrade, your existing license is transferred.

e Fix Central is the recommended site for retrieving fixes for most IBM products. Fix Central enables you to search, select, and download appropriate fixes for their
situation.

Security

In IBM Spectrum Control, the security of your data is critical. At IBM®, we're serious about keeping that data safe and constantly strive to address vulnerabilities before
they impact your business.

Maintenance and security fixes are regularly provided for the IBM Spectrum Control base product. The base product includes core technology and components such as
WebSphere® Application Server Liberty profile and the Java™ Runtime Environment.

When security issues or vulnerabilities are discovered in IBM Spectrum Control or its core components, IBM analyzes the product and distributes a fix or mitigation
instructions, as appropriate. These issues are communicated through security bulletins on ibm.com® and through discrete communication when necessary.

To find security bulletins, go to the following pages on ibm.com:

o *Security bulletins for IBM Spectrum® Control

o *IBM Support portal
e Supported storage products
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More information about security: For more information about security in IBM Spectrum Control, check out this topics:

e List of fixes that were included in releases of IBM Spectrum Control
e Ports used by IBM Spectrum Control

e Required user roles for monitoring resources

e User names and passwords

e Planning for IBM Spectrum Control authentication and authorization
e Planning to use LDAP for IBM Spectrum Control authentication

Managing security for related software

An IBM Spectrum Control installation also includes other products, such as Db2®. You can monitor fixes for these related products in the same way that you do for IBM
Spectrum Control on ibm.com:

e IBM support portal for Db2: I:"mpszllwwwibm.com/suDDOrt/entermv;aortaLl/[)roduct/im‘ormation management/db2 for linux,_unix_and windows
e IBM support portal for IBM WebSphere Application Server: B https://www.ibm.com/support/entry/myportal/product/websphere/websphere_application_server
e IBM Product Security Response Team blog at B* https://www.ibm.com/blogs/psirt/

Each product team is responsible for publishing their own security bulletins. Review any published security bulletins to identify affected versions and follow the
remediation or fix information. If these products are affected, they might provide a maintenance fix. It is acceptable to apply a fix pack to these products to resolve
security vulnerabilities or other problems.

Important: Upgrading to a new version or release of these products is not typically supported by IBM Spectrum Control and might result in compatibility issues. Even with
fix pack updates, read the security bulletins carefully for any compatibility concerns. For example, if a common protocol is disabled, both the related product and IBM
Spectrum Control must also accommodate a new protocol.

Subscribing to IBM announcements

Subscribe to My Notifications to be notified automatically of IBM® announcements such as security bulletins and flashes for IBM Spectrum Control.

About this task

With My Notifications, you can specify that you want to receive daily or weekly email announcements. You can specify what type of information you want to receive (such
as publications, hints and tips, product flashes (also known as alerts), downloads, and drivers). You can also customize and categorize the products about which you want
to be informed and the delivery methods that best suit your needs.

Procedure

1. Go to [ http://www.ibm.com/software/support/einfo.html.

2. Click Subscribe now!.

3. Log in with your IBMid.

4. In Product lookup, type IBM Spectrum Control.

5. Click Subscribe for the edition of IBM Spectrum Control that you use.

6. Select the types of documents for which you want to receive notifications and click Submit.

End of support

End of Support (EOS) marks the official withdrawal of technical support for specific versions and releases of IBM Spectrum Control and other IBM® software products.

What does End of Support mean to you

Important:
The following releases have reached end of support:

e Tivoli®® Storage Productivity Center 5.2.0 - 5.2.8, 5.2.8 - 5.2.17
e IBM Spectrum Control 5.2.8 - 5.2.17

When a specific version or release of IBM Spectrum Control reaches end of support (sometimes called end of life), you might find that access to entitled severity 1
technical support is no longer available. The documentation for each product version is still available in PDF format when you access its IBM Documentation.

What can you do to monitor End of Support dates

Review the End of Support Announcement letters regularly, see I:"Mps:[[www.ibm.com[software[passportadvantage[endofsupportannouncementletters.html

End of support announcements are generally made twice a year in April and September and are subject to change. You can confirm dates by visiting the IBM Software
Support Lifecycle policy site, see C* https://www.ibm.com/support/home/pages/lifecycle/index.html

For a complete list of supported versions of IBM Spectrum Control, see I:"Mps:awww.ibm.comzsuonrt[[@ges[overview—ibm—spectrum—control—releases

End of support options
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The best option for you when a version or release of IBM Spectrum Control is going into end of support is to upgrade to a newer version or release. You not only maintain
access to new fixes and features, but you can open support cases that ensure if you do have an issue that requires immediate attention that you can get it.

You can purchase an IBM Software Support Service Extension (also known as Extended Support). Service Extensions give you access to product fixes and the ability to
engage with IBM Support for use and defect support after your End of Support date is reached. Note, these extensions are not available for all products. Ask your IBM
Support representative if IBM Spectrum Control is eligible for the extension.

Collaborating with the team

Collaborate with the IBM Spectrum Control team to help improve the product.

About this task

Got a great idea for making IBM Spectrum Control even better? Do you want to vote for an enhancement that was requested by another user? The IBM® RFE Community is
a place where you can collaborate with the development team for IBM Spectrum Control and other product users through your ability to search, view, comment on, submit
and track product requests.

Procedure

1. Go to the Servers and Systems Software RFE community at https:/www.ibm.com/developerworks/rfe/execute?use_case=changeRequestLanding&PROD_ID=420.
2. To submit an enhancement request, click the Submit tab.
3. Log in with your IBMid.
4. View existing requests to ensure that your idea hasn't already been submitted.
A link to the search page is included in the form.
5. Complete the form and click Submit.

Reporting a problem

Report problems that you encounter in IBM Spectrum Control.

Before you begin

IBM® is committed to customer satisfaction and is ready to assist if you encounter any problems with IBM Spectrum Control. By opening a case, you can ensure that IBM
Support will be informed of your problem. When you open a case, have the following information ready:

e The version, release, modification, and service level number of your IBM Spectrum Control installation.

e The communication protocol (for example, TCP/IP), version, and release number that you are using.

e The activity that you were doing when the problem occurred, listing the steps that you followed before the problem occurred.
e The exact text of any error messages.

Procedure

To open a case for IBM Spectrum Control, complete the following steps:

1. Go to the IBM Support portal.
Click Open a case.
Log in with your IBMid.
Describe the problem.
Submit the case.
Videos: The IBM Support portal is supported by IBM Watson® and provides you with enhanced transparency into ticket resolution workflow and improved self-
service options. Watch a few short videos to learn more:
e Introducing A New Customer Portal
e Open And Manage Cases
e IBM Support Community: Search
e [BM Support Community: Forums

oW

Key concepts

This section contains a technical overview that will help you understand how IBM Spectrum Control works. An understanding of the concepts in this section will help you
use IBM Spectrum Control effectively.

¢ Data collection
To help you implement a storage management strategy, it is critical that you determine the information that you want to gather about the resources within your
environment. You can schedule different data collection jobs depending on the types of information that you want to gather and the resources that you want to
monitor.

¢ Performance monitoring and troubleshooting
IBM Spectrum Control can collect information about the performance of storage systems and switches. This information includes key performance metrics and
alerts of threshold violations that can help you measure, identify, and troubleshoot performance issues and bottlenecks in your storage.

Use applications and departments to organize the resources in your storage environment into a hierarchy that matches the structure of your business organization.
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The information can be used to view the performance of resources that belong to an application and the capacity growth of a department. Use general groups to
group your resources, such as the storage systems with lease agreements that end in the current year, so that you can view information about the resources at one
location in the GUI.

e Storage optimization
To optimize the resources in your storage environment, you can create tasks to balance pools, re-tier volumes, or transform volumes that are in storage virtualizer
pools.

e Cloud configuration
To take advantage of the simplified provisioning and optimization capabilities in IBM Spectrum Control, some configuration is required.

¢ Provisioning storage overview
IBM Spectrum Control guides you through the steps for provisioning storage volumes or network-attached storage (NAS) shares. You can provision storage volumes
or NAS file shares to one or more servers, one or more hypervisors, or one cluster.

e Storage reclamation
You can use volume reclamation recommendations to reclaim unused storage capacity in your environment and use your storage more efficiently.

o Alerts and alert policies
Specify conditions that trigger alerts and the actions to take when those alerts are triggered, such as notify an email address. Use alert policies to define those alert
conditions and notification settings for a group of resources.

* Reporting
Use reporting functions to view overview and detailed information about your storage.

¢ Rollup servers
Rollup reporting combines capacity and status information from multiple instances of IBM Spectrum Control for monitoring and reporting. In rollup mode,
secondary rollup servers collect information from managed resources and roll that data up to primary rollup servers.

¢ Units of measurement for storage data
IBM Spectrum Control uses decimal and binary units of measurement to express the size of storage data.

¢ Role-based authorization
Roles determine the functions that are available to users of IBM Spectrum Control. When a user ID is authenticated to IBM Spectrum Control through the GUI, CLI,
or APIs, membership in an operating system or LDAP group determines the authorization level of the user.

e Fabrics and zones
Use the IBM Spectrum Control to learn more about fabrics and zones.

* Agents
The IBM Spectrum Control uses agents to gather data: Common Information Model (CIM) agents, Storage Resource agents, and SNMP agents.

e IBM Spectrum Control REST API
You can use the Representational State Transfer (REST) API for IBM Spectrum® Control to access information about resources and to generate custom capacity,
configuration, and performance reports.

Data collection

To help you implement a storage management strategy, it is critical that you determine the information that you want to gather about the resources within your
environment. You can schedule different data collection jobs depending on the types of information that you want to gather and the resources that you want to monitor.

Use probes and performance monitors to collect detailed information about resources. You must schedule and run these data collection jobs before you can complete
other tasks within IBM Spectrum Control, such as viewing reports, setting alerts, and managing storage systems.

You schedule probe and performance monitor jobs for a resource when you add the resource for monitoring. After you add the resource, you can modify the probe and
performance monitor job schedules on the list and details pages for the resource. For example, to modify the probe job schedule for a storage system, go to the Storage
Systems page or the Storage System details page in the GUI.

Schedule data collection jobs to gather the following types of information:

Asset and status information
Use probes to collect asset, storage statistics, and status information about resources. You can run probes on all the resources that are monitored by IBM Spectrum
Control.

Performance monitoring
Use performance monitors to collect metrics that measure the performance of switches and storage systems.

Performance monitoring and troubleshooting

IBM Spectrum Control can collect information about the performance of storage systems and switches. This information includes key performance metrics and alerts of
threshold violations that can help you measure, identify, and troubleshoot performance issues and bottlenecks in your storage.

To monitor the performance of resources and check for threshold violations, complete the following tasks:

e Add resources for monitoring and schedule data collection
o Define alerts for performance thresholds
e View and troubleshoot performance issues

Collect performance data

Before you can troubleshoot and view reports about performance, you must collect data about monitored resources. Performance monitors are data collection jobs that
gather performance information about resources. This information includes metrics that measure the performance of the components within a resource. Metrics measure
the performance characteristics of volumes, ports, and disks on storage systems and switches. IBM Spectrum Control provides many different metrics for measuring
performance. For example, some key metrics for storage systems are I/O rate in I/O operations per second, data rate in MiB per second, and response time in
milliseconds.

You can use metrics in IBM Spectrum Control to track growth or change in I/O rates, data rates, and response times. In many environments, I/O and data rates grow over
time, and response times increase as those rates increase. This relationship can help with "capacity planning" for your storage. As rates and response times increase, you
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can use these trends to project when more storage performance and capacity is required.

Define alerts for performance thresholds

Alerts can notify you when the performance of a monitored resource falls outside of a specified range and might represent a potential problem. When you define an alert
for an internal component of a resource, select a specific metric that you want to measure and its boundary values. When the performance of a resource falls outside the
boundary values, an alert is triggered.

For example, you can define an alert that is triggered when the overall back-end response time for a managed disk on a SAN Volume Controller exceeds a certain value.
The overall back-end response time is a metric that measures the average number of milliseconds that it takes to service each I/O operation on a managed disk.

View and troubleshoot performance issues

After data collection and performance thresholds are configured, you can use the web-based GUI to complete the following tasks:

e Measure, compare, and troubleshoot the performance of switches, storage systems, and their internal resources.

e Review the threshold violations and alerts that were triggered when the performance of a resource fell outside of a specific range.

e View performance information in a chart or table format to help you quickly identify where and when performance issues are occurring. The chart is a visual
representation of how the performance of resources trend over time.

e Customize views of performance so that you can analyze specific resources and metrics during time ranges that you specify.

e Drill down into resources to view detailed information about the performance of internal and related resources. For example, if a SAN Volume Controller storage
system is shown in the chart, you can quickly view and compare the performance of its internal and related resources, such as disks, volumes, ports, managed
disks, and back-end storage.

e Implement server-centric monitoring of SAN resources without requiring a Storage Resource agent. When you add an agentless server for monitoring, IBM
Spectrum Control automatically correlates that server with the ports on known host connections. If matches are found between the server and host connections on
monitored storage systems, you can view the performance of the internal resources that are directly associated with the SAN storage that is assigned to the server.
For example, if a SAN Volume Controller maps two volumes to the server, you can view the performance of those volumes and the related managed disks.

e Export performance information to a CSV file. A CSV file is a file that contains comma-delimited values and can be viewed with a text editor or imported into a
spreadsheet application.

e Inthe optional Cognos® Analytics reporting tool, you can also view and create performance reports about multiple resources.

Related concepts

e Reporting with Cognos Analytics
e Monitoring the performance of resources

Related tasks

e Adding resources

Related reference

* Performance metrics

Applications, departments, and general groups

Use applications and departments to organize the resources in your storage environment into a hierarchy that matches the structure of your business organization. The
information can be used to view the performance of resources that belong to an application and the capacity growth of a department. Use general groups to group your
resources, such as the storage systems with lease agreements that end in the current year, so that you can view information about the resources at one location in the
GUL

IBM Spectrum Control provides storage grouping to define resources that utilize application and department business modeling. The information can be used to view the
performance of resources that belong to an application and the capacity growth of a department. The pages for the monitoring and management of applications and
departments are aligned with user scenarios, for example, capacity trending, resource health monitoring and performance troubleshooting

To manage and administer applications and departments, complete the following tasks:

e Create applications and departments to model data for storage resources, allowing for enhanced capacity trending and performance troubleshooting.
e View the status of resources that make up the applications and departments.

e Create resource filters to automatically add resources to applications.

e Add resources directly to applications.

e Add applications to existing applications and departments.

e Add departments to existing departments.

e View subcomponent (member application) information to support hierarchical levels of storage grouping.

Applications

An application is a program or a project that consumes storage resources within an organization and interfaces with other enterprise groups that are important to the
running of a business. Use IBM Spectrum Control to model the storage usage that is consumed in your environment by assigning the usage to applications to see the
overall health status.

An application can be part of a department and have its own subcomponents (member applications) that are used to create a five level deep hierarchy. Applications that
are grouped together can range from large line-of-business systems to specialized software, in a department, that runs on either client computers or servers. For example,
an application might be an automated billing system within the Finance department, VMware running in the Information Technology department or an email marketing
system that is part of the Marketing department.
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The Applications page shows capacity information about the applications that are monitored by organization and interfaces with other enterprise groups that are
important to the running of a business. Use IBM Spectrum Control to view and manage the resources that are defined to the applications. If the application is associated
with a department, information about that department is also shown.

Departments

A department is a division within a business. Use IBM Spectrum Control to model the storage capacity that is consumed in your department for your business
environment, in accordance with other department members.

A department can be hierarchical in its organizational layout. For example, a department might use 15 applications and be part of another five departments. A department
might share storage resources with another department, subdepartment or an application even if they don’t belong in the same hierarchy. For example, in a collaboration
scenario, a single IBM® SAN Volume Controller might be shared by multiple departments.

The Departments page shows storage capacity information about the top-level departments, the subdepartments and any applications that belong to the department that
are monitored by IBM Spectrum Control.

General groups

Create general groups to quickly view information about storage resources that have common characteristics. For example, you might group the subset of ports on a SAN
Volume Controller that are used for inter-node communication or the storage systems that are used by a critical business application.

You can organize your storage resources into a general group hierarchy. Organizing resources into general groups and their subgroups can be helpful when you want to
quickly view information about a group of resources, but you also want to view information about subgroups of resources within the group. For example, you can group the
resources that are used by your production application so that you can monitor all the application resources and separately monitor the specific subgroups of storage
systems and ports.

Storage optimization

To optimize the resources in your storage environment, you can create tasks to balance pools, re-tier volumes, or transform volumes that are in storage virtualizer pools.

Discontinued support: Storage optimization is no longer supported in IBM Spectrum Control. While the feature might still work in this release, it's recommended that you
use another tool for your optimization needs, when possible. For a complete list of discontinued features, see Discontinued features in IBM Spectrum Control.

Balancing the workload of volumes across storage pools

You can balance the workload of volumes across pools on the same tier. The pools are analyzed and recommendations are generated to move volumes from pools with
high-activity values to pools with low-activity values.

Re-tiering volumes

You can re-tier volumes to balance pools or to tier volumes based on the criteria that you set in tiering policies. For example, you can tier volumes that are based on the
volume workload or on file usage, or both. Depending on the conditions that are set in the tiering policy, recommendations are generated. For example, you can reduce
storage costs by moving volumes with low workloads to lower or less expensive tiers. You can also improve performance and use storage more efficiently by moving
volumes with heavy workloads to the tiers that best meet their workload requirements.

Transforming volumes

You can complete the following tasks for one or more volumes in storage virtualizer pools:

* Move volumes from one storage virtualizer pool to another pool on the same storage virtualizer.

e Move volumes in a storage virtualizer pool to a pool that is enabled for Easy Tier®.

e Convert fully allocated volumes to thin-provisioned volumes and convert thin-provisioned volumes to fully allocated volumes.
e Convert fully allocated volumes to compressed volumes and convert compressed volumes to fully allocated volumes.

The pools are analyzed and recommendations are generated. For example, analysis occurs to ensure that there is sufficient space in the pool to convert volumes or add
volumes.

Related tasks

e Optimizing storage pools

e Optimizing storage tiering

e Transforming and migrating volumes

e Managing tasks for tiering storage, balancing pools, and transforming storage

Related reference

Cloud configuration

To take advantage of the simplified provisioning and optimization capabilities in IBM Spectrum Control, some configuration is required.
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Discontinued support: Cloud configuration, provisioning, and optimization are no longer supported in IBM Spectrum Control. While these features might still work in this
release, it's recommended that you use another tool for your provisioning and optimization needs, when possible. For a complete list of discontinued features, see
Discontinued features in IBM Spectrum Control.

To provision storage, you are required to specify only the storage capacity and storage quality that is required. After volumes are created, IBM Spectrum Control can
analyze and optimize volume performance. To take advantage of these capabilities, create service classes and, optionally, capacity pools.

e Service classes
A service class is a set of properties that describe capabilities and characteristics of storage resources. A service class typically describes a particular quality of
service, and is used during provisioning to describe storage requirements. For example, a block-storage service class specifies properties such as a required RAID
level, and whether storage resources must be able to encrypt or thin provision volumes.

¢ Capacity pools
Capacity pools are groups of storage resources. You can use capacity pools to separate storage resources in any way that serves the needs of your environment or
business. Configure capacity pools to track the used and available capacity for block and file storage on any set of storage resources. Provisioning requests can also
be restricted to resources in a capacity pool.

Service classes

A service class is a set of properties that describe capabilities and characteristics of storage resources. A service class typically describes a particular quality of service,
and is used during provisioning to describe storage requirements. For example, a block-storage service class specifies properties such as a required RAID level, and
whether storage resources must be able to encrypt or thin provision volumes.

Service classes simplify provisioning requests by representing a level or type of storage quality. When you are requesting storage, only the required capacity and service
class must be specified. Before you can provision storage, you must create service classes that describe the capabilities and characteristics of the storage you want to be
able to provision. Service classes can later be modified or deleted as the needs of your installation change.

Block-storage service classes

A block-storage service class describes attributes and capabilities of block storage resources. When you provision volumes, you specify the requirements by using a block-
storage service class. Based on the requirements of the service class, IBM Spectrum Control identifies a storage pool for the volume.

File-storage service classes

A file-storage service class describes attributes of file storage resources. The file storage resources include Network Attached Storage (NAS) filers, Network Shared Disks
(NSDs), and file systems. When you provision shares, you specify the requirements by using a file-storage service class. Based on the requirements of the service class,
IBM Spectrum Control identifies a file system or NSD for the share. Space on an NSD is allocated if a new file system is required or an existing file system requires more
space.

Service class properties

A service class represents storage resources with common traits. These common traits are the service class properties, and collectively describe a particular quality of
service. Before you create service classes, consider the levels of storage quality that you want to have available for provisioning requests. For block storage, for example,
you can organize service classes by storage tier or RAID level. Some service class properties are used during provisioning to identify the best location for storage
placement. Other service class properties determine how the storage is configured, and reflect the performance, reliability, or security considerations for the level of
service.

In addition to the standard properties of a service class, you can create your own properties by using custom tags. Custom tags can represent any common trait that
storage systems must have. For more information about creating your own properties by using custom tags, see Custom tags.

Block-storage service classes can specify the following properties:

e Storage tier or range of storage tiers

e RAID level

e Whether volume virtualization is required or not allowed. This property is available only when at least one IBM® storage virtualizer is managed by IBM Spectrum
Control. The IBM storage virtualizers include SAN Volume Controller, Storwize® V7000, and Storwize V7000 Unified.
If volume virtualization is required, the VDisk mirroring property specifies whether volumes are mirrored to a second storage pool, which uses different backend
storage, on the same IBM storage virtualizer.

e Whether volumes must be thin provisioned or must not be thin provisioned.
When a thin-provisioned volume is created in a DS8000°, an extent space efficient (ESE) volume is created.

If thin provisioning is required, you can specify thin-provisioning configuration properties for the IBM storage virtualizers and IBM XIV® Storage System. The
following properties might be available:
o If the volume is created on an XIV, the locking behavior configuration property affects the volume that is created.
o If the volume is created on an IBM storage virtualizer, the following configuration properties affect the volume that is created:
= Used capacity
= Auto-expand
= Warning level
= Grain size
¢ Whether volumes are compressed. This property is applied only when an IBM storage virtualizer has at least one I/O group that contains a compressed volume. If
there are no existing compressed volumes in an I/O group, IBM Spectrum Control will not create compressed volumes.

This property is available only when the thin provisioning property is enabled.

e A multipathing policy. If a server has a Storage Resource agent (SRA) and uses an IBM System Storage® Multipath Subsystem Device Driver (SDD), the server
multipathing policy is used to configure the driver.
If a multipathing policy is set, and fabrics are managed by IBM Spectrum Control, the following properties affect how the storage system is connected to the host:
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o Whether the storage system and the client host are connected through fully redundant paths
o Number of paths between the storage system and the client host
e If at least one DS8000 Encryption Group is discovered by IBM Spectrum Control, the following properties are available and affect the storage placement and
configuration of volumes:
o Whether volumes must be encrypted
o If volumes must be encrypted, the DS8000 encryption group to use

File-storage service classes have the following properties:

¢ Whether dedicated storage is required, or whether shared storage is allowed. In other words, whether the file system from which the NAS share is provisioned can
contain other NAS shares.

o Fileset type. The fileset type is either an independent fileset with its own allocated nodes, or a dependent fileset allocated on the file system.

e Access path host name replacement.

Predefined service classes

To illustrate service classes, a set of predefined service classes are provided. From the Service Classes page in the web-based GUI, you can view any of these service

following steps:

1. Move the mouse pointer over the field or control.
A question mark icon is displayed next to the field.

2. Move the mouse pointer over the question mark icon to display an explanation of the property.
The following sample block-storage service classes are provided for illustration.

Gold

The Gold service class represents the highest-performing storage resources for mission-critical applications.
Silver

The Silver service class represents high-performing storage resources for applications in production.
Bronze

The Bronze service class represents standard storage resources for non-mission-critical applications.

The following sample file-storage service classes are provided for illustration.

NormalIsolation
The Normallsolation service class describes normal isolation file storage by specifying that shared storage is allowed. The file system from which the NAS share is
provisioned can contain other NAS shares.

Enhanced]Isolation
The EnhancedIsolation service class describes enhanced isolation file storage by specifying that dedicated storage is required. The file system from which the NAS
share is provisioned cannot contain other NAS shares.

Custom tags

During provisioning, IBM Spectrum Control determines candidates for storage placement by comparing the requirements of a service class with the known capabilities,
configuration, and performance of the available storage systems. You can think of the storage placement determination as a filtering process. IBM Spectrum Control filters
the set of available storage resources against properties of the service class until only the storage resources that can satisfy all of the requirements remain.

In addition to the standard properties of a service class, you can create custom requirements for the service class by specifying up to three custom tags. To provide the
service class, storage resources must have all the same tags that are specified in the service class.

When you specify tags on a block-storage service class, only pools that have all the same tags are candidates for provisioning. If a pool is not tagged, any tags on the
containing storage system also apply to the pool.

When you specify tags on a file-storage service class, only file systems and NSDs that have all the same tags are candidates for provisioning. If a file system or NSD is not
tagged, any tags on the containing storage system also apply to the internal resource.

During provisioning, IBM Spectrum Control filters candidates for provisioning against the custom tags.

Before you create service classes, consider whether there are any special requirements for provisioning that are not addressed by the standard properties of the service
class. If so, tag the appropriate storage resources to satisfy custom requirements of a service class. When you are defining the service class, specify the custom tags that
are required.

Adding users to a service class

By default, only administrators can provision storage. However, an administrator can add users to a service class to grant them permission to provision by using the service
class. In order for an administrator to grant permission to provision to a user, the user must be assigned to the Monitor or External Application role.

When you are granting users permission to provision by using a particular service class, you can also specify whether execution of provisioning plans created by these
users requires administrator approval. The requirement for administrator approval applies to all non-administrative users who are added to the service class, and also
applies to external applications. Approval cannot be required for some non-administrative users and not for others.

Before you create service classes, consider whether you want to allow users to request their own storage. Consider whether you want user provisioning requests to
require administrator approval.

Associating capacity pools with a service class

Before you create service classes, consider whether certain storage requests must always be satisfied from a particular set of resources. If so, you can associate one or
more capacity pools with a service class. For example, suppose that a set of storage resources are allocated to a particular department of your business. All storage
requests for that department must be satisfied by those storage resources. In this case, you can add all the storage resources to a capacity pool and associate that
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capacity pool with a service class. You can also add the members of the department to the service class. The department members can then request their own storage as
needed. However, the requests can be satisfied only by the storage resources that are allocated to the department.

When you are configuring capacity pools and service classes, keep in mind that a storage resource can be a member of only one capacity pool. Adding storage resources to
a capacity pool is not a viable approach if the resources are already members of another capacity pool. Consider specifying custom tags to achieve the same result. In the
preceding example, suppose that some or all of the storage resources that are allocated to the department are already members of capacity pools. In this case, you can
instead tag the storage systems and the service class with matching tags to achieve the same result. With either approach, only the storage systems that are allocated to
the department are candidates for provisioning when storage is requested by using the service class.

Capacity pools

Capacity pools are groups of storage resources. You can use capacity pools to separate storage resources in any way that serves the needs of your environment or
business. Configure capacity pools to track the used and available capacity for block and file storage on any set of storage resources. Provisioning requests can also be
restricted to resources in a capacity pool.

The following types of storage resources can be grouped into capacity pools:

e Storage systems
e Storage pools
e File systems of file storage systems

You can organize storage resources into capacity pools in any way that serves your business needs. For example, you can separate the storage resources that are allocated

for separate divisions of your business into separate capacity pools. You can then track the storage use for each division separately, and restrict provisioning requests to
the appropriate set of storage resources.

Tracking used and available capacity in a capacity pool

You can track the used and available capacity for any set of storage resources by adding the storage resources to a capacity pool. From the Capacity Pools page of the GUI,
you can view the total capacity of the resources, and monitor the following capacity measurements:

e Used file space

e Available file space

e Used block space

e Available block space

Restricting a provisioning request to a capacity pool

You can use capacity pools to define a set of storage resources from which provisioning requests must be satisfied. When you are provisioning storage, you can specify a
capacity pool. If you do, the provisioning request is restricted to resources in the capacity pool. Only those resources are candidates for provisioning.

You can also associate a service class with capacity pools. If a service class is associated with capacity pools, provisioning requests for the service class must specify, and
be constrained to, one of the associated capacity pools. Because you can also grant non-administrative users permission to provision storage by using the service class,
associating capacity pools with the service class restricts the users to a specific set of resources.

Provisioning storage overview

IBM Spectrum Control guides you through the steps for provisioning storage volumes or network-attached storage (NAS) shares. You can provision storage volumes or
NAS file shares to one or more servers, one or more hypervisors, or one cluster.

Discontinued support: Provisioning is no longer supported in IBM Spectrum Control. While the feature might still work in this release, it's recommended that you use
another tool for your provisioning needs, when possible. For a complete list of discontinued features, see Discontinued features in IBM Spectrum Control.

Storage requirements

When you set up provisioning, you must specify your storage requirements by defining a service class. Certain properties of the service class describe capabilities that
storage resources must have so they can provide the service class. For example, when you provision volumes, a block-storage service class specifies properties such as a
storage tier, a RAID level, and whether the pool must be able to encrypt or thin provision volumes.

A service class typically represents a quality or service. For example, IBM Spectrum Control provides predefined block-storage service classes that are named Gold, Silver,
and Bronze. Gold represents the highest-performing storage resources, and Silver and Bronze represent lesser levels of storage quality.

The different levels of storage quality that are provided by each service class are defined by the service class properties. For example, each service class specifies a
different required storage tier that depends on the level of service that is required. Because the Gold service class is for mission critical applications, it sets off thin
provisioning.

When IBM Spectrum Control guides you through the steps for provisioning, you concern yourself only with which service class is needed for the new volumes or shares,

and how much capacity you require. However, if you are unfamiliar with the service classes, you can open a separate window to view service class information. If you have
Administrator privileges, you can modify or create service classes.

Storage constraints

IBM Spectrum Control identifies the storage resources that can provide the capacity and the service class from a set of storage resources. This set might be all the storage
resources that are known to IBM Spectrum Control, or it might be constrained to a subset of those resources. In particular, your site can create capacity pools. Capacity
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pools are groups of storage resources. You can use capacity pools to separate storage resources in any way that serves the needs of your environment or business. For
example, a capacity pool might contain the storage resources that are allocated to a particular department or division of your business.

A service class might restrict storage placement to one or more capacity pools. If the service class you are provisioning from restricts placement, you must select one of
the allowed capacity pools. If the service class does not restrict storage placement, you can specify that candidates for provisioning can be selected from all storage
resources that are known to IBM Spectrum Control, all storage resources in any capacity pool, or storage resources in a particular capacity pool. If you are unfamiliar with
the capacity pools that you can select when you set up provisioning, you can open a separate window to view capacity pool information. If you have Administrator
privileges, you can modify or create capacity pools.

If the fabrics are managed by IBM Spectrum Control, the set of storage resources might be further constrained by your zoning policy. If the zoning policy is not configured
to automatic zoning, only storage systems with connectivity to the server or hypervisor are candidates for storage placement.

Provisioning volumes

Restriction: To provision volumes, you must have the IBM Spectrum Control Advanced Edition license.

To provision volumes, you must select one or more servers or hypervisors. You can request one or more volumes. For each volume, you specify a volume name, the
capacity that is required, a service class, and, optionally, a capacity pool. For each volume, IBM Spectrum Control identifies the storage pools that can provide the capacity
and the service class. From the set of pools that can provide the capacity and service class, IBM Spectrum Control identifies the best location for the storage. The best
location for the storage is based on the available capacity in the pool and performance data. Preference is first given to storage pools and systems that already contain
volumes for the selected server or hypervisor. Preference is then given to systems that have available performance data.

On storage systems, volumes are allocated in increments of a set unit size that depends on the storage system type. Depending on the storage system that was identified
as the best location for the storage, the volumes that are allocated might be larger than the capacity you requested for the following reasons:

e On SAN Volume Controller, Storwize® V7000, and Storwize V7000 Unified, volumes are allocated in increments of an extent size. The extent size is set when the
MDisk group is created. The capacity that you requested is rounded up, if necessary, to the full extent size.

e OnaDS8000¢°, volumes are allocated in increments of a 1 GiB fixed extent size. The capacity that you requested is rounded up, if necessary, to the full extent size.

e Onan XIV®, volumes are allocated in fixed increments of 16 GiB. The capacity that you requested is rounded up, if necessary, to complete the 16 GiB increment.

Provisioning shares

To provision a share, you must first select one or more servers or hypervisors. You specify the capacity that is required for the share, a service class, and information about
how to export the share. IBM Spectrum Control identifies the file systems and Network Shared Disks (NSDs) that can provide the capacity and the service class. From the
set of file systems and NSDs that can provide the capacity and service class, IBM Spectrum Control identifies the best location for the storage. The best location for the
storage is based on the available capacity on the file system or NSD.

The provisioning task

When you complete the steps for setting up provisioning, IBM Spectrum Control creates a provisioning task for the share or volume. If you request multiple volumes, a
separate task is created for each unique service class and capacity pool combination you specify in your volumes request. If a requested volume is not constrained to a
capacity pool, the set of all available storage resources is considered the capacity pool. If you have Administrator privileges, you can save, run, or schedule provisioning
tasks.

In the service class, an administrator can grant users permission to provision by using the service class. In the service class, an administrator can also specify whether
scheduling or running provisioning tasks that are created by using the service class requires administrator approval. If you are a user with permission to provision by using
the service class, and administrator approval is not required, you can save, run, or schedule the task. You can save the task, if administrator approval is required. Also, if
you save the task, an administrator can later schedule or run it.

Although IBM Spectrum Control identifies the best location for storage when it creates the provisioning task, the implementation of the task might fail. For example, the
implementation of the task might fail because of changes in the environment that occur after the task is created and before it is run. The implementation of the task might
also fail because of storage system restrictions that are not considered when the task is created.

Viewing task details and logs

When a provisioning task is running, you can view its status in a details page. If you run the provisioning task immediately after you complete the steps for setting up
provisioning, the details page is already displayed. You can also display details of a provisioning task from the Tasks page. From the details page, you can open logs for the
provisioning task. The logs show the steps that are taken by the task during processing and include detailed information about any warnings or errors.

Tracking

When you set up provisioning, you can specify a ticket identifier for tracking purposes. The ticker identifier is associated with the provisioning task, and with any volume or
share that is created by the provisioning task.

The ticket identifier can be viewed by showing the Ticket column in the Volumes page or the Shares page. The ticket identifier can also be viewed in the properties
notebook for a volume or share.

Tip: If you request multiple volumes, a separate provisioning task is created for each unique service class and capacity pool combination you specify in your volumes
request. By specifying a ticket identifier when you request the volumes, you can easily track the set of provisioning tasks and volumes that are created by the single
request.

Storage configuration

Whether you are provisioning volumes or shares, IBM Spectrum Control configures the storage and resources as specified by certain properties of the service class, and, in
the case of volumes, according to your zoning policy.

When you provision volumes, IBM Spectrum Control can configure volumes and resources according to properties of the service class:
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e If the service class requires thin provisioning, the volume is created in a pool that can thin provision volumes. During provisioning, other properties of the service
class are used to configure the thin provisioned volume for the particular type of storage system that contains the pool. Because you configure thin provisioned
volumes differently for the different storage system types, the service class has a unique set of thin provisioning properties for each type.

o If the service class specifies a multipathing policy for servers, the IBM® System Storage® Multipath Subsystem Device Driver (SDD) on the server is configured to
use that policy. For the SDD to be configured, a Storage Resource agent (SRA) must be running on the server.

When you are provisioning volumes, if automatic zoning is enabled, new zones might be created to connect a server to the storage system. Existing zones are used if the
server already has connectivity to the storage system. Otherwise, one or more new zones are created between a host initiator port and a controller, node, or module port.

When you provision shares, IBM Spectrum Control configures at least one file access protocol for the file share.

Storage reclamation

You can use volume reclamation recommendations to reclaim unused storage capacity in your environment and use your storage more efficiently.

The block storage systems in your data center that you add for monitoring are regularly analyzed. You can view a list of the volumes that are not mapped to servers or that
have no recorded I/0 activity. By reclaiming the volumes that are not being used, you can recycle existing storage space instead of purchasing new storage media.

Supported storage systems: Go to see " https://www.ibm.com/support/pages/node/388393, and then click the release number in the Storage column.

Related tasks

e Reclaiming storage

Alerts and alert policies

Specify conditions that trigger alerts and the actions to take when those alerts are triggered, such as notify an email address. Use alert policies to define those alert
conditions and notification settings for a group of resources.

Alerting functions examine the attributes, capacity, and performance of resources. If the conditions that are defined for alerts are met, the actions that are specified for
the alert are taken. Typically, the actions include sending a notification. For example, if the status of a SAN Volume Controller storage system changes to Error, an alert is
displayed in the Alerts page in the GUL, and an email might be sent to a storage administrator.

You can manage alerts in your storage environment in the following ways:

e Use alert policies to manage the alert definitions and notification settings that apply to different sets of resources. For example, you can use one alert policy for the
storage systems in your test environment, and another for the storage systems in your production environment.
Alert policies manage one type of resource only. For example, if you have SAN Volume Controller and FlashSystem 900 storage systems in your storage
environment, you cannot have both types of resource in one alert policy.

A resource can be managed by only one alert policy. When you add a resource to be monitored by IBM Spectrum Control, it is added to a default alert policy
automatically.

If a resource is managed by a policy, the resource cannot have alert definitions and notification settings that are independent of the policy. The alert definitions and
notification settings that apply to the resource come from the policy.

Default policies with alerts already configured are available. You can create copies of the default policies and assign resources to the new policies. Your alerts are
configured with the default settings.

e Define alert conditions and notification settings for individual resources. It is not a requirement for resources to be managed by an alert policy. A resource can have
its own alert definitions and notification settings, independent of an alert policy.

¢ Define alerts and notification settings for applications and general groups. Use applications or general groups to manage alerts for groups of resource components
such as volumes or pools. For example, you might want to define alerts on the response time for volumes in an application, depending on the response time
requirements of the application. In this case, it is not useful to configure volume response time thresholds for the entire storage system because the storage system
might serve many different applications with different needs.

Triggering conditions for alerts

The conditions that trigger alert notifications depend on the type of resource that you are monitoring. In general, the following types of conditions can trigger alerts:

e An attribute or configuration of a resource changed

e The capacity of a resource fell outside a specified range

e The performance of a resource fell outside a specified range

e The storage infrastructure was changed, such as a new or removed resource
e Data is not being collected for a resource

For example, you can use performance thresholds to be notified when the total I/O rate for storage systems falls outside a specified range. This information can help you
identify areas in your storage infrastructure that are over used or under used. IBM Spectrum Control provides many metrics for measuring performance and determining
violations of the thresholds that you specify.

Alert notifications and triggered actions

When an event occurs and triggers an alert, the alert is written to a log. You can also select one or more other ways to be notified of the event. These alert notifications
include SNMP traps, IBM® Tivoli® Netcool®/OMNIbus events, login notifications, entries in Windows event log or UNIX syslog, and emails. Additionally, if a Storage
Resource agent is deployed on a monitored server, you can run a script or start an IBM Tivoli Storage Manager job in response to the alert.
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Acknowledging alerts: Some alerts are triggered by conditions that commonly occur and can be ignored. In such cases, you acknowledge these alerts to indicate that they
were reviewed and do not require immediate resolution. By acknowledging alerts, you can more quickly identify other alerts that must be reviewed and resolved.

Event processing

Alerts are generated when particular conditions are detected during data collection and event processing. For some storage systems such as IBM Spectrum Accelerate
and the XIV®, events are polled every minute from the resource.

For other resources, events are subscription-based, where the resource itself or a data source such as an SMI-S provider (also called CIM agent or CIMOM) sends the
events to IBM Spectrum Control when conditions change on the resource. Examples of storage systems that use subscription-based event processing include SAN Volume
Controller, Storwize® V7000, Storwize V7000 Unified, and FlashSystem V9000. For these storage systems, a probe is automatically run when many events are received
from the storage system in a short time period. To avoid performance bottlenecks, probes are run only every 20 minutes.

Prerequisites for using alerts

The following conditions must be met to successfully use alerts:

e Data collection schedules are configured and scheduled to run regularly. For example, to detect violations of performance thresholds, you must run performance
monitors to collect performance data about resources. Running performance monitors regularly also helps to establish a history of performance for trending
analysis.

e If you want to be notified about an alert in some way other than an entry in the log file, such as using SNMP traps, IBM Tivoli Netcool/OMNIbus events, or email, you
must configure those alert destinations before you use the alert.

e Ifanalertis triggered based on an SNMP trap from the monitored resource, you must properly configure the SNMP server of the monitor resource to enable IBM
Spectrum Control to listen to SNMP traps. The default port number is 162, and the default community is public.

Related concepts

e Collecting data
e Alerting

Related reference

e Performance metrics
e Triggering conditions for alerts
e Alert notifications and actions

Reporting

Use reporting functions to view overview and detailed information about your storage.

You can view detailed capacity information for storage systems, servers, hypervisors and their internal resources, such as volumes, pools, disks, and virtual machines. For
example, you can view the total amount of storage capacity that is committed to a volume, the capacity that is used by a volume, and the capacity that is allocated to a
volume and is not yet used.

In rollup mode, secondary rollup servers collect information from managed resources and roll that data up to primary rollup servers. This gives you a network-wide
perspective of storage usage in your environment when you have multiple IBM Spectrum Control servers deployed.

You can use the IBM® Cognos® Analytics reporting tool to view predefined reports and create custom reports about the resources managed by IBM Spectrum Control. Use
the IBM Cognos Analytics reporting tool to view predefined reports about the capacity and performance of your resources. Charts are automatically generated for most of
the predefined reports. Depending on the type of resource, the charts show statistics for space usage, workload activity, bandwidth percentage, and other statistics. You
can schedule reports and specify to create the report output in HTML, PDF, and other formats. You can also configure reports to save the report output to your local file
system, and to send reports as email attachments.

You must collect information about your environment before you can use reports to view details about the storage resources in it. You can use IBM Spectrum Control
monitoring jobs, such as probes and performance monitors, to gather comprehensive information and statistics about your storage resources.

Related concepts

20

eporting with Cognos Analytics

Related reference

e Rollup servers

Rollup servers

Rollup reporting combines capacity and status information from multiple instances of IBM Spectrum Control for monitoring and reporting. In rollup mode, secondary
rollup servers collect information from managed resources and roll that data up to primary rollup servers.

Rollup capability requires two types of servers: a primary rollup server running IBM Spectrum Control, which collects capacity and status information from one or more
secondary rollup servers. Secondary rollup servers communicate with the primary rollup server during server probes.
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The primary rollup server collects capacity and status information about storage resources that are managed by the secondary rollup servers. This primary/secondary
rollup server configuration is called rollup mode. When you enable rollup mode on the primary rollup server, you can see capacity and status information in the rollup
resource pages for the storage systems, servers, hypervisors, switches, and fabrics that are monitored by your rollup servers.

You can also configure a primary rollup server as a secondary rollup server to other primary servers. This allows you to create a comprehensive rollup reporting structure
across your enterprise.

Note: If you configure a primary rollup server as a secondary rollup server to another primary server, the data collected by that primary server is not rolled up to the higher
primary server. Primary rollup servers only collect and display data from their immediate secondary rollup servers. For example, if you configure primary rollup server 2 as
a secondary to primary rollup server 1, the data that is rolled up to primary rollup server 2 from its secondary servers is not collected by primary rollup server 1. Primary
rollup server 1 only collects capacity and status information about primary rollup server 2, not the secondary servers monitored by primary rollup server 2.

Note: After you upgrade a primary rollup server you must run probes of the secondary rollup servers that were added to the primary server prior to the upgrade. Use the
Start Probe action to run probes of the secondary rollup servers. Wait for the first probe (manual or scheduled) to complete, before you work with a new function.

Managing secondary rollup servers

have IBM Spectrum Control Administrator role authorization to add, remove, and manage secondary rollup servers on this page.

Information about secondary rollup servers
IBM Spectrum Control provides the following information about the secondary rollup servers on the Rollup Server Connections page:

Managed resources
The number of block storage systems, servers, switches, fabrics, and hypervisors that the secondary rollup server is managing. You can view information
about these resources on the rollup resource list pages for the resources, such as the Switches (Rollup) page. NPV switches are not included in this number
on either the primary rollup or secondary rollup Switches (Rollup) resource list pages.

Data collection
The status of the last probe of the secondary rollup server, and the time of the next probe of the server. Hourly probes are automatically scheduled when a
secondary rollup server is added to a primary rollup server.

Actions
You can perform the following actions on the secondary rollup server. Unless otherwise noted, you must have Administrator role authority to perform these actions.

Open logs
Opens the probe logs window for the secondary rollup server in a separate browser window. Any IBM Spectrum Control user role can perform this action.
Start probe
Starts a probe of the secondary rollup server. If a probe is already running for the server, you must wait until the current probe completes before starting a
new probe.
Remove server
Removes the secondary rollup server from the Rollup Server Connections page and the Servers (Rollup) list. Also removes any associated resources that are
managed by the secondary rollup server. For example, if a secondary rollup server is the managing instance for a switch and the secondary server is removed
from the primary rollup server, the switch will no longer display on the Switches (Rollup) resource list page.
Note: Removing a secondary rollup server on the Rollup Server Connections page does not remove that server from the non-rollup Servers page. If the server
has been added by using the Add Server dialog on the non-rollup Servers page, IBM Spectrum Control will continue to manage that server unless you remove
it from the Servers page.
Modify connection
Allows you to change the host name, user name, password, and port of the secondary rollup server.

Rollup mode

Rollup mode is a special view of your enterprise and is enabled by configuring your IBM Spectrum Control servers to communicate and gather data through server probes.
Rollup mode requires a primary rollup server configured to collect capacity and status information from one or more secondary rollup servers. Once you have configured a

primary rollup server with at least one secondary rollup server, you can go to the rollup icon in the menu bar to enter rollup mode. The rollup icon does not display
until you have configured at least one secondary rollup server for the primary rollup (local) server. You might have to refresh your browser window to see the rollup icon
after you add the first secondary rollup server for the primary rollup server you are configuring.

Entering rollup mode
To view rollup capacity and status information from your IBM Spectrum Control servers, you must enter rollup mode.

1. On the Rollup Server Connections page, add at least one secondary rollup server. Secondary rollup servers must have IBM Spectrum Control installed and
running.
2. Move the mouse pointer over the rollup icon in the menu bar and select Enter rollup mode.

You will see the following changes in the menu bar:

e The color of the rollup icon changes: E .
e The lower edge of the menu bar changes to orange.
e The menu bar options change to Storage, Servers, Network, Rollup Server Connections.

Using rollup mode
Rollup mode provides lists of resources that are managed by secondary rollup servers. For example, you can see a list of all the network switches that are managed
by a primary rollup server and its associated secondary rollup servers. These resource list pages are similar to the pages you work with when not in rollup mode.
However, in some cases rollup mode provides different data columns and different actions that you can take on the rollup storage devices.

View rollup information

1. In the rollup menu bar, select the type of storage device you want to view information about. For example, Servers.

2. Select one of the available menu options. The Servers menu bar item has two options: Servers and Hypervisors.

3. On the resource list page, you can see the data about that resource type that has been collected from the primary and secondary rollup servers.

4. Rollup resource lists function similar to non-rollup pages: you can add and reorder data columns, right-click items in the resource list to perform
actions on them, and other familiar functions. You can also use Ctrl-click to select multiple list items.
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Actions
You can perform actions on items in the resource lists by right-clicking them or by selecting one or more list items and clicking Actions.

View properties

View the properties of the selected item in the resource list. This action is not available for multiple selections at the same time.
Export

Export the data for one or more list items. You can specify PDF, CSV, or HTML output.

Units of measurement for storage data

IBM Spectrum Control uses decimal and binary units of measurement to express the size of storage data.

Decimal units such as kilobyte (KB), megabyte (MB), and gigabyte (GB) are commonly used to express the size of data. Binary units of measurement include kibibyte (KiB),
mebibyte (MiB), and gibibyte (GiB). Table 1 compares the names, symbols, and values of decimal and binary units.
Table 1. Comparison of binary and decimal units and values

Binary Decimal
Name Symbol Value (base 2) Name Symbol Value (base 10)
kibibyte KiB 210 kilobyte KB 103
mebibyte MiB 220 megabyte MB 106
gibibyte GiB 230 gigabyte GB 10°
tebibyte TiB 240 terabyte TB 1012
pebibyte PiB 250 petabyte PB 1015
exbibyte EiB 260 exabyte EB 1018

Binary units of measurement express the size of data more accurately. When you compare the size of 100 KB to 100 KiB, the difference is relatively small, 2.35%.
However, this difference grows as the size of the data values increases. When you compare the size of 100 TB to 100 TiB, the difference is 9.06%.

In general, IBM Spectrum Control uses base 2 values for memory and disk space values, and base 10 values for space on physical hard drives.

Table 2 shows the percentage difference between decimal and binary values across a range of data sizes.
Table 2. Percentage difference between decimal and binary units

Decimal value Binary equivalent of decimal value Difference
100 kilobytes (KB) 97.65 kibibytes (KiB) 2.35%
100 megabytes (MB) | 95.36 mebibytes (MiB) 4.64%
100 gigabytes (GB) |93.13 gibibytes (GiB) 6.87%
100 terabytes (TB) |90.94 tebibytes (TiB) 9.06%
100 petabytes (PB) |88.81 pebibytes (PiB) 11.19%
100 exabytes (EB) 86.73 exbibytes (EiB) 13.27%

Role-based authorization

Roles determine the functions that are available to users of IBM Spectrum Control. When a user ID is authenticated to IBM Spectrum Control through the GUI, CLI, or
APIs, membership in an operating system or LDAP group determines the authorization level of the user.

The following table shows the IBM Spectrum Control roles and their authorization levels:

Table 1. IBM Spectrum Control roles and authorization levels

Roles Authorization level

Administrator This role has full access to all monitoring and administrative functions. At least one group must have the Administrator role.
Note: When IBM Spectrum Control is first installed, the following operating system groups are assigned the Administrator role:

e Windows: Administrators
e UNIX and Linux®: root
e AIX®: system

Monitor This role has access to the following read-only functions:

e Viewing and exporting information about monitored resources

¢ Viewing, acknowledging, and removing alerts

e Viewing tasks and data collection jobs

e Opening management GUIs

e Opening logs

e Viewing chargeback, consumer, predefined capacity and inventory, and custom reports

Exception: Users with the Monitor role can provision storage if they are granted permission in a service class. A service class is a logical entity that
describes storage capabilities and characteristics and can be used to specify requirements for storage provisioning. For more information about
service classes, see Creating service classes.

External If you assign the External Application role to the user, you must also assign one or more service classes to the user.

Application
This role does not enable users to log in to the IBM Spectrum Control GUI.

Tips:
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e To determine the role of the user who is logged in, click the user icon ﬂ In the upper-right corner of any page in the GUL.

e Ifauser belongs to multiple groups and the groups have different roles, the role with the highest level of authorization is granted to the user. For example, if a user
belongs to a group that is assigned the Administrator role and also belongs to a group that is assigned a Monitor role, the user is granted the authorization of the
Administrator role.

e Ifauseris notamember of a group that is assigned a IBM Spectrum Control role, no access is granted to that user.

e If assigned the Monitor role, a user can only open and view logs from the Data Collection page for the selected resource.

Nested groups are not supported: Adding active directory or any other type of domain user group to a local operating system group is not supported in IBM Spectrum
Control. You can configure IBM Spectrum Control to authenticate domain IDs that rely on the operating system to perform the authentication operation against the active
directory, but it cannot resolve nested groups.

Alternatively, you can configure LDAP authentication to perform queries against active directory user repositories and assign domain groups directly to roles within IBM
Spectrum Control.

Fabrics and zones

Use the IBM Spectrum Control to learn more about fabrics and zones.

e Monitoring fabrics and zones in the GUI
You can monitor switches and fabrics in the IBM Spectrum Control GUL. You can also enable automatic zoning so that new zones are created during storage
provisioning, if necessary, to connect a server to a storage system.

e Zones, zone aliases, and zone sets
Zones, zone aliases, and zone sets allow logical grouping of ports and storage devices within a storage area network. This section describes zoning concepts and
elements.

e Switch zoning capabilities
When you select a fabric in which to perform zoning operations, Fabric Manager determines the capabilities of the switches in the SAN and limits the zoning
operations based on that information.

Related tasks

e Provisioning with zone control

Monitoring fabrics and zones in the GUI

You can monitor switches and fabrics in the IBM Spectrum Control GUI. You can also enable automatic zoning so that new zones are created during storage provisioning, if
necessary, to connect a server to a storage system.

You can use the GUI to add switches and fabrics for monitoring. You can add the following types of switches:

e Brocade
e Cisco

After switches and fabrics are probed, you can view detailed status and performance information about the switches and fabrics. You can also test the connection to the
switch or fabric.
Information that you can view about a fabric includes the following properties:

e The fabric type

e The number of physical and virtual switches in the fabric

e The number of ports that are on all the switches in the fabric

e The number of switch ports that are online and connected to other ports in a fabric
e The name of the principal switch of the fabric

Information that you can view about a switch includes the following properties:

e The number of ports on a switch

e The number of ports that are connected to a storage resource
e The name of the fabric where a switch is a member

e The name of the vendor or manufacturer for a switch

From the Details page of a fabric, you can open the Zone Sets page to view information about the zone sets on the fabric, and to identify which is the active zone set.

You can enable automatic zoning in the GUI. When automatic zoning is enabled, IBM Spectrum Control creates new zones during provisioning if new zones are needed to
connect the storage system with the server.

Zones, zone aliases, and zone sets

Zones, zone aliases, and zone sets allow logical grouping of ports and storage devices within a storage area network. This section describes zoning concepts and
elements.

In a storage area network a zone is a logical grouping of ports to form a virtual private storage network. Zones that belong to a single SAN can be grouped into a zone set,
which can be activated or deactivated as a single entity across all switches in the fabric. A zone set can contain one or more zones, and a zone can be a member of more
than one zone set. Using zoning, you can automatically or dynamically arrange fabric-connected devices into logical groups across a physical fabric.
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Ports and devices in a zone are called zone members. A zone can contain one or more zone members. Ports that are members of a zone can communicate with each other,
but they are isolated from ports in other zones. Devices, however, can belong to more than one zone. A zone alias is a collection of zone members. A zone alias can be
added to one or more zones.

Note: In some cases, inactive zones might not have any zone members. Activating an inactive zone set that contains empty zones will fail if a switch does not support
empty zones in active zone definitions.

Zone membership can be specified by:

e The N_Port_Name of the N_Port connected to the switch (also known as WWN zoning or port name zoning)

e The N_Port address identifier assigned during fabric login (also known as PortId or FCID zoning)

e The Node_Name associated with the N_Port

e The Domain identification (Domain_ID) and physical port ID of the Switch Port to which the N_Port is attached (also known as domain port zoning)
e Analias name

Zoning supports the use of aliases, which are meaningful names assigned to devices. An alias can also be a group of devices that are managed together to make zoning
easier.

There are two types of zoning;:

Hardware zoning (port zoning)
In hardware zoning (also called port zoning), the members of a zone are the physical ports on a fabric switch.

Software zoning (WWN zoning)
Software zoning uses the Simple Name Server (SNS) that runs inside a fabric switch. It is based on the node WWN or port WWN of the zone members to be
included. Software zoning lets you create symbolic names for the zones and zone members.

A default zone is a group of devices that are not members of the active zone set. These can communicate with each other but not with members of any other zone. Default
zoning is enabled by default. You can use a switch element manager to configure the Default Zone option to enable or disable the default zone independently of the active
zone set.

Note:

1. If the default zone is disabled, devices that are not members of the active zone set cannot communicate.

2. If the default zone is disabled and no zone set is active, no devices can communicate.

3. If default zoning is enabled, deactivating the active zone set makes all devices members of the default zone. If default zoning is disabled, all communication stops.
4. If you activate one zone set while another zone set is active, the currently active zone set is deactivated.

5. If your EFC Manager manages multiple fabrics, ensure that you have the correct zone set for the fabric you are currently updating.

Switch zoning capabilities

When you select a fabric in which to perform zoning operations, Fabric Manager determines the capabilities of the switches in the SAN and limits the zoning operations
based on that information.

To see a list of supported switches and their capabilities, default values, ranges, and possible effects, go to ¥ IBM Spectrum Control interoperability matrix for switches.

e Zoning for Cisco MDS 9000 switches
Cisco switches support virtual SANs (VSANSs), which is the logical partitioning of a fabric into multiple fabrics. The overall network is referred to as the physical
infrastructure, and the logical fabrics are the VSANs. IBM Spectrum Control provides basic zone discovery for the Cisco MDS 9000 series switches.

o Brocade switches in zones
Brocade switches that are managed by using Brocade Network Advisor support some non-standard zones such as quick loop zones, fabric assist zones, and
protocol zones. If the switch configurations have these zones already defined, IBM Spectrum Control preserves them and does not modify them in any way.

Zoning for Cisco MDS 9000 switches

Cisco switches support virtual SANs (VSANSs), which is the logical partitioning of a fabric into multiple fabrics. The overall network is referred to as the physical
infrastructure, and the logical fabrics are the VSANs. IBM Spectrum Control provides basic zone discovery for the Cisco MDS 9000 series switches.

IBM Spectrum Control supports these zone member types:

e N_Port WWN
e FCID (the fibre channel ID of an N_port attached to the switch)

IBM Spectrum Control does not allow zone management of zones that contain unsupported members.

Brocade switches in zones

Brocade switches that are managed by using Brocade Network Advisor support some non-standard zones such as quick loop zones, fabric assist zones, and protocol
zones. If the switch configurations have these zones already defined, IBM Spectrum Control preserves them and does not modify them in any way.

You can create, change, and delete non-standard zones by using the Brocade switch management application.

Note: IBM Spectrum Control allows you to add empty zones to an inactive zone definition. Activation of a zone set containing empty zones may still fail if the switch does
not support empty zones in active zone definitions.
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Agents

The IBM Spectrum Control uses agents to gather data: Common Information Model (CIM) agents, Storage Resource agents, and SNMP agents.

e SMI-S providers

SMI-S providers enable communication between storage devices, such as storage systems and fabric switches, and IBM Spectrum Control. Each storage device
that you want to manage must have an SMI-S provider either installed or embedded unless it is a device that uses Native API connection.

e Storage Resource agents

Use Storage Resource agents to collect information about storage resources such as servers, virtual machines, workstations, and HBAs.

e SNMP agents

An SNMP agent, also called an out-of-band agent, is software that runs on a switch and can be used to monitor and manage systems and devices in your network.
IBM Spectrum Control uses SNMP to retrieve information about specific switches, such as Cisco switches, and the fabrics that the switches are members of.

SMI-S providers

SMI-S providers enable communication between storage devices, such as storage systems and fabric switches, and IBM Spectrum Control. Each storage device that you

want to manage must have an SMI-S provider either installed or embedded unless it is a device that uses Native API connection.

SMI-S providers are provided by the vendor of the storage subsystem or fabric switch. Each vendor provides unique agent code for their family of storage devices. This
code implements a Common Information Model Object Manager (CIMOM) that conforms to the Storage Management Initiative Specification (SMI-S) of the Storage

Networking Industry Association (SNIA).

The SMI-S provider enables communication between the storage device and IBM Spectrum Control. Commands and responses are transmitted between IBM Spectrum
Control and the SMI-S provider using an XML transport layer. The SMI-S provider to storage device layer uses a vendor-specific proprietary interface.

The SMI-S provider usually must be installed and configured, so that it can identify the storage devices with which it communicates. Some storage devices, such as fabric
switches, contain embedded SMI-S providers and so do not require that SMI-S providers be installed. In these cases, IBM Spectrum Control must be configured to point

directly to the storage devices that contain the embedded SMI-S providers.

SMI-S providers can be referred to as CIM agents, CIM proxy agents, and CIMOM agents. SMI-S providers can be embedded in the device or installed on a separate

computer.

Note:

¢ Do not install multiple SMI-S providers on a single computer because of port conflicts.
e Do not install a SMI-S provider on the system where a IBM Spectrum Control server component is installed.

Related tasks

e Upgrading CIM agents

Related reference

e Storage Management Initiative Specification
e SMI-S providers

Storage Resource agents

Use Storage Resource agents to collect information about storage resources such as servers, virtual machines, workstations, and HBAs.

You must deploy Storage Resource agents on resources where you want to gather the following information:

e Asset information
¢ File and file system attributes

¢ Network-attached storage (NAS) device information

Tip: IBM Spectrum Control creates and updates agentless servers automatically after it probes storage systems and hypervisors.

Related tasks

e Adding servers with Storage Resource agents

Related reference

e Deployment guidelines and limitations for Storage Resource agents

e Planning for Storage Resource agents

SNMP agents
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An SNMP agent, also called an out-of-band agent, is software that runs on a switch and can be used to monitor and manage systems and devices in your network. IBM
Spectrum Control uses SNMP to retrieve information about specific switches, such as Cisco switches, and the fabrics that the switches are members of.

IBM Spectrum Control uses SNMPv3 (preferred) or SNMPv1 to probe Cisco switches to collect performance data. Some switches are configured to use SNMPv3 by default.

Related tasks

e SNMP agents
¢ Displaying information about an SNMP agent

Related reference

e Cisco SNMP agent
e Simple Network Management Protocol
¢ Planning for Cisco

IBM Spectrum Control REST API

You can use the Representational State Transfer (REST) API for IBM Spectrum® Control to access information about resources and to generate custom capacity,
configuration, and performance reports.

To get the information that you need about your resources, you can use a REST command line utility or you can use a web browser.

e Retrieving data about resources by using a REST API command line utility
You can connect to the REST API for IBM Spectrum Control and retrieve data by using a REST command line utility.

e Retrieving data by using REST API with a web browser
A convenient way to use the IBM Spectrum Control REST API is within the interface itself. You can quickly access resource information for your reporting
capabilities by using a web browser.

Tutorials

Use tutorials to learn how to perform specific tasks and become familiar with IBM Spectrum Control.
The provided tutorials set out situations that can be solved by using IBM Spectrum Control. When using these tutorials you should remember the following:

e The tutorials are intended to be step-by-step instructions that you follow to complete a specific job. Each tutorial contains multiple tasks that must be followed in
the order given.

¢ Specific values are given in the tutorials, such as user name, IP Address, probe name, and so forth. These are for illustration purposes only and you must replace
them with values appropriate for your system.

e The tutorials do not provide in-depth conceptual information about the tasks. See the appropriate topics in the IBM Spectrum Control Knowledge documentation
for more information about the concepts behind the tasks.

* You will complete a tutorial successfully if you follow the instructions correctly and your system performs as expected.

e Optimizing the performance of storage virtualizers
In this tutorial, you balance pools and analyze tiering to help resolve performance hotspots and manage storage resources efficiently.

e Monitoring capacity usage at different levels of a business hierarchy
The monitoring and management of applications and departments enables you to monitor storage capacity usage, recognize trends, monitor health status, and
troubleshoot performance of the storage resources in your business organization.
To monitor the performance, capacity, and space usage of the applications in your business organization, create applications and subcomponents. You can also add
applications to departments so that storage capacity and usage can be monitored in an overall business hierarchal manner.

e Tutorial: Viewing NPIV connections between server ports and switch ports in a fabric
In this tutorial, a storage administrator views the N-Port ID Virtualization (NPIV) connections between the server ports and the switch port in the fabric. With NPIV,
multiple node ports can be logically connected to one switch port.

¢ Tutorial: Exporting performance data for a SAN Volume Controller system
In this tutorial, you export performance data for a SAN Volume Controller to a compressed package. You then send the package to IBM® Support.

¢ Tutorial: Comparing the performance of storage systems
In this tutorial, you compare the performance of two storage systems.

¢ Tutorial: Reviewing and updating your agentless servers
In this tutorial, you review the agentless servers that are created automatically by IBM Spectrum Control, and update your agentless servers.

¢ Tutorial: Troubleshooting performance
Bob is a storage administrator. One morning, he receives a ticket: A critical medical application, Epic Database, has a performance problem. Bob must investigate
the problem and identify the cause.

e Tutorial: Monitoring IBM Spectrum Scale performance
You can use IBM Spectrum Control to monitor the performance of the IBM Spectrum Scale clusters in your storage environment.

e Tutorial: Viewing the aggregated workload for an application
Bob is a storage administrator. Bob wants to easily evaluate the performance of the accounting application because the Accounts department is expanding to a new
location and they want to replicate their data across both locations. Bob needs to work out the inter-site link capacity requirements.

Use this tutorial to find out how to use IBM Spectrum Control to identify a host that has depleted buffer credits that are causing a slow drain condition.

¢ Tutorial: Identifying the locations of devices
Identify the locations of devices that are monitored by IBM Spectrum Control. You can also apply custom tags to more easily identify, sort, or group devices based
on location or another attribute that you specify.
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Optimizing the performance of storage virtualizers

In this tutorial, you balance pools and analyze tiering to help resolve performance hotspots and manage storage resources efficiently.

Before you begin

You can optimize the placement of volumes on the following storage virtualizers:

e SAN Volume Controller
e Storwize® V7000
e Storwize V7000 Unified block storage

Learn more: For information about the components that can be used with IBM Spectrum Control Version 5.2 (or later), see ™ IBM Spectrum Control interoperability
matrix.
To optimize the placement of volumes in storage virtualizer pools, you must complete the following tasks:

e Probe the storage virtualizers.
e Set the tier level of the storage pools that you want to analyze.
e Collect performance data to analyze the pools and volumes.

When you run the analysis to balance pools, you optimize storage performance by redistributing volume workloads across pools on the same tier.
When you run the tiering analysis, you optimize storage performance by specifying thresholds to move volumes to higher and lower tiers.

¢ Tutorial: Analyzing and re-tiering volumes in pools on tier 1
In this tutorial task, you analyze the current placement of volumes in pools on tier 1 so that you can move volumes with low workloads from tier 1 to tier 2 or tier 3
pools.

¢ Tutorial: Collocating volumes
In this tutorial task, you want to minimize the exposure of servers to multiple back-end storage systems by collocating volumes that are assigned to the same
hypervisor or server. You can enforce the collocation of volumes when you enter the criteria for analyzing tiering and balancing pools.

Related tasks

e Optimizing storage tiering
e Optimizing storage pools
e Managing tasks for tiering storage, balancing pools, and transforming storage

Tutorial: Analyzing and re-tiering volumes in pools on tier 1

In this tutorial task, you analyze the current placement of volumes in pools on tier 1 so that you can move volumes with low workloads from tier 1 to tier 2 or tier 3 pools.

About this task

The pools that you want to analyze are on a SAN Volume Controller with two DS8000° storage systems. The pools on the storage virtualizer are assigned to tier 1, tier 2,
and tier 3.
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Choosing the performance data that is used in the analysis

1 Analysis period and data collection days

The analysis period is set to 10 days and Saturdays and
Sundays are excluded from the analysis.

| P P

Mo Tu We Th Fr || Sa || Su
| P P

Mo Tu We Th Fr || Sa || Su

D The performance data that is collected is used in the analysis.

D The performance data that is collected isn't used in the analysis.

2 Data collection period

09:00 is selected as the start time and 18:00 is selected as the

end time.
@‘—'® | Mo || Tu || We || Th || Fr |
09:00 18:00

3 Analysis schedule

You create the analysis on Monday and schedule the analysis
to run every 14 days.

P PR R
Mo Tu We Th Fr || Sa || Su
| P P
Mo Tu We Th Fr || Sa || Su Mo

The day that you created the analysis is the day that the analysis is run.

For example, you want to analyze the data that is collected over 10 days and when the volumes are most active. So, you set the period for the analysis to 10 days and
exclude the data that is collected at the weekend. You also exclude the data that is collected before 9 AM and after 6 PM because you know that the volumes are most

active from 9 AM to 6 PM.
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Tiering and volume placement criteria

1 Tiering criteria

The source volumes that are selected are in pools on Tier 1, and the
target pools that are selected are on Tier 1, Tier 2, and Tier 3.

The tiering thresholds for the volumes are >1000 I/O per second for Tier 1
and >500 I/O per second for Tier 2.

Tiering Criteria Tier 1: Volume Analysis  Tiering recommendations
> _

| Tier 1

I/0 Rate: >1000

|> ) 1/0 Rate = 900 Place volume in pool on Tier 2

Tier 2

I/0 Rate: <1000 and >500

> _

| Tier 3

1/0 Rate: <500 1/0 Rate = 400 Place volume in pool on Tier 3

2 Volume placement criteria

To ensure that the pools that are selected as target pools can handle the
additional workload, you specify the maximum I/O rates for the target
pools on each tier.

Target Pools Below Threshold Add Volume

Target Pool 1 Yes Yes
No

&5 X

Target Pool 2 No

You want volumes with the highest workloads in tier 1 pools and you want volumes with low workloads in tier 2 or tier 3 pools. To tier your storage, you enter two I/O rate
thresholds to generate recommendations to re-tier the volumes.

Tip: You can tier volumes by I/0 rate or I/O density.

To ensure that the pools that are selected as destination pools for the volumes can handle the additional workload, you specify the maximum I/O rates for pools on each
tier of storage. Only the pools with I/O rates below the maximum I/O rate can be selected as destination pools for the volumes.

Procedure

[

. From the Storage menu, click Storage Systems.

Right-click the storage virtualizer and click View Details.

In the navigation pane, click Pools.

To organize the pools by tier level, click the Tier column heading.

Select the pools on tier 1, right-click and then click Analyze Tiering.

Select all of the pools on tier 2 and tier 3 as target pools, and then click Next.

Select the period that you want to use to analyze the performance data.

Set the threshold for moving volumes from tier 1 to tier 2.

The volumes with I/O rates above the threshold that you set remain in the tier 1 pools. The volumes with I/O rates below the threshold that you set are moved down

to tier 2 pools.

8. Set the threshold for moving volumes from tier 2 to tier 3.
The volumes with I/O rates above the threshold that you set remain in the tier 2 pools. The volumes with I/0 rates below the threshold that you set are moved down
to tier 3 pools.

. Set the maximum I/O rate for pools on each tier.

10. Click Analyze.

w N

Nogs

O

Results

The Analyze Tiering task is shown.
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What to do next

volumes on the Tasks page and run the analysis again.

Related tasks

e Modifying the criteria for analyzing tiering

Tutorial: Collocating volumes

In this tutorial task, you want to minimize the exposure of servers to multiple back-end storage systems by collocating volumes that are assigned to the same hypervisor
or server. You can enforce the collocation of volumes when you enter the criteria for analyzing tiering and balancing pools.

About this task

To ensure that volumes in the same storage pool that are assigned to the same server or hypervisor are kept together, you want to enforce the collocation of volumes. By
enforcing the collocation of volumes, you prevent the placement of related volumes in destination pools that might be on multiple back-end storage systems.

Multiple host connections to the same hypervisor or server: If the volumes in the source pool that are assigned to the same hypervisor or server are assigned to different
host connections, the collocation of the volumes is affected. In such cases, if volumes require optimization, the volumes that are assigned to the same host connection are
kept together. To view information about the host connection for the volume, right-click the volume, select View Details, and then click the Host Connections tab.

Procedure

1. From the Storage menu, click Pools.

2. Right-click the pools that you want to analyze, and then click Analyze Tiering.

3. Select the target storage pools.

4. On the Optimize the Placement of Volumes page, ensure that Collocate volumes is set to Yes.
5. Click Analyze.

Results

If a volume requires re-tiering, a recommendation is generated to move all of the volumes that are assigned to the same server to the same destination pool. If none of the
target pools have sufficient space to accommodate all of the volumes, then recommendations to move the volumes are not generated.

Related tasks

e Optimizing storage pools
e Optimizing storage tiering
e Modifying the criteria for analyzing tiering

Monitoring capacity usage at different levels of a business hierarchy

The monitoring and management of applications and departments enables you to monitor storage capacity usage, recognize trends, monitor health status, and
troubleshoot performance of the storage resources in your business organization.

Before you begin

The department model comprises these main elements:

e The department
e The subdepartments that the department contains
e The applications, or the application subcomponents, or both that the department uses

In the following tutorial, you want to create a department model that monitors the capacity and space usage of the Books Sales department, and these subdepartments:

e Wholesale
* Retail
e Online

To monitor the capacity and space usage of the departments, you add the applications that the department and its subdepartment use to each of the subdepartments.

The department model that you create determines how you can view capacity usage and space information. To view the total capacity and space usage of a department
regardless of the subdepartments that the department contains, you create a department and add the applications and subcomponents to the department.

If, however, you want to see the capacity and space usage of the department and its subdepartments, you create a department hierarchy by adding subdepartments to
departments. You then add the applications and application subcomponents that each subdepartment uses to the subdepartments. You can then view capacity and space
usage for the department and for the individual subdepartments.

You can create more complex models of departments by adding subdepartments to subdepartments. In the following illustration, the department model is extended to
include two more layers of subdepartments under the Wholesale subdepartment.
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To monitor the capacity and space usage of the departments in your business organization, complete the following tasks:

e Create the Book Sales department.

e Create the Wholesale, Retail, and Online departments to represent the subdepartments.

e Add the Wholesale, Retail, and Online as subdepartments to the Book Sales department.

e Create the Book Sales DB application and the Wholesale Transactions, Retail Transactions and Online Transactions applications to represent the subcomponents
that are used by the departments.

Different applications require different storage capabilities, and different levels of performance and uptime. The storage requirements of the departments are constantly
growing and they need to modify their behaviors in a way that justifies the cost of their actions concerning storage utilization. The data modeling of storage resources using
the application and department concept enables you to plan and implement a chargeback system if necessary.

In this tutorial, you compare the storage usage in each department within your organization to spot a potential storage usage issue.

Related concepts

e Departments

Related tasks

e Creating departments

e Adding and creating subdepartments

e Viewing information about departments
e Creating applications

e Adding subcomponents

Tutorial: Comparing storage usage in each department

In this tutorial, you compare the storage usage in each department within your organization to spot a potential storage usage issue.

About this task

To monitor the capacity and space usage of a department, you create the department and subdepartments, and you add the application subcomponents to the
subdepartments.
You want to monitor the capacity and space usage of departments in an organization that sells books.

The sales department of the organization, Book Sales, has these subdepartments:

e Wholesale
* Retail
e Online

Although you can add applications and application subcomponents when you create departments, it is easier and quicker to create the applications and application
subcomponents beforehand.

You want to know the total amount of storage space that the Book Sales department uses, and you want to know the amount of space that each subdepartment uses. To
know how much space the Book Sales and its subdepartments use, you must associate the department and its subdepartments with the applications that they use. For
example, the Book Sales department and its subdepartments use a database application named Book Sales DB. The Book Sales DB application contains these
subcomponents:
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e Wholesale Transactions
e Retail Transactions
e Online Transactions

Procedure

To create the department and subdepartments, you complete these tasks:

1. You create the Wholesale department and add the applications and application subcomponents that the subdepartment uses.
2. You create the Retail department and add the applications and application subcomponents that the subdepartment uses.
3. You create the Online department and add the applications and application subcomponents that the subdepartment uses.
4. You create the Book Sales department.

You do not have to add applications or subcomponents to the Book Sales department because the Book Sales department inherits the applications and application
subcomponents that are added to the subdepartments.

You add the Wholesale, Retail, and Online departments as subdepartments to the Book Sales department.

o

Results

When you complete adding the departments and associating the departments with the applications that are used by the departments, you can view the information that is
collected about the departments on the Departments page and on the details page for the department.

What to do next

You want to target what department and what storage resources might be responsible for a change or a upward trend in significant storage usage. By correctly classifying
the department or departments you can properly plan to archive or switch the storage within the organization.

Related concepts

e Departments

Related tasks

e (Creating departments

e Adding and creating subdepartments

e Viewing information about departments
e Creating applications

e Adding subcomponents

Using applications and subcomponents to monitor capacity and space usage

To monitor the performance, capacity, and space usage of the applications in your business organization, create applications and subcomponents. You can also add
applications to departments so that storage capacity and usage can be monitored in an overall business hierarchal manner.

Before you begin

You can create a simple application model, which consists of an application and use a filter to associate the storage resources that the application uses with the
application. Alternatively, you can create a complex application model that comprises an application and application subcomponents and then add filters to associate the
storage resources that each application subcomponent uses with each of the subcomponents.

Besides creating applications to monitor the performance, capacity, and space usage of the applications in your business organization, you also create applications to add
them to departments. When you add applications to departments, you can monitor the capacity and space usage of the departments and you can monitor the
performance of the storage resources that are associated with the applications that each department uses.

To monitor the capacity of an application, you create an application model that is based on the following elements:

e The application
e The subcomponents that the application contains
e The applications, application subcomponents, or both that are added to the department

In the following tutorial, you want to create an application model that monitors the capacity, space usage, and performance of the Book Sales DB application. The
application model that you want to create comprises these application subcomponents:

e Wholesale Transactions
¢ Retail Transactions
e Online Transactions

Figure 1. An application with a three subcomponent hierarchy
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To understand how capacity is trending for storage in an application and subcomponents, complete these tasks:

1. Create the Book Sales DB application.

2. Create the Wholesale Transactions, Retail Transactions and Online Transactions applications to represent the subcomponents.

3. Add the Wholesale Transactions, Retail Transactions, and Online Transactions as subcomponents to the Book Sales DB application.
4. Create the Book Sales department and the Wholesale, Retail, and Online subdepartments to be associated with the applications.

e Tutorial: Viewing storage capacity and usage trends

You can view the capacity and usage trends of storage resources used by an application and subcomponents to diagnose how much storage a particular application
is using in relation to the other applications and departments in the business hierarchy.

Related concepts

e Applications

Related tasks

e Creating applications
e Adding subcomponents
e Viewing information about applications

Tutorial: Viewing storage capacity and usage trends

You can view the capacity and usage trends of storage resources used by an application and subcomponents to diagnose how much storage a particular application is
using in relation to the other applications and departments in the business hierarchy.

About this task

You want to understand how capacity is trending for storage that is used by the Book Sales DB application and the Wholesale Transaction, Retail Transactions and Online
Transactions subcomponents and the association the application has with the Book Sales department and subdepartments.

Procedure

The storage resources that are used by the application and that are used by each subcomponent are associated with the application and its subcomponents. For example,
the storage resources are assigned as follows:

1. Create a database application called Book Sales DB and assign resources that use the volumes on the IBM®® Storwize® V7000 with names that begin with bksales
for storing sales transactions.

Create the subcomponent applications named Wholesale Transaction, Retail Transactions and Online Transactions.

Assign the volumes on the IBM Storwize V7000 with names that begin with bksales_ws to the Wholesale Transactions subcomponent, which is used for storing
wholesale sales transactions.

4. Assign the volumes on the IBM Storwize V7000 with names that begin with bksales_rt to the Retail Transactions subcomponent, which is used for storing retail
sales transactions.

Assign the volumes on the IBM Storwize V7000 with names that begin with bksales_ol to the Online Transactions subcomponent, which is used for storing online
sales transactions.

Note: On the Create Filter page, you can specify a name pattern to determine which volumes to include. For volumes, you can specify name patterns to determine
from which servers, storage systems, or pools the volumes are selected. You can then click Preview to view the volumes that are selected for inclusion in your
application.

w N

o

Results

To monitor space usage for the Book Sales department and its subdepartments, you associate the Book Sales DB application and the Wholesale, Retail, and Online
Transactions subcomponents of the application as follows:

e You associate the Book Sales DB application with the Book Sales department.

e You associate the Wholesale subdepartment with the Wholesale Transactions subcomponent.
® You associate the Retail subdepartment with the Retail Transactions subcomponent.

e You associate the Online subdepartment with the Online Transactions subcomponent.

Figure 1. The application, subcomponent, assigned resources and department association
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What to do next

You can view the capacity information that is collected about the application on the Applications page. You can also view capacity information for each application and
subcomponent on the details page. When you complete adding the departments and associating the departments with the applications that are used by the departments,
you can view the information that is collected about the departments on the Departments page and on the details page for the department. .

Related concepts

e Applications

Related tasks

e Creating applications
e Adding subcomponents
e Adding applications to departments

e Viewing information about applications

Tutorial: Viewing NPIV connections between server ports and switch ports in a fabric

In this tutorial, a storage administrator views the N-Port ID Virtualization (NPIV) connections between the server ports and the switch port in the fabric. With NP1V,
multiple node ports can be logically connected to one switch port.

About this task

You want to view connectivity information for a switch port that has NPIV connections.

Procedure

Internal Resources section, click Switches. Double-click the switch that you want to view, or right-click the switch and click View Details.
2. In the Internal Resources section, click Ports. You can view details about the ports, including the number of NPIV connections.
3. In the Connected NPIV Ports column for the port that you want to view, click the number of ports. You can view the following information about the NPIV
connections:
e Inthe Connected NPIV Ports tab, you can view details about the NPIV connections, such as the port type and the name of the connected resource. The port
type can be N_Port (end node port) or NP_Port (proxy node port).
e Inthe Connectivity tab, you can view details about the physically connected end-node port.
Tip: If IBM Spectrum Control does not differentiate between the physical and logical connections for the switch port, the details about the NPIV connections
are displayed in the Connectivity tab. The Connected NPIV Ports tab is not displayed.

Tutorial: Exporting performance data for a SAN Volume Controller system

In this tutorial, you export performance data for a SAN Volume Controller to a compressed package. You then send the package to IBM® Support.

About this task

Some volumes on a SAN Volume Controller system have performance problems. You consult IBM Support who require detailed performance data about the SAN Volume
Controller system to diagnose the problem. You are asked to export performance data by using IBM Spectrum Control.

Procedure
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2. Right-click the SAN Volume Controller system, then click Export Performance Data.
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3. Select a time range for the support package.
Typically, the time range includes the time when the performance problem occurred.
4. If you are instructed to do so, select the Advanced export check box. Click Next.

Export Performance Data

Select a time range to export performance data for !EI Advanced export

Last 4 hours 8 hours 12 hours

03:30 Apr 21, 2017 - 11:30 Apr 21, 2017 = |

5. Click Create when you are prompted to create the package with the details that you specified.

Result