Plan your migration to z/0S V1.8!
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Plan your migration to z/0S V1.8!

Migration considerations for z/OS V1.8

» Introduction
e Mirko Donie, IBM z/OS Product Development Team Lead

» Plan your migration to z/OS V1.8
e Marna Walle, IBM z/OS System Build and Install

» Questions and Answers

‘ © 2007 IBM Corporation

Plan your migration to z/OS VI.8! Agenda

» z/OS Coexistence-Migration-Fallback-Service Policy
® z/OS Coexistence-Migration-Fallback
» Ordering z/OS VIR8 (and z/OS VIR7)
» Positioning for z/OS VIRS:
e Highlights of Removed Functions since z/OS VIR6
e Ensuring System Requirements are Satisfied
—Driving and Target System Requirements
e Coexistence System Requirements

—EPSPT Programmatic Help with Coexistence Fixes!
e |[BM Migration Checker for z/OS

> Migration Actions for z/OS VIRS:

—z/OS General ltems —DFSMS
-BCP - Distributed File Service - zFS
—=XL C/C++ -JES2

—Language Environment

= Communications Server — 2103 UNIX

—-HCD

© 2007 IBM Corporation
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Plan your migration to z/0S V1.8!

Highlights of Removed Functions since z/OS VIRé6

JES2 "compatibility" R4 mode
(from JES2)

Base Element - to avoid a cold start, you must SACTIVATE
to convert the JES2 checkpoint to z2 mode before installing
z/OS R7

interfaces and operator commands
(and TRACK, ... commands) (from
BCP)

IDs. Use Console ID Tracking Facility to identify one-byte ID
usage, supplied as of z/OS R4 Consoles Enhancement
feature.

JOBCAT and STEPCAT facilities Base Element - any remaining JCL that use JOBCAT or as of z/OS ;E;
(from DFSMSdfp) STEPCAT must change R7 Y
0S/390 R10 level of the C/C++ Priced Feature - move to the ISO 1998 Standard level of the | as of z/OS
compilers (from C/C++) compilers (introduced in z/OS R2) R7

One-byte console IDs on macro Base Element - Use console names, instead of one-byte asof zZ/OS |

Any remaining one-byte console ID
support (from BCP)

Base Element - Use console names instead of one-byte
console IDs

Integrated Security Services)

been been long stabilized and can be replaced w/ Comm
Server functions (IPSecurity). Some functions won't have
replacements.

zFS multi-file system aggregate Base Element - zFS compatibility mode aggregates (which as of z/OS R8
shared across a sysplex (from have a single file system per data set) will continue to be

Distributed File Service) supported in all environments.

Firewall Technologies (from Base Element - Many Firewall Technologies functions have | as of z/OS R8

don't overlook!

W -

)07 IBM Corporation

Functions Planned to be Withdrawn in the future

IMBED, REPLICATE, or KEYRANGE
attributes (from DFSMS)

sets. Use tool to assist in identifying affected VSAM data
sets.

Host communication between HCM Priced Feature - Only TCP/IP for host communication Planned for
and HCD with APPC (from HCM) between HCM and HCD will be allowed. (Currently both release in
TCP/IP and APPC are supported.) 2007
In-stack version of TN3270 Server Base Element - use standalone TN3270 Server instead Planned for
(from Communications Server) (introduced in z/OS R6) relase in
2007
APPC Application Suite in Base Element - more full-featured alternative applications Planned for
Communications Server exist in modern integrated SNA/IP networks. (APPC itself release in
remains an integral part of SNA functions, and no plans to 2007
remove APPC from z/OS.)
Run-time support for applications Priced Feature - Any application code that uses the I0C Planned for
that use the C/C++ IBM Open Class Library should migrate to use the Standard C++ Library release in
(10C) Dynamic Link Libraries (DLLs). 2007
Support for VSAM data sets with Base Element - plan to redefine any affected VSAM data Future

zFS multi-file system aggregates
(from Distributed File Service)

Base Element - zFS compatibility mode aggregates will still
be supported

&

Future

%
ng

©
L ] = don't overlook!

2007 IBM Corporation
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Plan your migration to z/0S V1.8!

z/OS Ordering and Deliverables
9/|05 9/|06 I 9/(|)7 9/08
@
| | * | z/OS R.. Elannea>

z/0S V1R8 orderable starting:
9/15/06

Z V1R ServerPac planned ordering
/0S 8 ends: 10/07

2990 Exploitation Support for z/0S R4 Web deliverable,
available starting 12/06.

Enhancements to Cryptographic Support for z/0S V1R6/R7
% Web deliverable (FMID HCR7731), available starting 5/26/06.

z/0OS V1R7 orderable started: 9/16/05
ServerPac ordering ended: 10/23/06
SystemPac still orderable!

IBM zIIP for z/OS and z/0S.e V1R6/R7 Web deliverable,
available starting 6/30/06.
z/0S V1R6 orderable started: 9/10/04
ServerPac ordering ended: 10/24/05
SystemPac ordering énded: 7/24/06

Migrating to z/OS R8 Part 1 of 3: Get Ready © 2007 IBM Corporation

-

20S  20S ~20S 7 70S
R5 R6 \ _R8

e Starting with z/OS Ré, IBM has aligned the coexistence, fallback, and
migration policy with the service policy.
>| z/OS R5, z/OS Ré, z/OS R7, and z/OS R8!are supported for coexistence, migration, and
fallback
> The lowest release for coexistence, migration, and fallback support on z/OS R8 is z/OS R5.
If you are still on z/OS R4 your migration to z/OS R7 should be well underway!

>
e Only JES2/JES3 that can coexist with the shipped JES can be "staged" on

z/OS. This is enforced in z/OS VI R8. That means:

> z/OS R5 JES2 thru z/OS R8 JES2 are supported for coexistence, migration, and fallback

> z/OS R5 JES3 thru z/OS R8 JES3 are supported for coexistence, migration, and fallback

© 2007 IBM Corporation
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Plan your migration to z/0S V1.8!

|
z/OS Service Policy

> Release serviceable for three years following GA
> Service on last release of a version might be extended
> At least 12 months notice before withdrawing service

» Handy website:
http://www.ibm.com/servers/eserver/zseries/zos/support/zos_eos_dates.html

General Availability Service Expiration
z/0S V1R4 27 September 2002 Announced to be 31 March 2007
z/0S VIR5 26 March 2004 Announced to be 31 March 2007 Loo P
z/0S V1R6 24 September 2004 Announced to be 30 September 2007
z/0S V1R7 30 September 2005 Planned to be September 2008
z/0OS V1R8 29 September 2006 Planned to be September 2009

‘ © 2007 1BM Corporation

Ensuring System Requirements are Satisfied

> Driving System Requirements to Install z/OS VIR8 ServerPac:
® Minimally, z/OS R5 with PTFs, with other requirements (OMVS in full-function mode, UID(0) or
permitted to BPX.SUPERUSER, ...)
® Must install PTFs on z/OS VIR8 with latest Program Binder, SMP/E, and HLASM.
® For Installing ServerPac electronically, also need:

e SMP/E V3R3 and ICSF configured and active

o -or- SMP/E V3R4 -and- Java 2 Technology Edition VIR4 (ICSF is not necessary in this case!)

> Target System Requirments for Running z/OS VIR8:
e z/OS R8 must run in z/Architecture mode (...since z/OS Ré!)
e HW Server: z9 EC, z9 BC, 2990, 2890, z900, or z800
e Some functions (like ZAAP or zIIP) require z990 or z890 at least.

¢ Minimum SW Subsystem Levels (some examples):
e CICS TS V2R2

DB2 V7 Rl with PTFs (V7 Rl announced end of service as 6/30/08)
IMS V8 RI with PTFs

WebSphere Application Server V5 RI
See z/OS Planning for Installation for a more complete list.

» Coexistence PTFs

® Programmatic assistance is now available!

‘ © 2007 IBM Corporation

© Copyright IBM Corporation, 2007 April 2007
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Plan your migration to z/0S V1.8!

EPSPT Programmatic Help With Coexistence PTFs@

» Finally, for z/OS R8! Some programmatic
assistance to help you determine that you've got
all the Coexistence PTFs installed for a z/OS

migration!

> This solution uses the existing Electronic PSP Tool (EPSPT).
e "Extract files" are now produced from the ZOSGEN PSP bucket that

contain the Coexistence PTFs.
e You should use the Extract file for the z/OS release you are migrating

FROM.
—For instance, the ZOSVIR7 ZOSGEN Extract file contains the PTFs

that you need to coexist with z/OS R8.

> The Coexistence PTFs from the z/OS Migration book, along with any
subsequently defined coexistence PTFs are included, for a complete

Coexistence PTF list.

‘ © 2007 IBM Corporation

EPSPT Programmatic Help With Coexistence PTFs

> Steps to follow:
|. If you aren't already using EPSPT, download and install the EPSPT, available
from http://lwww | 4.software.ibm.com/webapp/set2/sas/fi[psp/download.html.

2. Download the Extract file from your current release's ZOSGEN PSP bucket

subset.
o The list of "to" release coexistence PTFs is found in the "from" release

ZOSGEN PSP bucket subset.
® You may already be pulling the Extract file today, but perhaps not from the

ZOSGEN subset.
3. Run EPSPT using the Extract file from your current release's ZOSGEN PSP

bucket.
4. Review the EPSPT output report, and resolve any outstanding discrepancies.

» Periodically, rerun the steps above for any new
Coexistence PTFs that may have been added.

£UU7 1BM Corporation
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Plan your migration to z/0S V1.8!

IBM Migration Checker for z/OS !é\‘ )

B Some Common Migration Problems:
® We have many migration actions required for each release.
e Applicability of migration actions can be difficult to determine.

® Determination of the applicability is (in many cases) manual, when it could be
programmatic.

® When programmatic, disparate solutions have been used.

e Hard to verify if a migration action has been done, especially when deploying to
subsequent systems.

® Would like some way of checking pre-install and post-install “migration health” of a
system.

M An "As Is" Tool That May Help - IBM Migration Checker for z/OS
® From the z/OS Download website: http://www.ibm.com/servers/eserver/zseries/zos/downloads/
e This tool can:
e Alert you to some migration actions that you should plan for in the future

e Detect some migration actions that you can do now to ease your migration to z/OS VIR8
e Verify that you've done some migration actions correctly when you're running z/OS VIR8

® Tool verified by 52 early customers. Added |4 of their suggested enhancements.

Programs included in the IBM Mi&ation Checker for z/OS

. HFSZFS - Migrate from HFS file systems to zFS file systems
. ZFSMULT - Discontinue use of multi-file system aggregates
. BTSIZE - Use the new default for BLOCKTOKENSIZE in IGDSMSxx

. OLDVSAM - Redefine existing VSAM data sets that contain the IMBED, REPLICATE,
and KEYRANGE attributes

. MASTRCON - Accommodate the removal of the master console
7. ONEBCON - Accommodate the removal of |I-byte console IDs

8. LLSTCAT - Catalog SYSI.SIEALNKE and SYSI.SIEAMIGE for the default system link
list in z/OS VIR8

9. NEWDS - Add references to new data sets and paths

v AW N —

o

10. OLDDS - Remove references to old data sets and paths
[ 1. SMSLVL - Ensure the integrity of SMS control data sets
2. ETCUSS - Update Communications Server and z/OS UNIX /etc configuration files

‘ Migrating to z/OS R8 Part 1 of 3: Get Ready © 2007 IBM Corporation

12
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Plan your migration to z/0S V1.8!

&
. . . . JA
IBM Mlgratlon Checker for z/OS Installation Instructions A/

|. Download/upload Web Deliverable data sets: CLIST, JCL, and LOAD
2. TSO RECEIVE INDATASET (xxx) for each data set

3. Execute $SETUP from the CLIST data set. Do this for each system you want
to run these programs from — may share the CLIST and LOAD data sets.

4. If desired, update $sysname in the CLIST data set, with your CSI info.

5. Run $MIGALL from the hlq.&sysname.JCL to execute all migration programs
serially. Run an individual member for just one migration program you’re
interested in.

6. Review each member of hlq.&sysname.OUTPUT for what was found. Rerun
as necessary.

Usage Notes:
= Evaluates the currently active system.

= Programs will be to detect migration actions, not to correct. Can re-run
these programs as many times you want, at any point in your migration cycle.

="As is" support - feedback can be provided on a forum.

‘ ©2007 IBM Corporation

13

Elements with Migration Actions for z/OS VIR8

» Documented in z/OS Migration

® For complete migration tasks for z/OS R8, see this book!
= from R5 to R8, and R6 to R8, and R7 to R8, customized books
— "When behaviors aren't the same anymore, migration actions are called for]"

» From z/OS VIR7 to z/OS VIRS:

-JES2
= Communications Server - Language Environment >
# Cryptographic Services - ICSF, OCSF, PKI, o Library Server
- DFSMS

4 msys for Setup

# DFSORT *NFS “f \ |
~ Distributed File Service - zFS *RME ;l—oqﬁ

= HCD (introduced in Z/OS R7, not R8) ¢ SDSF

¢HCM # Security Server (RACF)

# Infoprint Server = XL C/C++

# Integrated Security Services - Firewall - 2/0S UNIX System Services
¢ ISPF

= means that selected element migration actions from these elements are discussed
® |f coming from z/OS R5 or z/OS Ré to RS, there are additional elements that have migration actions

‘ © 2007 IBM Corpciatia:
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Plan your migration to z/0S V1.8!

What exactly is a z/OS "Migration Action'?

» Migration is
e the installation of a new version or release of a program to replace an earlier
version or release.

> After a successful migration, the applications and resources on the new
system function the same way they did on the old system, if possible.
"System Equivalence"

> Migration does not include exploitation of new functions except for
new functions that are now required to use.

> Migration actions are classified as:
® Required: required for all users
® Required-IF: only required in certain cases
® Recommended: good to do because it |) is good practice, 2) may be
required in the future, 3) resolves performance or usability problem
> Migration actions are also classified as when they may be performed:
e NOWY, Pre-First IPL, or Post-First IPL

© 2007 IBM Corporation

Some General Migration Actions for z/OS VIR8 from z/OS VIR5

» Migration Actions You Can Do NOW:

=> Verify that you have enough XCF groups in your sysplex CDS and enough XCF members in
your XCF groups (Required-IF, as of R7,R8) - In R7: XCF group IOEZFS, R8 XCF group SYSXCF.
Reformat if you need to.
=> Use the "new" default for your prog mgmt binder COMPAT specification (Required-IF, as of
R8)
—R8 intro PO5 (PO4 was intro in R3, when COMPAT=MIN was the new default). Use default, in your
SMP/E UTILITY entry.

> Migration Actions Pre-First IPL:
=> Set up your IPCS environment (Required)
—Don't forget R7 new data set SYS|.SIEAMIGE, for SYSLIB, like SYSI.MIGLIB.
=> Migrate /etc and /var system control files (Required) - NFS obsoletes some /etc files.
=> Remove references to deleted data sets and path (Required)
= |SP.SISPSASC (ISPF now uses LE RT SCEERUN/SCEERUN?2.)
= Still need DDDEF for CNMLINK for OSA/SF PTFS! (Can point to an empty data set)
=> Add references to new data sets and paths (Required)
=> New in R6é, PDSE linklist data set SYSI1.SIEALNKE.

=> New in R7, PDSE linklist data sets SYS|.SIEAMIGE and SYSI.SHASLNKE. New APF list PDSE
SYSI.NFSLIBE to replace SYSI.NFSLIB.

=> New in R8: SYSI.SIEALNKE and SYSI|.SIEAMIGE are automatically added to the default
system linklist! You must catalog these data sets!

© 2007 IBM Corporation

16
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Plan your migration to z/0S V1.8!

Some General Migration Actions for z/OS VIR8 from z/OS VIR5
» Continued from previous foil...

»> Migration Actions Pre-First IPL:
=> Accommodate new address spaces (Recommended)
=> New in R6, SMSPDSE |, restartable PDSE address space that allows you to recover from

some PDSE problems without having to re-IPL. And TN3270E. By default, not created during
IPL.

= New in R7: DEVMAN, HZSPROC, JES2S00/ for JES2 NJE over TCP/IP

=> New in R8: DSSFRDSR for hsm. Starts automatically whenever a ds is recovered from
DASD using FRRECOV DSNAME command. Terminates when hsm terminates.
=> Accommodate new SCOPE=COMMON data spaces in IEASYSxx MAXCAD
(Required-IF)
=In R7: | for JES2ZWTO (rolled back in OA05981), | or more for XES connections to serialized
structures.
—In R6 and R8: None
—IBM Health Checker for z/OS can help you determine what to specify for the

MAXCAD value!

» Migration Actions Post-First IPL:
® <none>

© 2007 IBM Corporation

17

Some BCP Migration Actions for z/OS VIR8 from z/OS VIRS5 4

»> Migration Actions Pre-First IPL:
& Accommodate the removal of |-byte console IDs (Required, as of R8) “!
" R7 removed I-byte console ID support from macros and commands,
= R8 completes the |-byte console ID removal. |-byte console IDs might still continue to be —
accepted, but they will be treated differently, so programs that use them will probably behave
unexpectedly.
= Console ID Tracking Facility is still incorporated into z/OS R8. Use it!
= New routing attribute in R8, UNKNIDS. Any consoles that request this attribute receive
messages directed to |-byte console IDs.

WAccommodate the removal of the master console (Required-IF, as of R8)

—Before R8: one op console within the sysplex was req to be designated as the master console.

— As of R8: master console is removed, and functions that were unique to the master console have
been made available to other consoles. Can still define multiple consoles with master authority.
System enforces that the system console has master authority and LOGON(OPTIONAL).

= Remove the NOCCGRP keyword from CONSOLxx and "MSTCON" keyword from the
CNGRPxx. (Can keep if you share parmlib with <R8 systems, R8 warns but continues.)
= Following commands are no longer supported: VARY ...,MSTCONS and DISPLAY C,MCONLY
= Add INTIDS keyword to console definitions in CONSOLxx. This is a new R8 routing attribute.
o Any consoles that request this attribute receive messages directory to console ID zero (which
used to represent the master console).

—Got COM="MN JOBNAMES,T' in COMMNDxx? Use SETCON MONITOR command
instead.

‘ © 2007 IBM Corporation

18
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Plan your migration to z/0S V1.8!

Some BCP Migration Actions for z/OS VIR8 from z/OS VIR5 o

> Migration Actions Pre-First IPL:
=> Accommodate the removal of console switching (Required-IF, as of R8)
=In R8, console failures no longer cause a console switch. Operators cannot issue SWITCH CN command to (o
switch consoles. Remove ALTGRP keyword from CONSOLXxx. (Can keep if sharing <R8. R8 warns, and
continues). Cannot issue VARY CN(...),ALTGRP command.
=> Discontinue use of the MSGRT command (Required-IF, as of R8)
—In R8, MSGRTcommand was removed. Remove MSGRT keyword from CONSOLxx. (Can keep if sharing <R8.
R8 warns, and continues)
=> Update the hardcopy medium definition (Required-IF, as of R8)
— Hardcopy switching is no longer supported. To reduce likelihood of losing hardcopy, define both SYSLOG and
OPERLOG as the hardcopy medium.
igs, Modify programs that reference unsupported console functions (Required, as of R8)

== |n R8, many control blocks remove support for |-byte console IDs, console switching, and master
consoles. Examine your programs that reference these control blocks and ensure they will still
work on R8. Clean compile assures of successful removal of references to |-byte fields.
=> GRS-related migration actions:
== Use GRSCNFxx to specify the maximum number of concurrent ENQ requests (Required-IF, as of R8 and R7 APAR
OAI1382)
= Before, you could zap the GRS vector table (GVT) to increase authorized and unauthorized maximums of concurrent ENQ
requests. Now, use new ENQMAXA and ENQMAXU keywords in GRSCNFxx parmlib member.
== Update the GRSQ setting in GRSCNFxx (Required-IF as of R8, and rolled back to R7 OA11382)
— GRSQ keyword is now only applicable to STAR mode and its default is CONTENTION.
== Ensure that GRSCNFxx is parsable for GRS=NONE (Required-IF, as of R8)

© 2007 IBM Corporation

Some BCP Migration Actions for z/OS VIR8 from z/OS VIR5 it

= Migration Actions Pre-First IPL:
=) Add more real storage if needed (Required-IF, as of R8)

== As of R8, z/OS supports up to 4 TB of real storage on single z/OS image.

== 7/OS R8 no longer supports the physical swapping of address spaces. (Physical swapping is the
process of moving all of the virtual storage of the addr space to aux or paging storage.)

== Elimination of physical swapping means that a portion of the address space must remain in real
storage. Therefore, may have performance implication if real storage is in very short supply or the
paging rate increases or both.

== Now: Analyze RMF reports from your pre-R8 system to see if a large number of physical swaps
occurred. Consider increasing the amount of real storage for z/OS R8 when physical swaps are a
frequent event in your configuration, or one or more swappable addr spaces own a large amount
of fixed frames that are being swapped out to aux storage on your current system.

== On R8: use RMF to monitor your use of real storage by examing the Unreferenced Interval Count
(UIC) value. The UIC values have changed in R8: higher the UIC, less contention in system. The
new maximum (65535) means there's ample frames available in the system. Low UICs means
system is storage constrained.

== May update automation on msg: IRA2051 50% AUXILIARY STORAGE ALLOCATED, to add
additional page data sets before a critical shortage occurs.

‘ © 2007 IBM Corporation
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Plan your migration to z/0S V1.8!

Some XL C/C++ Migration Actions for z/OS VIR8 from z/OS VIR5

> Migration Actions Pre-First IPL:
=) Increase the MEMLIMIT system parameter size to avoid abends
(Required-IF, as of R8)
— As of R8, the IPA link step uses 64-bit virtual memory, which may cause the
XL C/C++ compiler to abend if there is insufficient storage.
—May need at least 3000 MB above-the-bar storage.
— One way to increase the above-the-bar storage is to set your MEMLIMIT

value to be at leaset 3000 MB. /
),

© 2007 IBM Corporation
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Some Communications Server Migration Actions for z/OS VIR8 from z/OS VIR5 .

> Migration Actions You Can Do NOW:

=> |P Services: Remove ASSORTEDPARMS and KEEPALIVEOPTIONS statements from the
TCPIIP profile (Required-IF, as of R8)
— Migrate to new profile statements before z/OS R8

=> IP Services: Migrate from OROUTED to OMPROUTE (Required-IF, as of R7)
= Use OROUTED -c to make migration to OMPROUTE easier BEFORE migrating to R7!
— As of R7, if you want to use a daemon to support the RIP protocols, you must use OMPROUTE.

=> |P Services: Update profile is still using TN3270E server legacy statements (Required-IF, as of R8)

= QUEUESESSION, and three options on BEGINVTAM block: LUSESSIONPEND, MSGO07, and
TELNETDEVICE) are replaced by improved functions.
= Equivalent functions are available.
=> |P Services: Ensure that UDP port 514 is available to syslogd if not started with the -i option
(Required-IF, as of R8)
= If syslogd is configured to process log messages from a remote system daemon, and fails to bind
to UDP port 514, syslogd terminates.
== |f you start syslogd with the -i option, no changes to TCP/IP port reservations for syslogd.
== Otherwise, ensure that UDP port 514 is reserved for OMVS or (preferably) the job name under
which syslogd will run. Verify syslogd is bound to UDP port 514 with with netstat -o/allc
=> |P Services: Use the REXX FTP client APl from customized TSO/E REXX modules (Required-IF, as
of R8)
== As or R8, TSO/E REXX parm modules provide the REXX FTP client API.
== |If you customized the TSO/E REXX parm modules in a prev rel and now want to use the new
REXX FTP client, then migrate your customizations to the R8 level.
‘ © 2007 IBM Corporation

22
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Plan your migration to z/0S V1.8!

Some Communications Server Migration Actions for z/OS VIR8 from z/OS VIR5
> Migration Actions Pre-First IPL:
=> |P Services: Update /etc configuration files (Required-IF, as of R7 and R5)
== Update from /usr/lpp/tcpip/samples , to:
== for Policy Agent and Intrusion Detection Services in R8, put in a user directory.
== pagent_IPSec.conf, pagent_CommonlPSec.conf, and pagent_IDS.conf
== [etc/protocol : hopopt, encapsulating security payload, and authentication header
protocol was added in R7
== /etc/services : R7 APAR OAI12364 provides ability for JES to communicate NJE
work over TCP/IP.
== [etc/osnmpd.data : every release sysName MIB object is updated
IP Services: Run the TN3270E Telnet server as a separate address address space

(Recommended, as of Ré)
== Will be a requirement in the release following z/OS R8.

== Provides visibility and control over TN3270 function separate from the TCP/IP stack
|. set up a superuser with OMVS segment
2. associate user with telnet proc, using RACF STARTED class

3. change the priority of Telnet by assigning Telnet to a service class other than the default
SYSSTC class in the STC subsystem.

4. remove the TN3270E Telnet server profile statements from the TCP/IP profile. -g\
A

5. create Telnet proc, specify profile.

© 2007 IBM Corporation

23

HCD Migration Actions for z/OS VIR8 from z/OS VIRS5
> Migration Actions You Can Do NOW: \

<None>

> Migration Actions Pre-First IPL: B ' ﬂ

<None>

» Migration Actions Post-First IPL:

wy Ypgrade the IODF to V5 (Required if you want to make updates to the
IODF, and it's not yet at the V5 level, as of R7)

— Coexistence considerations with the V5 IODF! For back-level systems:

—Need OA07875 (HCD) to read from, IPL with, or dynamically activate a R5
IODF. CANNOT use the downlevel systems with this APAR to update the V5
IODF.

— Need BCP Allocation APAR OA08197 installed on back-level systems to IPL.
Without this compatibility code, systems below the z/OS R7 level which attempt
to use a V5 IODF will load WAITO0B0 RSNO02.

— Once your IODF is at V5, you must use z/OS R7 HCD libraries to
process any updates (STEPLIB or JOBLIB is fine).

‘ ©2007 IBM Corporation
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Some DFSMS Migration Actions for z/OS VIR8 from z/OS VIR5 _J

> Migration Actions You Can Do NOW:
m Redefine existing VSAM data sets that contain the IMBED, REPLICATE, and KEYRANGE attributes
b (Recommended)

— Determine which VSAM data sets were allocated with IMBED, REPLICATE, or KEYRANGE by using
tool IMBDSHIP.JCL.TRSD.

—Install the PTF for APAR OA10952. The PTF fixes the problem in which an exported copy of a VSAM
data set that has the IMBED or REPLICATE attribute (or both) does not remove the attribute when the
IMPORT is done.

=Schedule a time for the VSAM data sets to be unavailable, and redefine them.

—When support for IMBED and REPLICATE is removed and data sets are recalled or restored by
DFSMShsm or DFSMSdss, these attributes will be removed during the recall or restore and the data set
will be in a usable state.

=> Define new security profiles for DFSMShsm fast replication support (Required-IF, as of R8)

= FACILITY class resource names have been shortened for fast replication commands, so you
can specify the full names of copy pools. If you don't have the new profiles, hsm commands
fail!!!

= STGADMIN.ARC.FRBACKUP.* -> STGADMIN.ARC.FB.* , for instance

= Coex consideration: mixed releases in an HSMplex need to have both older and newer
policies. Don't convert on pre-R8 to newer policies until all systems are running R8, to
allow you to recover indiv ds from any copy pool backup version made on any system in
HSMplex.

© 2007 I1BM Corporation

Some DFSMS Migration Actions for z/OS VIR8 from z/OS VIR5
> Migration Actions Pre-_First IF‘L:
=> Use the new default for BLOCKTOKENSIZE in IGDSMSxx (Recommended, as of R8
— Added in R7, specifies whether applications that use certain system functions have to code
w BLOCKTOKENSIZE=LARGE on the DCBE macro before using large format data sets.
= Before: default was REQUIRE. Now: default is NOREQUIRE.
= If you do override the R8 default (and use REQUIRE), programs will have to have
BLOCKTOKENSIZE=LARGE explicitly coded on the DCBE macro in most cases to exploit large
format sequential data sets.
Use catalog search order, instead of JOBCAT and STEPCAT (Required-IF, as of R7)
=1In z/OS R7, JOBCAT and STEPCAT support has been removed. You can no longer enable or disable them.

> Migration Actions Post-First IPL:
= Ensure the integrity of SMS control data sets (Recommended)

= Update, translate, validate, and activate SMS policies from a R8 system, when in a mixed-level
sysplex

Avoid issuing commands against a copy pool from a pre-R8 system after the copy pool has been
converted to R8 format (Required, as of R8)

= In R8, you can dump to tape copy pool versions residing on DASD. This enh changes DFSMShsm
control ds records automatically first time you issue an FRBACKUP command against a copy pool
on R8. But from then on, the only FR command that can be successfully issued against a copy pool
from a pre-R8 system is FRRECOYV from DASD.

= Ensure you longer need to back up copy pools from any pre-R8 system before issuing an FRBACKUP

© 2007 IBM Corporation
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Some DFS Migration Actions for z/OS VIR8 from z/OS VIR5

> Migration Actions You Can Do NOW:
nﬁw Discontinue use of multi-file system aggregates (Required-IF, as of R8)

~ =Inz/OS R8, cannot mount any zFS file systems contained in multi-file
system aggregates shared in a sysplex. Will result in a failure, with msg
IOEZ00522E.

— Convert to zFS compatibility mode system aggregates.

» Migration Actions Post-First IPL:

=> Use the F OMVS command to stop the zFS physical file system
(Required-IF, as of R8)

— Before: to gracefully stop the zFS physical file system was STOP ZFS.
— Now: use F OMVS,STOPPFS=ZFS. STOP ZFS has been removed.

‘ © 2007 IBM Corporation
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Some JES2 Migration Actions for z/OS V18 from z/OS VIR5

uy Update JES2 exit routines due to the z/OS R7 structure
changes (Required-IF, as of R7)

e Some NJE and input service functions were moved from the JES2 AS to the
application AS. Results in improved performance, reliability, failure isolation,
and outage avoidance. This can break processing done by the following JES2

exits:
— Exits 2, 3, 4, 7, 20, 39, 46, and 47 are not called for INTRDRs and NJE/TCP
processing.
— Exit 8 is now called for INTRDR and NJE/TCP processing. \‘ v Y »
— Exits 36 and 37 now get control in a different address space for INTRDR ande-— -
NJE/TCP processing. These are pre-SAF and post-SAF exits. v ‘

— Exit 13 has been deleted.
— Exit 49 has new function and is being called for $S J] commands.
— Exit 40 can now be used to control NJE mail notification (function that was in
exit 13).
— The input to exits 2, 3, 4, 20, 46, and 47 has changed significantly.
e Read "JES2 z/OS 1.7 Exit Migration Guide" on web for important information!
= http://lwww.ibm.com/servers/eserver/zseries/zos/installation/zos|7_jes2_migration.html

‘ © 2007 IBM Corporation
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Some JES2 Migration Actions for z/OS V18 from z/OS VIR5
I

m Update procedures because of changed input processing (Required-IF,

as of R7)

® Input processing was rewritten, thus this change may affect your applications and procedures.

—JCL/JECL processing: more details on errors, parsing of operands conforms to standard JCL
rules (some previous errors may now run correctly)

—SYSIN data processing: SYSIN ds properly handles carriage cntl, var recfm, and SYSIN up
to 32KB long. Jobs that work on z/OS R7 may fail in prior releases. Submitted jobs from R7
will exec correctly w/ a mixed-level MAS.

= Internal reader processing in requestor AS: Moved from JES2 AS to AS that allocated the
internal reader. Higher CPU and 10 now associated with the owning AS. Processing occurs
at dispatching priority of the requestor and not JES2's priority, thus lower priority AS may
not submit jobs as fast as higher priority AS.

= Buffer of data in internal readers: Now, job cards are processed as soon as they are passed
to the internal reader. No buffering of data, and the internal reader data space no longer
exits.

— Internal reader messages in JOB log: Input processing msgs are issued in the submitting AS
and placed in the JOB log (JESMSGLG) of the submitting AS. Increases size of the JOB log.
May want to spin or suppress the JOB log.

= Internal reader processing when JES2 AS fails: JES2 AS used to discard job on an internal
reader when JES2 AS abnormally terminated. Now, JES2 tries to retain jobs that are active
on an internal reader when JES2 terminates.

‘ © 2007 IBM Corporation
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Some Language Environment Migration Actions for z/OS VIR8 from z/OS VIR5
> Migration Actions Pre-First IPL:
=> Determine the impact of changes to default run-time options (Required-IF, as of RB%
— Changes to the run-time options in R8: DYNDUMP is a newly added option.
= No changes in R6 or R7!
= if you are using assembler modules to specify your installation-wide run-time options (for

CEEDOPT, CEECOPT, or CELQDOPT), then you must change them for the new R8
DYNDUMP option.

=If you are using CEEPRMxx (introduced in z/OS R7) and the default specification for the
newly added DYNDUMP option is acceptable to you, then no migration action is required!

=> Determine the impact of the DYNDUMP run-time option (Required, as of R8)

= New option adds the ability to write IPCS-readable dumps automatically. Default supplied
by IBM does not affect the behavior when an application error results in a U4039 abend.
However, the supplied default affects all other U40xx abends.

= Before: a system dump was only written for the U40xx abends when a SYSUDUMP,
SYSABEND, or SYSMDUMP ds was allocated.

= As of R8: regardless of whether a SYSUDUMP, SYSABEND, or SYSMDUMP data set is
allocated, a dump is written to the hlq specified in the DYNDUMP run-time option. You
can turn off this new first failure data capture behavior by specifying NOTDUMP (whereas
TDUMRP is the default) as the value for the third suboption of DYNDUMP. The default hiq
(*USERID) might also need to be adjusted for your installation.

= Applicable to CEEDOPT and CELQDOPT only (ignored in CICS environment).

‘ © 2007 IBM Corporation
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Some z/OS UNIX Migration Actions for z/OS VIR8 from z/OS VIR5

» Migration Actions You Can Do NOW:
=> Use new COMPAT default with binding with c89 (Recommended, as of R8)
= As of R8, c89 will no longer override the binder's COMPAT default! (btw, z/OS R8 introduces
PMS level, PM4 was introduced back in z/OS R3. Programs created with a lower COMPAT
level can run in more environments.)
= Add to /etc/profile c89 section: export ${ CMP} OPTIONS="-WIl,compat=unspec"
=> Update BPXBATCH jobsthat specify MVS data sets (Required-IF, as of R8 and back OA11699)
= Before: only USS files could be used for STDOUT/STDERR DD - no faiures given -> /dev/null
= As of R8: MVS data sets can be used for STDOUT/STDERR DD. Ensure that any MVS ds are
intended to be used for STDOUT/STDERR. S

» Migration Actions Pre-First IPL:
® Update config files changed by IBM (Required, as of R8) - /etc/profile, and /etc/ohelp.ENU
=> BPXPRMxx SHRLIBMAXPAGES parameter is no longer used as a limit because user shared
library objects are no longer supported (Required-IF as of R8). Ignored, if specifiied.
=> Migrate from HFS to zFS (Recommended)
=> At R7, zFS is allowed in all levels of file system hierarchy (including root!).
=> Support for the HFS file system has been stabilized and you are encouraged to migrate to the
zFS file system for better performance, but IBM has not announced removal of support for the
HFS file system.
=> Use the handy ISPF-based tool, BPXWHZ2Z, available as of R7.

© 2007 IBM Corporation
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Migration Actions Not to Overlook!

5y DFSMShsm copy pool R8-format coexistence- R8 FRBACKUP command converts &;
R8-format, then, only command on pre-R8 system is FRRECOV from DASD.
4 z/OS R7 DFSMS JOBCAT/STEPCAT support removed.
== Use the MODIFY CATALOG,ENABLE(JOBSTEPCAT) on R5 to turn support back
on (for now!)
4y z/OS R7 JES2 Z2 - must be in Z2 mode!
4y z/OS R7 JES2 Exit and Input Processing changes
—Internal reader processing moved from JES2 address space to address space that
allocated the internal reader.
4, z/OS R7/R8 BCP |-byte Console ID support removal
W — Use the Console ID Tracking Facility, introduced in z/OS R4 Consoles Enhancement
feature with the latest exclusion list now.
= Final removal of |-byte Console IDs in z/OS R8
z/OS R7 XL C/C++ does not ship the OS/390 R10 Compilers
= Move to the ISO C/C++ compilers now, may still use OS/390 R10 compilers from prior
system.
4y z/OS R7 HCD IODF V5 Coexistence considerations with lower systems
4u z/OS R6 Architecture Level Set - must be z/Architecture mode
= Use the z/Architecture checklist provided.

© 2007 IBM Corporation
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Future Migration Actions Not to Overlook

uy, Remove your dependency on the C/C++ IBM Open Class
(10C) Dynamic Link Libraries (DLLs)

— Use the Standard C++ Library instead
—Removed in the release after z/OS R8

m’i Run the TN3270E Telnet server as a separate address
address space

= Must do this before the release after z/OS R8
m’ri z/OS DFSMS Imbed, Replicate, Keyrange removal in a
future release.
e Use the IMBDSHIP tool, and install PTF for APAR OA10952 now!

w!;.‘.‘.’i Start your conversion from HFS to zFS after you migration
to z/OS R8

—Use z/OS R7's tool, BPXWH2Z to help.

© 2007 IBM Corpogticé

Summary: Plan your migration to z/OS V1.8!

® z/OS Coexistence- z/OS V1R5 through z/OS V1R8 supported.
e z/OS V1RY still orderable in SystemPac, if you need it
* Removed Functions since z/OS V1R6

o JES2 R4 mode, JOBCAT/STEPCAT, OS/390 R10 C/C++ Compilers, 1-byte console IDs, zFS multi-file
system aggregates from share fs, Firewall Technologies,

e Future: TN3270 in TCP/IP stack, run-time support for C/C++ IBM Open Class DLLs, old VSAM attributes,
zFS multi-file system aggregates.

o Coexistence System Requirements - use the EPSPT tool to help!
o IBM Migration Checker for z/OS can assist you!
o Migration Actions for z/OS V1RS:
© 2/OS General - enough XCF groups, new and old data sets, new address spaces, ...
o BCP - 1-byte console id removal, master console removal, 4TB real changes, ...
o XL C/C++ - MEMLIMIT at least 3000MB for IPA link step
o Communications Server - obsolete statements from TCP/IP profile, UDP 514 available,...
o HCD - IODF V5 coexistence consideration
o DFSMS - new security profiles for hsm fr commands, FRBACKUP command changes, ...
o DFS zFS - use compatibility-mode aggregates, don't use STOP ZFS, ...
o JES2 - exit changes, changes in input processing, ...
e Language Environment - new DYNDUMP run-time option
® z/OS UNIX - COMPAT option for c89, HFS to zFS conversion, ...
= Review the z/OS Migration book, for a complete list of z/OS V1R8 migration actions!

© Copyright IBM Corporation, 2007
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» Thank you

» Questions and Answers
e Marna Walle, IBM z/OS System Build and Install
e mwalle@us.ibm.com

e John Eells, IBM z/OS Technical Marketing
e eells@us.ibm.com

e Amy Tobenkin, IBM WW System z SW Sales
¢ altoben@us.ibm.com

e Gita Grube Berg, IBM z/OS Marketing
e ggberg@us.ibm.com
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The following portion of this document
includes more details on the information
presented during the teleconference.

The slides are repeated to show the context
of the additional material.

© Copyright IBM Corporation, 2007 April 2007
Page 20 of 128



Plan your migration to z/OS V1.8!

Plan your migration to
z/OS V1.8!

Marna Walle
z/OS System Build and Install
mwalle@us.ibm.com

l?&L

<
April 2007 AR~ é,
pri cﬂ “:0 ‘._1..-.. _ ‘

Copyright IBM Corporation

Plan your migration to z/OS V1.8!

This discussion will cover many of the technical installation requirements for your z/OS V1R8 migration. Included will be:

*Highlights of what functions have been removed since z/OS V1R6, and some important removals in the future to
prepare for now

*Ordering information for z/OS V1R8 (and also for z/OS V1R7!)
*Coexistence requirements for z/0OS V1R8 and beyond
*Some helpful new tools, for coexistence checking and migration assistant

*Selected migration actions from BCP, XL C/C++, Communications Server, HCD, DFSMS, DFS zFS, JES2,
Language Environment, and z/OS UNIX

The general availability date for z/OS V1 R8 occurred on September 29, 2006.

© Copyright IBM Corporation, 2007 April 2007
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Plan your migration to z/OS VI.8! Agenda

» z/OS Coexistence-Migration-Fallback-Service Policy
® z/OS Coexistence-Migration-Fallback

» Ordering z/OS VIR8 (and z/OS VIR7)

» Positioning for z/OS VIRS:
e Highlights of Removed Functions since z/OS VIR6
e Ensuring System Requirements are Satisfied
— Driving and Target System Requirements
e Coexistence System Requirements
—EPSPT Programmatic Help with Coexistence Fixes!
e |[BM Migration Checker for z/OS

> Migration Actions for z/OS VIRS:

—12/OS General ltems —DFSMS
—-BCP = Distributed File Service - zFS
—XL C/C++ -JES2
_ L. —Language Environment
Communications Server —2/0S UNIX

-HCD

© 2007 IBM Corporation
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Related Publications:

® Z7/0S and z/OS.e Planning for Installation (GA22-7504)
z/0S Introduction and Release Guide (GA22-7502)
z/OS Program Directory (n/a)

z/0OS License Program Specifications (GA22-7503)
z/OS Migration (GA22-7499)

z/OS MVS Planning: Operation (SA22-7601)
z/OS MVS Initialization and Tuning Reference (SA22-7592)
z/0OS UNIX System Services Planning (GA22-7800)

ServerPac: Using the Installation Dialog, (SA22-7815)
Handy Internet Web Pages:

z/OS Summary of Interface and Message Changes (SA22-7505)

zSeries Platform Test Report for z/OS and Linux Virtual Servers (formerly, the z/OS Parallel Sysplex Test Report)

ServerPac: Installing Your Order (no order number; custom-built to your order)

URL

DESCRIPTION

http.//www.ibm.com/servers/eserver/zseries/zos

IBM z/OS home page

http://www.ibm.com/servers/eserver/zseries/zos/servicetst/

Consolidated Service Test (CST) home page

http://www.ibm.com/servers/eserver/zseries/zos/installation/

z/OS Installation

http.//www.ibm.com/servers/eserver/zseries/zos/support/zos_eos _d
ates.html|

End of Service dates for z/OS releases

http.//www.ibm.com/servers/eserver/zseries/zos/integtst/

zSeries Platform Test web page

http.//www.ibm.com/servers/eserver/zseries/zos/bkserv/

z/OS Library web page

http://www.redbooks.ibm.com/

IBM Redbooks web page

http.//www.ibm.com/support/techdocs/atsmastr.nsf/Web/Flashes

IBM Systems Center Flashes

http.//www.ibm.com/servers/eserver/zseries/zos/support/

z/OS Technical Support

http.//www.ibm.com/servers/eserver/zseries/zos/wizards/

z/OS Wizards

http.//www.ibmlink.ibm.com/

IBMLink web page

http.//www.ibm.com/servers/eserver/zseries/software/swinfo/

US Packaged Offerings web page

http.//service.boulder.ibm.com/390hdmvsinst.html|

ESO Overview

http.//service.boulder.ibm.com/390holddata.html

Enhanced HOLDDATA web page

http://www.ibm.com/servers/eserver/zseries/software/swinfo/pdo.htm

CBPDO web page

http.//www.can.ibm.com/custompac or
http://www.ibm.com/ca/custompac

CustomPac (including SystemPac) web page

http.//www.ibm.com/software/shopzseries

ShopzSeries home page

http.//www.ibm.com/support/operations/us/order_delivery/
order_delivery.shtml

IBM Order Status homepage

http.//www.ibm.com/servers/eserver/zseries/zos/software/isv18.html

Software Dev. Supporting z/OS V1.8 web page

http.//www.ibm.com/servers/eserver/zseries/swprice/

IBM System z Software Pricing: home

http://www.ibm.com/servers/eserver/zseries/swprice/znalc.html

IBM System z Software Pricing: zNALC

http.//www.ibm.com/servers/eserver/zseries/zos/zos_sods.html

z/OS statements of direction web page

http.//www.ibm.com/servers/eserver/zseries/library/whitepapers

z/OS Technical white papers

http.//www.ibm.com/servers/eserver/zseries/zos/installation/zos17_j
es2_migration.html

JES2 Migration web page

http://www.ibm.com/software/network/commserver/zos/

z/OS Communications Server web page

http.//www.ibm.com/s390/java

z/OS Java web page

IBM Education:

IBM courses are available for z/OS. For schedules and enrollment on the world wide web, IBM Global Campus URL:

http://www.ibm.com/services/learning/ .

© Copyright IBM Corporation, 2007
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\
. . . . N0
Highlights of Removed Functions since z/OS VIRé6 Ys.
¢ o=

JES2 "compatibility” R4 mode Base Element - to avoid a cold start, you must SACTIVATE | as of ZZOS R7, =
(from JES2) to convert the JES2 checkpoint to z2 mode before installing ﬂ

2/0S R7 L)
JOBCAT and STEPCAT facilities Base Element - any remaining JCL that use JOBCAT or as of z/OS _z%
(from DFSMSdfp) STEPCAT must change R7 ()
0S/390 R10 level of the C/C++ Priced Feature - move to the ISO 1998 Standard level of the | as of z/OS
compilers (from C/C++) compilers (introduced in z/OS R2) R7
One-byte console IDs on macro Base Element - Use console names, instead of one-byte as of zZOS |
interfaces and operator commands | IDs. Use Console ID Tracking Facility to identify one-byte ID | R7 e
(and TRACK, ... commands) (from | usage, supplied as of z/OS R4 Consoles Enhancement @
BCP) feature. [
Any remaining one-byte console ID | Base Element - Use console names instead of one-byte as of ZZIOS R&.
support (from BCP) console IDs m

[\ ]

zFS multi-file system aggregate Base Element - zFS compatibility mode aggregates (which as of z/OS R8
shared across a sysplex (from have a single file system per data set) will continue to be
Distributed File Service) supported in all environments.
Firewall Technologies (from Base Element - Many Firewall Technologies functions have | as of z/OS R8
Integrated Security Services) been been long stabilized and can be replaced w/ Comm

Server functions (IPSecurity). Some functions won't have

replacements.

e = donlt overlookl )07 IBM Corporation
- 3

Withdrawn in z/OS R6 (last delivered in z/OS R5)
This section lists items that were withdrawn in z/OS R6. You should take this into account as you plan your migration to

z/OS R8. The removal of these functions may have migration actions which you can perform now, in preparation for z/OS
R8.

®* The C/C++ ISPF panels, which include panels for C/C++ foreground compiles, C/C++ background compiles, and help

panels for these compiles, are removed in z/OS V1.6. The z/OS C/C++ compiler can be invoked through z/OS UNIX,
using JCL, and under TSO/E.

z/OS base element Language Environment's use of run-time library services (RTLS) is withdrawn in z/OS V1.6. This
function is used primarily in run-time migration. Given the stability and the upward compatibility being provided by the
Language Environment run-time library in recent releases of 0S/390 and z/OS, this functionality is no longer required.
The Dynamic Link Library (DLL) Rename Ultility, part of z/OS Language Environment, is removed in z/OS V1.6. This
utility is used to package and redistribute IBM-supplied DLLs with applications. Since 0OS/390 V1R3, the C/C++ DLLs

have been licensed with the OS/390 and z/OS base operating system. Therefore, the DLL Rename Utility is no longer
required.

® z/OS Communications Server support for the SMIv1 version of the SNMP IBM MVS TCP/IP Enterprise-specific MIB
module is eliminated in z/OS V1.6. Support will continue for the SMIv2 version of this MIB module. For customers who
want to continue using SMIv1, publically available tools can be used to convert an SMIv2 MIB module to an SMiv1
MIB module.

Effective with z/OS V1.6, IBM has removed the base element, Distributed Computing Environment (DCE) Application
Support, from z/OS. DCE Application Support facilitated the interaction between DCE clients and CICS or IMS
regions. With the continued evolution of technology and accompanying changes in the marketplace, there is no need
for this support. If similar function is required, IBM recommends that customers use IBM WebSphere. The DCE Base
Services element, which provides services for developing and running client/server applications, is planned to
continue to ship with z/OS.

Effective with z/OS V1.6, IBM has removed the base element, Encina Toolkit Executive from z/OS. Encina Toolkit
Executive provided a set of tools for developing client components of distributed transactional applications. Over time,

© Copyright IBM Corporation, 2007 April 2007
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the marketplace has moved to other technologies. This element, an enabler for DCE Application Support, is another
obsolete element of z/OS V1.6 and is no longer be provided. There will be no replacement.

With z/OS V1.6, Text Search is no longer made available as a base element of z/OS. Instead, it will be made
available for Web download as z/OS and z/OS.e Text Search under a restricted license. This is a change to the
statement of direction made in Software Announcement 203-266 (RFA38767), dated October 7, 2003, which stated
that with z/OS V1.6, the Text Search base element would be removed and no replacement would be provided. The
Text Search element has been removed from the z/OS product. However, the Text Search function is still required
and licensed for use only for DB2(R) UDB Text Extender feature of DB2 Universal Database for z/OS, Program
Number 5625-DB2, as a Web deliverable named z/OS and z/OS.e Text Search. Before you use the DB2 UDB Text
Extender feature, you must download and install the z/OS and z/OS.e Text Search Web deliverable on z/OS V1.6.
Notable change: Starting with z/OS V1.7, the z/OS and z/OS.e Text Search Web deliverable is no longer available
as a z/0OS Web deliverable. Instead, the Text Search function is provided by Web download from the DB2 UDB Text
Extender Web support site:

http://www.ibm.com/software/data/db2/extenders/text/te390/

Withdrawn in z/OS R7 (last delivered in z/OS R6)
This section lists items that were withdrawn in z/OS R7. You should take this into account as you plan your migration to
z/OS R8. The removal of these functions may have migration actions which you can perform now, in preparation for z/OS

R8.

From base element JES2, IBM removes support for JES2 compatibility mode (R4). As of z/OS R7. JES2 will no
longer support compatibility with pre-z/OS V1.2 systems. The $ACTIVATE command, which converts the JES2
checkpoint from z2 mode to R4 mode (compatibility mode), will be removed. Before installing z/OS R7, you must do
one of the following:

* Use the $ACTIVATE command to convert the JES2 checkpoint to z2 mode

* Offload the SPOOL, cold start JES2 z/OS R7, and reload the jobs on the new SPOOL

From base element DFSMSdfp, IBM removes the DFSMSdfp JOBCAT and STEPCAT facilities as of zZOS R7. The
JOBCAT and STEPCAT facilities have been in existence for many years, predating the introduction of ICF (integrated
catalog facility) catalogs. JOBCAT and STEPCAT were designed to address some of the functional shortcomings of
VSAM catalogs, such as:

O VSAM volume ownership, that is, all data sets on a volume having to be in the same VSAM catalog. Multiple
catalogs could not point to data sets on the same volume.

O Performance problems resulting from no multilevel alias support, as well as lack of ability to subset catalog data
for recovery purposes.
O Restrictions in the definition of the catalog SVC interface.
The introduction of ICF catalogs in the mid-1980s and other catalog enhancements (such as the multilevel alias
support) directly addressed those problems. In addition, processes were developed for system build to use system
specific aliases instead of JOBCAT or STEPCAT. CBIPO introduced these processes and they are used today by
offerings such as ServerPac to create data set entries in the new master catalog of the system being built.
At the time ICF catalogs were introduced, the JOBCAT and STEPCAT facilities were functionally stabilized. Neither
SMS-managed data sets nor UCBs above the 16 megabyte line may be used with JOBCAT or STEPCAT. ICF
catalogs contain sufficient functional capabilities that all functions that previously could only be performed with
JOBCAT or STEPCAT can now be done without them.
Furthermore, the use of JOBCAT and STEPCAT can actually cause significant problems. Data sets are generally
not cataloged according to the normal predictable search order when JOBCAT or STEPCAT is used. This impacts
the ability to do comprehensive installation storage management and can increase staff requirements. For
example, interval migration and recall using DFSMShsm is effectively unusable when the data sets cannot be
found using the standard catalog search order. The use of JOBCAT and STEPCAT can also result in noticeable
increases in the time required to perform catalog requests.
Due to ISAM's limited functionality and the capabilities of VSAM, particularly VSAM data sets in extended format,
z/OS V1.6 was the last release in which DFSMS ISAM and the utility program, IEABISAM, was available. IBM has
provided the ISAM Compatibility Interface (ISAM CI) which allows users to run an ISAM program against a VSAM
KSDS data set. Details on using this interface and procedures for converting ISAM data sets to VSAM data sets can
be found in Appendix E of Using Data Sets. This compatibility interface program continues to be provided as part of
DFSMS and is not discontinued with the ISAM removal from DFSMS.
From optional feature C/C++ without Debug Tool, IBM has removed the OS/390 R10 level of the C/C++ compilers
from z/OS R7. The OS/390 R10 C/C++ compilers were shipped as an aid to migration to the C/C++ compilers that
were introduced in z/OS V1R2. The z/OS V1R2 level of the C++ compiler supports the ISO 1998 Standard level of
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C++. For information about migrating from the older to the newer level of the compilers, see z/OS C/C++ Compiler
and Run-Time Migration Guide.

Previously, the CMB= parameter specified the 1/0 device classes for which measurement data was to be collected, in
addition to the DASD and tape device classes. It also allowed you to specify the number of channel measurement
block (CMB) slots to reserve for adding more devices with an ACTIVATE. As of the z990 Exploitation feature on z/OS
R4, the system ignores the CMB and uses instead the measurement data in the extended channel measurement
block (ECMB). As a migration action since then, you must convert user-written programs that make use of the CMB
to make use of the ECMB, and contact ISVs to obtain updates to ISV programs that use the CMB. The type of
programs especially likely to use the CMB are monitor programs. If ISV support is not available, you could have
specified ECMB=NO in parmlib member IEAOPTxx as a circumvention until the ISV support is available. See APAR
OA06164 for additional details. The ECMB=NO circumvention has been removed in z/OS R7, so have plans in place
to discontinue this usage before migrating to z/OS R7.

One-byte console IDs are removed from macro interfaces and operator commands in z/OS R7. You are not allowed
to specify one-byte console IDs on macros (such as WTO/WTOR), or on such operator commands as D C,CN=or D
PFK,CN=. You should use console names instead. A service called the Console ID Tracking Facility is available to
help you identify one-byte ID usage. The use of console names is already a best practice on OS/390 and z/OS. For
information about Console ID Tracking facility, see zZOS MVS Planning: Operations.

In addition, the TRACK command, as well as the commands STOPTR, CONTROL T, CONTROL D,U, CONTROL
D,H, and MSGRT TR=A are removed in z/OS R7.

The z/OS Optional Source media feature is not offered as of z/OS R7. The last release offering these materials was
z/OS R6. These features contain macros and source code for some programs in the z/OS BCP, BDT base, BDT SNA
NJE, BDT File-to-File, DFSMS, MICR/OCR, BCP JPN, and Security Server RACF elements.

In z/OS R7, support for OROUTED has been removed from Communications Server. You should use OMPROUTE
as your dynamic routing daemon.

Withdrawn in z/OS R8 (last delivered in z/OS R7)
This section lists items that were withdrawn in z/OS R8. You should take this into account as you plan your migration to
z/OS R8. The removal of these functions may have migration actions which you can perform now, in preparation for z/OS

R8.

z/OS R7 was the last release to allow mounting zFS file systems contained in multi-file system aggregates that are to
be shared across systems in a sysplex. IBM has previously recommended that these multi-file system aggregates not

be shared in a sysplex environment. Attempts to mount zFS file systems contained in multi-file system aggregates will
fail in a z/OS UNIX shared file system environment. Mounting zFS compatibility mode aggregates, which have a
single file system per data set, will continue to be supported in all environments.
z/OS R7 was the last release to include the Firewall Technologies component of the Integrated Security Services
element. Many Firewall Technologies functions have been stabilized for some time and can be replaced using
comparable or better functions provided by or planned for Communications Server, notably, IPSecurity. In addition, a
functionally rich downloadable tool is planned to replace the IPSecurity and IP Filtering configuration GUI support.
The following functions will be removed without replacement:
* FTP Proxy services
® Socks V4 services
* Network Address Translation (NAT)
* RealAudio (TM) support
z/OS R7 was the last release in which z/0OS Communications Server will support the following functions, after which
they will be removed from the product:
* TCP/IP configuration profile block definition statements:

* ASSORTEDPARMS

* ENDASSORTEDPARMS

* KEEPALIVEOPTIONS,

* ENDKEEPALIVEOPTIONS
Equivalent capability is provided for the ASSORTEDPARMS statements by the GLOBALCONFIG,
IPCONFIG, TCPCONFIG, and UDPCONFIG statements. Equivalent capability is provided for the
KEEPALIVEOPTIONS statements by INTERVAL and SENDGARBAGE on the TCPCONFIG statement. For
information on TCP profile and configuration statements, refer to z/0S Communications Server IP
Configuration Reference.
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* The SNMP Service Level Agreement (SLA) Version 1 MIB and the PAGTSNMP subagent. In z/OS V1.5,
Communications Server provided a new SNMP SLA Version 2 MIB and NSLAPM2 subagent. IBM recommends
that you migrate to the new Version 2 MIB and NSLAPM2.

* The option of defining parallel Enterprise Extender TGs by specifying multiple SAP addresses. Beginning in z/OS
V1.5, parallel EE TGs may be defined by using different EE VIPAs on one (or both) of the endpoints.

¢ AnyNet. You may implement other IBM solutions such as Enterprise Extender (EE) as a replacement for AnyNet.

In z/OS R8, the remaining support for one-byte console IDs was removed from control blocks CIB, CSCB, ORE,

WQE, XSA. This completes the removal of one-byte console IDs in z/OS. Instead of using one-byte console IDs,

console names should be used.

Support for the following plug-ins for msys for Setup was withdrawn in z/OS R8: TCP/IP Services, z/OS UNIX System

Services, Language Environment, Parallel Sysplex, ISPF, and RMF. You will not be able to use msys for Setup for

function enablement, setup, or configuration of these areas of z/OS. The DB2 V8 msys for Setup plug-in is unaffected

and remains available for setup and configuration of DB2. The TCP/IP plug-in will continue to be available for
download via the Web and will no longer require msys for Setup. IBM intends to continue to deliver improvements to
help with z/OS setup and configuration in the future.

z/OS R7 is the last release to support the z/OS msys for Operations element. msys for Operations has been removed

from z/OS V1.8. IBM plans to transition many of the current msys for Operations functions to a new user interface and

infrastructure in a future release of z/OS.
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Functions Planned to be Withdrawn in the future

Host communication between HCM Priced Feature - Only TCP/IP for host communication Planned for
and HCD with APPC (from HCM) between HCM and HCD will be allowed. (Currently both release in
TCP/IP and APPC are supported.) 2007
In-stack version of TN3270 Server Base Element - use standalone TN3270 Server instead Planned for =
(from Communications Server) (introduced in z/OS R6) relase in (V9
2007 L@
APPC Application Suite in Base Element - more full-featured alternative applications Planned for
Communications Server exist in modern integrated SNA/IP networks. (APPC itself release in
remains an integral part of SNA functions, and no plans to 2007
remove APPC from z/OS.)
Run-time support for applications Priced Feature - Any application code that uses the IOC Planned for
that use the C/C++ IBM Open Class Library should migrate to use the Standard C++ Library release in W
(I0C) Dynamic Link Libraries (DLLs). 2007 L“J
Support for VSAM data sets with Base Element - plan to redefine any affected VSAM data Future )
IMBED, REPLICATE, or KEYRANGE sets. Use tool to assist in identifying affected VSAM data ) Y
attributes (from DFSMS) sets. ) )
zFS multi-file system aggregates Base Element - zFS compatibility mode aggregates will still | Future
(from Distributed File Service) be supported
by
Ligj

y © 2007 IBM Corporation
e — v
_ )y, = don't overlook! .

Planned for removal in the release following z/OS R8

This section lists items that IBM has announced it intends to remove in release following z/OS R8. You are encouraged to
consider these removals when making your plans for system upgrades. These statements represent IBM's current
intentions. IBM development plans are subject to change or withdrawal without further notice.

z/OS R8 is planned to be the last release that supports host communication between Hardware Configuration
Manager (HCM) and Hardware Configuration Dialog (HCD) elements via Advanced Program to Program
Communication (APPC). Today for host communication either Transmission Control Protocol/Internet Protocol
(TCP/IP) or APPC are supported. Starting with the z/OS release available in 2007, the host communication will be
done exclusively via TCP/IP.

z/OS V1R6 Communications Server and subsequent releases include a standalone TN3270 Server. This standalone
TN3270 server is expected to provide increased flexibility, improved reliability, and simplified problem diagnosis as
compared to the in-stack version of the TN3270 Server. z/OS R8 is planned to be the last release of z/OS
Communications Server which will support the in-stack version of the TN3270 Server. After z/OS R8 this capability
will be removed from the product. In preparation for that change, customers should consider implementing the
standalone TN3270 Server. For more information, refer to
http://www.ibm.com/software/network/commserver/zos/

The Communication Server APPC Application Suite is a set of common applications originally designed to enhance
the value of SNA networks for end users. Since more full-featured alternative applications exist in modern integrated
SNA/IP networks, z/OS R8 is planned to be the last release of z7OS Communications Server which will include the
APPC Application Suite. After z/OS R8 the APPC Application Suite will no longer be shipped with the product, and will
not be supported. However, note that APPC itself remains an integral part of zZOS Communications Server's SNA
functions, and there are no plans to remove APPC from z/OS. For more information please refer to

http://www.ibm.com/software/network/commserver/zos/ .

Consider the following alternatives to the Communications Server APPC Application Suite:
* For A3270, consider migrating to TN3270. TN3270 provides a much richer capability assuming IP connectivity
exists between the client and server.
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* For APING, use the DISPLAY APING command that has been provided as a native VTAM command for many
years.

* A number of other IBM and vendor products provide SNA file transfer capability (such as NetView FTP) which can
be used to replace AFTP. TCP/IP's FTP capability is also a good alternative if an IP infrastructure is in place
between the client and server.

z/OS R8 is planned to be the last release to include the C/C++ IBM Open Class (IOC) Dynamic Link Libraries (DLLs).

Application development support for the C/C++ |OC Library was withdrawn in z/OS R5. The run-time support (DLLSs)

for applications that use the 10C Library is planned to be removed in the z/OS release available in 2007. Applications

that are dependent on the IOC Library will not run starting with the z/OS release available in 2007. IBM has previously
recommended that customers with application code that uses the IOC Library migrate to the Standard C++ Library.

The publication IBM Open Class Library Transition Guide was published with z/OS 2 V1.2 C/C++ as a reference for

customers migrating their code from the IBM Open Class Library to the Standard C++ Library. You can get this guide

by visiting http://www-1.ibm.com/support/docview.wss?rs=32&org=SW&doc=7001423&loc=en-us

Planned for removal in a future z/OS release

This section lists items that IBM has announced it intends to remove in a future z/OS release. You are encouraged to
consider these removals when making your plans for system upgrades. These statements represent IBM's current
intentions. IBM development plans are subject to change or withdrawal without further notice.

In a future release the support for BIND DNS 4.9.3 will be removed from Communications Server. Customers should
implement BIND DNS 9.2.0 as a replacement. BIND DNS 9.2.0 is included in the product beginning with z/OS V1.4.
Customers exploiting the Connection Optimization (DNS/WLM) feature of BIND 4.9.3 should investigate alternative
solutions, such as the Sysplex Distributor function.

The English and Japanese ISPF panels will be removed from DFSORT in a future release. This limited function
interactive facility will no longer be provided, and there will be no replacement.

From DFSMS, support for the VSAM IMBED, REPLICATE, and KEYRANGE attributes will be withdrawn in a future
release. No supported release of z/OS allows you to define new VSAM data sets with these attributes. Using them for
existing data sets can waste DASD space and can often degrade performance. When this support is withdrawn, you
will not be able to process data sets with these attributes. It is best to plan for this removal now, with the aid of a tool
that will help you identified affected data sets.

A tool is available for download to help identify VSAM data sets that contain the obsolete attributes IMBED,
REPLICATE, or KEYRANGE. It is available from the software server (ftp.software.ibm.com) in the s390/mvs/tools
directory as IMBDSHIP.JCL.TRSD. This will need to be downloaded in binary format and untersed using TRSMAIN.
Note that this tool is provided as is. Instructions for use of the tool are included in the downloaded JCL.

Note that while no announcement has been made of the specific date or release that data sets with these attributes
will no longer be able to be opened, it would be prudent to use this tool to identify the data sets in your installation and
begin converting them to versions that do NOT contain these attributes. IMBED and REPLICATE were intended as
performance improvements which have been obsoleted by newer cached DASD devices. Striped data sets provide
much better performance than KEYRANGE, and should be viewed as a candidate for any existing KEYRANGE data
sets.

In a future release, IBM plans to withdraw support for zFS multi-file system aggregates. When this support is
withdrawn, only zFS compatibility mode aggregates will be supported. (A zFS compatibility mode aggregate has a
single file system per data set.)

IBM plans to replace the RMF LDAP backend in a future release of the operating system. The RMF LDAP interface
currently allows access to RMF performance data from application programs. This functionality will be replaced with a
Common Information Model (CIM) Monitoring interface which has been provided since z/OS R7.

© Copyright IBM Corporation, 2007 April 2007
Page 29 of 128



Plan your migration to z/OS V1.8!

z/OS Ordering and Deliverables

9/05 9/|06 I 9/(?7 9/08
|
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* z/0S R.. planne
‘

z/0S V1R8 orderable starting:
9/15/06

ServerPac planned ordering
ends: 10/07

% 2990 Exploitation Support for z/0S R4 Web deliverable,

Enhancements to Cryptographic Support for z/0S V1R6/R7
% Web deliverable (FMID HCR7731), available starting 5/26/06.

IBM zIIP for z/OS and z/0S.e VIR6/R7 Web deliverable,

z/0S V1R7 orderable started: 9/16/05
ServerPac ordering ended: 10/23/06
SystemPac still orderable!

. available starting 6/30/06.
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z/0S Ordering and Deliverable Key Dates

Key Dates for z/OS R7 and z/OS R8 ordering:

* September 16, 2005: General availability of Cryptographic Support for z/OS V1R6/R7 and z/OS.e V1R6/R7 Web
deliverable (FMID HCR7730). This Web deliverable supports z/OS and z/0S.e V1.6 and V1.7.

¢ September 30, 2005: General availability of IBM Health Checker for V1R4/R5/R6 of z/OS and z/OS.e Web
deliverable. This Web deliverable supports z/OS and z/0S.e V1.4, V1.5, and V1.6.

* May 26, 2006: General availability of the Enhancements to Cryptographic Support for z/OS V1R6/R7 and z/OS.e
V1R6/R7 Web deliverable (FMID HCR7731). This Web deliverable supports z/OS and z/OS.e V1.6 and V1.7, and
replaced the Cryptographic Support for z/OS V1R6/R7 Web deliverable (FMID HCR7730).

* June 30, 2006: General availability of the IBM zIIP for z/OS and z/OS.e V1R6/R7 Web deliverable.

* September 15, 2006: First date for ordering z/OS V1R8 ServerPac, SystemPac, CBPDO using CFSW configuration
support, or ShopzSeries, the Internet ordering tool. Note that most z/OS media (executable code) is shipped only
through Customized Offerings (ServerPac, SystemPac, and CBPDO).

* September 29, 2006: z/OS V1R8 general availability via ServerPac, CBPDO and SystemPac.

* October 10, 2006: Recommended last date for submitting z/OS R7 orders via the entitled Customized Offerings
(ServerPac and CBPDO). This date will allow for adequate order processing time.

* October 23, 2006: Last date for ordering z/OS V1R7 via ServerPac and CBPDO.

* December 2006: Last date for ordering z/OS V1R4 z990 Exploitation Support feature and z/OS V1R4 Consoles
Enhancements feature. Note: The Web deliverable z990 Exploitation Support for z/0S V1.4 and z/OS.e V1.4 is
available as a replacement for the z/OS V1R4 z990 Exploitation Support feature.

Web deliverables

Sometimes enhancements are provided as Web deliverables, and not integrated in your ServerPac, CBPDO, or
SystemPac deliverable.
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z/OS VIR8 Coexistence-Migration-Fallback Policy

o® -

z/0S | z/0S z/0S ~z/0S 7 z/0S
R4 R5 R6 \ _R8

e Starting with z/OS Ré, IBM has aligned the coexistence, fallback, and
migration policy with the service policy.
>| z/OS R5, z/OS Ré, z/OS R7, and z/OS R8|are supported for coexistence, migration, and
fallback
> The lowest release for coexistence, migration, and fallback support on z/OS R8 is z/OS R5.
> If you are still on z/OS R4 your migration to z/OS R7 should be well underway!

e Only JES2/JES3 that can coexist with the shipped JES can be "staged" on
z/OS. This is enforced in z/OS VI R8. That means:
> z/OS R5 JES2 thru z/OS R8 JES2 are supported for coexistence, migration, and fallback
> z/OS R5 JES3 thru z/OS R8 JES3 are supported for coexistence, migration, and fallback

‘ © 2007 IBM Corporation
[

Understanding Coexistence

Coexistence occurs when two or more systems at different software levels share resources. The resources could be
shared at the same time by different systems in a multisystem configuration, or they could be shared over a period of time
by the same system in a single-system configuration. Examples of coexistence are two different JES releases sharing a
spool, two different service levels of DFSMSdfp sharing catalogs, multiple levels of SMP/E processing SYSMODs
packaged to exploit the latest enhancements, or an older level of the system using the updated system control files of a
newer level (even if new function has been exploited in the newer level).

The sharing of resources is inherent in multisystem configurations that involve Parallel Sysplex implementations. But
other types of configurations can have resource sharing too. Examples of configurations where resource sharing can
occur are:
* Asingle processor that is time-sliced to run different levels of the system, such as during
different times of the day
® A single processor running multiple images by means of logical partitions (LPARSs)

® Multiple images running on several different processors

® Parallel Sysplex or non-Parallel Sysplex configurations
Note: The term coexistence does not refer to z/OS residing on a single system along with VSE/ESA, VM/ESA, or z/VM in
an LPAR or as a VM guest.

z/0OS systems can coexist with specific prior releases. This is important because it gives you flexibility to migrate systems
in @ multisystem configuration using rolling IPLs rather than requiring a systems-wide IPL. The way in which you make it
possible for earlier-level systems to coexist with z/OS is to install coexistence service (PTFs) on the earlier-level systems.
You should complete the migration of all earlier-level coexisting systems as soon as you can. Keep in mind that the
objective of coexistence PTFs is to allow existing functions to continue to be used on the earlier-level systems when run
in @ mixed environment that contains later-level systems. Coexistence PTFs are not aimed at allowing new functions
provided in later releases to work on earlier-level systems.
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Rolling z/OS across a multisystem configuration

A rolling IPL is the IPL of one system at a time in a multisystem configuration. You might stage the IPLs over a few hours
or a few weeks. The use of rolling IPLs allows you to migrate each z/OS system to a later release, one at a time, while
allowing for continuous application availability. For example, data sharing applications offer continuous availability in a
Parallel Sysplex configuration by treating each z/OS system as a resource for processing the workload. The use of rolling
IPLs allows z/OS systems running these applications to be IPLed one at a time, to migrate to a new release of z/OS, while
the applications continue to be processed by the other z/OS systems that support the workload. By using LPAR
technology, you can use rolling IPLs to upgrade your systems without losing either availability or capacity.

You can use rolling IPLs when both of the following are true:
® The release to which you're migrating falls is supported for coexistence, fallback, and migration with the releases
running on the other systems.
® The appropriate coexistence PTFs have been installed on the other systems in the multisystem configuration.

Even when you're using applications that do not support data sharing, rolling IPLs often make it easier to schedule z/OS
software upgrades. It can be very difficult to schedule a time when all applications running on all the systems in a
multisystem configuration can be taken down to allow for a complex-wide or Parallel Sysplex-wide IPL. The use of rolling
IPLs not only enables continuous availability from an end-user application point of view, but it also eliminates the work
associated with migrating all z/OS systems in a multisystem configuration at the same time.

Understanding fallback

Fallback (backout) is a return to the prior level of a system. Fallback can be appropriate if you migrate to z/OS R8 and,
during testing, encounter severe problems that can be resolved by backing out the new release. By applying fallback
PTFs to the "old" system before you migrate, the old system can tolerate changes that were made by the new system
during testing.

Fallback is relevant in all types of configurations, that is, single-system or multisystem, with or without resource sharing.
As an example of fallback, consider a single system that shares data or data structures, such as user catalogs, as you
shift the system image from production (on the "old" release) to test (on the new release) and back again (to the old
release). The later-level test release might make changes that are incompatible with the earlier-level production release.
Fallback PTFs on the earlier-level release can allow it to tolerate changes made by the later-level release.

As a general reminder, always plan to have a backout path when installing new software by identifying and installing any
service required to support backout.

Fallback is at a system level, rather than an element or feature level, except for z/OS JES2 and z/OS JES3. That is,
except for z/OS JES2 and z/OS JES3, you can't back out an element or feature; you can only back out the entire z/OS
product. z/OS JES2 and z/OS JES3 fallback can be done separately as long as the level of JES is supported with the
release of z/OS and any necessary fallback PTFs are installed.

Fallback and coexistence are alike in that the PTFs that ensure coexistence are the same ones that ensure fallback.
Note: Keep in mind that new functions can require that all systems be at z/0S V1R8 level before the new functions can
be used. Therefore, be careful not to exploit new functions until you are fairly confident that you will not need to back out
your z/OS V1R8 systems, as fallback maintenance is not available in these cases. You should consult the appropriate
element or feature documentation to determine the requirements for using a particular new function.

Which releases are supported for coexistence, fallback, and migration?

Starting with z/0S R6, IBM has aligned the coexistence, fallback, and migration policy with the service policy.
IBM intends to continue with the practice of providing service support for each release of z/OS for three years following
its general availability (GA) date. IBM, at its sole discretion, may choose to leave a release supported for more than three
years. This change to the coexistence, fallback, and migration policy is effective starting with z/OS R6 (that is, the first
release of the new annual release cycle). As a general rule, this means that three releases will be supported for
coexistence, fallback, and migration over a period of three years. This represents an increase of one year over the
two-year period provided by the current coexistence, fallback, and migration policy of four releases under a six-month
release cycle. The intention of this policy change is to simplify and provide greater predictability to aid in release
migrations.

Exceptions are:

® In some cases, more than three releases may be coexistence, fallback, and migration supported if IBM at its sole
discretion chooses to provide service support for greater than three years for a release.
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® Any z/OS release having three or fewer months of service remaining at general availability of a new release will not
be coexistence, fallback, or migration supported with the new release.

Thus, except for JES2 and JES3, z/OS V1RS8 is coexistence, fallback, and migration supported with the following
three z/OS releases: VIR7, VIR6, and V1RS5. This means that:

® Coexistence of a V1R8 system with a V1R7, V1R6, or V1R5 system is supported.
® Fallback from V1R8 to V1R7, V1R6, or V1R5 is supported.
® Migration fo V1R8 from VAR7, VARG, or VIR5 is supported.

For JES2 and JES3, the way in which four consecutive releases is determined is different than for the rest of the
operating system. If a JES2 or JES3 release is functionally equivalent to its predecessor (that is, its FMID is the same),
then the release is considered to be the same JES release. Thus, z/OS V1R8 JES2 and JES3 are coexistence,
fallback, and migration supported with the following JES releases: VIR8, V1R7, and V1R6-V1R5 (both are
functionally equivalent).

As of z/OS V1R2, compliance to the coexistence, fallback, and migration policy for JES2 and JES3 is enforced. A
migration to a JES2 or JES3 release level that is not supported by the policy results in the following:
® For JES2: If the JES2 release level for a system that is initializing is not compatible with the other active systems in
the JES2 MAS, message HASP710 is issued and the JES2 address space for the initializing system is terminated.

® For JESS3: If the JESS3 release level for a local is not compatible with the global in a JES3 multisystem complex,
message |IAT2640 is issued and the JES3 local is not allowed to connect to the global.

The z/OS coexistence, fallback, and migration policy applies to the elements and features of zZ/OS, not to
customer-developed applications, vendor-developed applications, or IBM products that run on z/OS. IBM performs
integration testing and will provide service as necessary to support the z/OS coexistence, fallback, and migration policy.

See the table below for a summary of current and planned coexistence, fallback, and migration support.

These statements represent IBM's current intentions. IBM reserves the right to change or alter the coexistence, fallback,
and migration policy in the future or to exclude certain releases beyond those stated. IBM development plans are subject
to change or withdrawal without further notice. Any reliance on this statement of direction is at the relying party's sole risk
and does not create any liability or obligation for IBM.

Releases that are coexistence, fallback, and migration supported with z/OS V1R6 and beyond

Releases that
are coexistence,
fallback, and
migration

z/OS supported with
release [the release in
(see column one (see
note 1) [note 1) Explanation (see note 2)

R6 R6, R5, R4, R3 |The new policy starts. General availability of R6 was September 2004. R2 would be the
oldest service-supported release at that time and therefore the oldest release that is
coexistence, fallback, and migration supported. However, its end-of-service date (October
2004) is within three months of R6 general availability (September 2004), so R3 becomes the
oldest release that is coexistence, fallback, and migration supported with R6.

R7 R7, R6, R5, R4 |General availability of R7 was September 30, 2005. R4 is the oldest release that is service
supported at that time and therefore the oldest release that is coexistence, fallback, and
migration supported with R7.

R8 R8, R7, R6, RS |General availability of R8 was September 29, 2006. R4 is the oldest release that is service
supported at that time because its end-of-service date was extended by 18 months to 31
March 2007. However, R4 is not coexistence, fallback, and migration supported with
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R8. Therefore, R5 is oldest release that is coexistence, fallback, and migration supported with
R8.

R9 R9, R8, R7 Planned general availability of R9 is September 2007. R7 is planned to be the oldest release
that is service supported at that time and therefore the oldest release that is coexistence,
fallback, and migration supported with R9.

R10 R10, R9, R8 Planned general availability of R10 is September 2008. R8 is planned to be the oldest
release that is service supported at that time and therefore the oldest release that is
coexistence, fallback, and migration supported with R10.

Notes:

1. For readability, the version numbers have been omitted from the releases shown. Also, release numbering of
future releases (later than R7) is for illustrative purposes and is not a guarantee of actual release numbers.

2. Future general availability (GA) dates are projections based on the annual release cycle. Future end of service
(EOS) dates are projections based on the 3-year service policy.
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|
z/OS Service Policy

> Release serviceable for three years following GA
> Service on last release of a version might be extended

> At least 12 months notice before withdrawing service

» Handy website:
http://www.ibm.com/servers/eserver/zseries/zos/support/zos_eos_dates.html

General Availability

Service Expiration

OO/(,

z/0S V1R4 27 September 2002 Announced to be 31 March 2007
z/OS V1R5 26 March 2004 Announced to be 31 March 2007 \ £
z/0S V1R6 24 September 2004 Announced to be 30 September 2007
z/OS V1R7 30 September 2005 Planned to be September 2008

z/OS VIR8 29 September 2006 Planned to be September 2009

© 2007 IBM Corporation
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IBM's current policy is to provide maintenance (service) for each release of z/OS for three years following their general
availability (GA) date. However, service on the last release of a version might be extended beyond the intended
three-year period. Prior to withdrawing service for any version or release of z/OS, IBM intends to provide at least 12
months notice. The service policy for z/OS also applies to any enhancements (including but not limited to web
deliverables), such as the z/OS V1R4 enhancements that were provided to support the z990 server.

See the table below for expiration dates for service support. Planned EOS dates are based on the 3-year service policy.

Version and release General availability (GA) |End of service (EOS)

0S/390 V2R8 24 September 1999 Occurred 30 September 2002

0S/390 V2R9 31 March 2000 Occurred 31 March 2003

0S/390 V2R10 29 September 2000 Occurred 30 September 2004

z/0OS V1R1 30 March 2001 Occurred 31 March 2004

z/OS V1R2 26 October 2001 Occurred 31 October 2004

z/OS V1IR3 29 March 2002 Occurred 31 March 2005

z/OS V1R4 27 September 2002 31 March 2007 (announced)
Note: This is 18 months longer than the normal
three-year service period.

z/OS V1R5 26 March 2004 31 March 2007 (announced)

z/OS V1R6 24 September 2004 Announced to be 30 September 2007

z/0S V1R7 30 September 2005 September 2008 (planned)

z/OS V1R8 29 September 2005 September 2009 (planned)

Check out http://www.ibm.com/servers/eserver/zseries/zos/support/zos_eos_dates.html for a handy list of all end of
service dates (back to MVS/ESA V4!).
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Ensuring System Requirements are Satisfied

» Driving System Requirements to Install z/OS VIR8 ServerPac:
© Minimally, z/OS R5 with PTFs, with other requirements (OMVS in full-function mode, UID(0) or
permitted to BPX.SUPERUSER, ...)
® Must install PTFs on z/OS VIR8 with latest Program Binder, SMP/E, and HLASM.

® For Installing ServerPac electronically, also need:
o SMP/E V3R3 and ICSF configured and active

o -or- SMP/E V3R4 -and- Java 2 Technology Edition VIR4 (ICSF is not necessary in this case!)

> Target System Requirments for Running z/OS VIR8S:
e z/OS R8 must run in z/Architecture mode (...since z/OS Ré!)
e HW Server: z9 EC, z9 BC, 2990, 2890, z900, or z800
o Some functions (like zZAAP or zIIP) require z990 or 2890 at least.
o Minimum SW Subsystem Levels (some examples):
CICS TS V2 R2
DB2 V7 Rl with PTFs (V7 Rl announced end of service as 6/30/08)
IMS V8 RI with PTFs
WebSphere Application Server V5 RI
See z/OS Planning for Installation for a more complete list.
> Coexistence PTFs

® Programmatic assistance is now available!

‘ © 2007 IBM Corporation
8

z/0OS Driving System Requirements

The driving system is the system image (hardware and software) that you use to install the target system. The target
system is the system software libraries and other data sets that you are installing. You log on to the driving system and
run jobs there to create or update the target system. Once the target system is built, it can be IPLed on the same
hardware (same LPAR or same processor) or different hardware than that used for the driving system.

If your driving system will share resources with your target system after the target system has been IPLed, be sure to
install applicable coexistence service on the driving system before you IPL the target system. If you don't install the
coexistence service, you will probably experience problems due to incompatible data structures (such as incompatible
data sets, VTOCs, catalog records, GRS tokens, or APPC bind mappings).

Customized Offerings Driver (5665-M12)

The Customized Offerings Driver V2.1 (5665-M12) is an entitled driving system you can use if:

1. you don't have an existing system to use as a driving system, or

2. your existing system does not meet driving system requirements and you don't want to upgrade it to meet those
requirements.

At z/OS R8 GA, this driver is a subset of a z/OS R5 system except that the level of SMP/E in the driver is SMP/E V3R4.

The Customized Offerings Driver is in DFSMSdss dump/restore format and supports 3380 and 3390 triple-density or

higher DASD devices. The Customized Offerings Driver requires a locally attached non-SNA terminal and a system

console from the IBM (or equivalent) family of supported terminal types: 317x, 327x, 319x, or 348x. An IBM (or equivalent)

supported tape drive is also required to restore the driver.

The Customized Offerings Driver is intended to run in single-system image and monoplex modes only. Its use in
multisystem configurations is not supported. The Customized Offerings Driver is intended to be used only to install new
levels of z/OS using ServerPac or CBPDO, and to install service on the new software until a copy (clone) of the new
system can be made. The use of the Customized Offerings Driver for other purposes is not supported.

The Customized Offerings Driver includes an HFS and the necessary function to use Communications Server (IP
Services), Security Server, and the system-managed storage (SMS) facility of DFSMSdfp, but these items are not
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customized. However, existing environments can be connected to, and used from, the Customized Offerings Driver
system.

Identifying Driving System Software Requirements for ServerPac for z/0OS R8
Driving system requirements for installing z/OS R8 by way of ServerPac or dump-by-data-set SystemPac are:

An operating system: Use any of the following:
* Zz/OS V1R5 with the PTFs in the table below.
® The Customized Offerings Driver (5665-M12).

A terminal: A locally-attached or network-attached terminal that can be used to establish a TSO/E session on the

IPLed system is required.

Proper authority: Use the RACFDRYV installation job as a sample of the security system definitions required so that

you can perform the installation tasks.

Proper security:

* In order for you to install into the zFS, the user ID you use must have read access to the
SUPERUSER.FILESYS.PFSCTL resource in the RACF FACILITY class.

® In order for you to install into the HFS, the following is required:

[0 The user ID you use must be a superuser (UID=0) or have read access to the BPX.SUPERUSER resource in
the RACF facility class.

O The user ID you use must have read access to facility class resources BPX.FILEATTR.APF,
BPX.FILEATTR.PROGCTL, and BPX.FILEATTR.SHARELIB (or BPX.FILEATTR.* if you choose to use a
generic name for these resources). The commands to define these facility class resources are in
SYS1.SAMPLIB member BPXISEC1 and in the z/OS UNIX Customization Wizard (
http://www.ibm.com/eserver/zseries/zos/wizards/).

O Group IDs uucpg and TTY, and user ID uucp, must be defined in your security database. These IDs must
contain OMVS segments with a GID value for each group and a UID value for the user ID. (For ease of use
and manageability, define the names in uppercase.)
® The group ID and user ID values assigned to these IDs cannot be used by any other IDs. They must be

unique.
=" You must duplicate the required user ID and group names in each security database, including the same
user ID and group ID values in the OMVS segment. This makes it easier to transport the HFS data sets
from test systems to production systems. For example, the group name TTY on System 1 must have the
same group ID value on System 2 and System 3. If it is not possible to synchronize your databases you
will need to continue running the FOMISCHO job against each system after z/OS UNIX is installed.
If names such as uucp, uucpg, and TTY are not allowed on your system, or if they conflict with existing
names, you can create and activate a user ID alias table. For information about defining these group and user
IDs to RACF and about creating a user ID alias table (USERIDALIASTABLE), see z/0OS UNIX System
Services Planning. Other sources of information are SYS1.SAMPLIB member BPXISEC1 and the z/OS UNIX
Customization Wizard (http://www.ibm.com/eserver/zseries/zos/wizards/). (Note: You can use the RACFDRV
installation job as a sample of the security system definitions required to perform the installation tasks.)
Language Environment run-time options: As of z/OS R7, ServerPac requires that the following Language
Environment run-time options are not specified as nonoverrideable (NONOVR) in the CEEDOPT CSECT: ALL31,
ANYHEAP, BELOWHEAP, DEPTHCONDLIMIT, ERRCOUNT, HEAP, HEAPCHK, HEAPPOOLS, INTERRUPT,
LIBSTACK, PLITASKCOUNT, STACK, STORAGE, THREADHEAP, and THREADSTACK .
Language Environment: The CustomPac Installation Dialog uses the Language Environment run-time library
SCEERUN. If SCEERUN is not in the link list on the driving system, you must edit the ServerPac installation jobs to
add it to the JOBLIB or STEPLIB DD statements.

OMVS address space active: For ServerPac only (not SystemPac), an activated OMVS address space with z/OS
UNIX kernel services operating in full function mode is required.

SMS active: The Storage Management Subsystem (SMS) must be active to allocate HFS and PDSE data sets,
whether they are SMS-managed or non-SMS-managed. Also, the use of HFS data sets is supported only when SMS
is active in at least a null configuration, even when the data sets are not SMS-managed. Do either of the following:

O To allocate non-SMS-managed HFS and PDSE data sets, you must activate SMS on the driving system in at
least a null configuration. You must also activate SMS on the target system.

O To allocate SMS-managed HFS and PDSE data sets, you must activate SMS on the driving system in at least a
minimal configuration. Then you must define a storage group, create SMS-managed volumes, and write,
translate, and activate a storage class ACS routine that allows the allocation of PDSE and HFS data sets with the
names in the ALLOCDS job. You must also activate SMS on the target system.
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*  SMP/E ++JAR Support: If your ServerPac order contains any product that uses the ++JAR support introduced in
SMP/E V3R2, then your driving system will require IBM Developer Kit for 0S/390, Java 2 Technology Edition
(5655-D35). z/OS V1RS8 itself does not use the ++JAR support.

*  zFS configuration requirements (optional): If you will specify that you will use a zFS for ServerPac installation, then
you must be sure that the zFS has been installed and configured, as described in z/OS Distributed File Service zSeries
File System Administration.

* Electronic delivery requirements (optional): If you intend to receive your ServerPac order by way of the Internet, you
need either of the following:

* SMP/E V3R3 and Cryptographic Services ICSF set up and activated
* -or- SMP/E V3R4 and Java 2 Technology Edition V1R4 (in this case ICSF isn't necessary).

*  Proper level for service: In order for you to install service on the target system that you're building, your driving system
must minimally meet the driving system requirements for CBPDO Wave 1 and must have the current (latest) levels of

the program management binder, SMP/E, and HLASM. The service jobs generated by the CustomPac Installation
Dialog use the target system's (and therefore current) level of the binder, SMP/E, and HLASM. If you choose to use
your own jobs, model them after the jobs provided by ServerPac or dump-by-data-set SystemPac by adding STEPLIB
DD statements to access MIGLIB (for the binder and SMP/E) and SASMMOD1 (for HLASM). Be sure that the
SASMMOD1 and SYS1.MIGLIB data sets are APF authorized. Another way to install service is from a copy of your
target system.

Driving System PTFs for ServerPac for z/0S R8
z/OS release |PTFs

z/OS V1R5 ¢ DFSMSdfp: UA05520, UA14837, and UA16273

® z/OS UNIX: UQ79726, UQ85020

For servicing: z/OS R8 level of the Program Management Binder, HLASM (V1R5). and z/OS R8
SMP/E (SMP/E V3R4)

z/OS V1R6 * DFSMSdfp: UA14838 and UA16274

For servicing: z/OS R8 level of the Program Management Binder, HLASM (V1R5), and z/OS R8
SMP/E (SMP/E V3R4)

z/OS V1R7 For servicing: z/OS R8 level of the Program Management Binder, HLASM (V1R5), and z/OS R8
SMP/E (SMP/E V3R4)

Identifying Driving System Software Requirements for Servicing z/OS R8 and Installing CBPDO

After installing via ServerPac, you will eventually want to install service on your z/OS R8 system. The driving system to
install service on your z/OS R8 ServerPac system are the same as to install with the CBPDO method. For servicing your
ServerPac system, you must meet the driving system requirements for "Wave 1" below.

When you use the CBPDO method of installing z/OS you install in three stages called waves. (Wave 1, in order to be
more manageable, is divided into several tasks called ripples.) This section describes the driving system requirements for
each wave.

z/OS R8 CBPDO: Driving System Wave 0

In Wave 0 you install the program management binder (part of the BCP), the HLASM base element, and the SMP/E base
element. These items must be installed on (available from) the driving system for subsequent wave installations.

You can use either of the following as the driving system for installing z/OS R8 Wave 0:

* z/OS R5 or later.

® The Customized Offerings Driver (5665-M12).

z/OS R8 CBPDO: Driving System Wave 1 (and to service a ServerPac system)

In Wave 1 you install most of the elements and features. The driving system requirements for installing Wave 1 are:

An operating system: Use any of the following:

* z/OS R5 or later with the PTFs listed in the ServerPac table previously, except that the program binder, HLASM,
and SMP/E must be at the current (latest) levels. To satisfy the binder and SMP/E requirements, you can use a
STEPLIB DD statement to access the z/OS V1R8 program binder and z/OS V1R8 SMP/E in the Wave 0 target
system's SYS1.MIGLIB data set, and to access the z/OS V1R8 HLASM's ASM.SASMMOD1 data set. Ensure that the
target system's SYS1.MIGLIB and ASM.SASMMOD1 data sets are APF authorized on the driving system.
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* Since z/OS RS, failure to use the latest program binder may result in errors during APPLY of z/OS service.

You may see such errors as:
| E\23221 1220 5 | NCLUDE SMPWRK3( CELQAW ) U@B8825 SEQ # 000025
| EM2690E 3530 ONE OR MORE FI ELD DESCRI PTORS I N GOFF RECORD 3 W THI N MEMBER CELQAW
| DENTI FI ED BY DDNAME SMPWRK3 ARE NOT VALI D. ERRORI D = 40.

| EW2307E 1032 CURRENT | NPUT MODULE NOT | NCLUDED BECAUSE OF | NVALI D DATA.

® The Customized Offerings Driver (5665-M12).

®  Proper security: In order for you to install into the HFS, the security definitions described previously for ServerPac are
required.

* Binder entry in SMP/E UTILITY: The SMP/E UTILITY must have an entry for the binder. You can specify any of these
program names in the UTILITY entry: IEWBLINK, HEWL, IEWL, LINKEDIT, or HEWLHO096. (The linkage editor, which
uses the names HEWLKED, HEWLF064, IEWLF440, IEWLF880, and IEWLF128, cannot be used.)

* [anguage Environment: You must add SCEERUN (the run-time library provided by Language Environment) to your
program search order because many elements and features require it. If you wish, add SCEERUN to your LNKLST
concatenation. If you don't add SCEERUN to your LNKLST, you must access SCEERUN by using STEPLIB DD
statements in the individual element and feature procedures that require them. The BCP's Program Management
Binder is one function that requires access to SCEERUN; it has been required since OS/390 R10. This means that
you must make available SCEERUN (via the LNKLST or STEPLIB, for instance) to any JCL and procedures (such as
SMP/E procedures) that invoke the binder. This ensures that processing, such as conversion of long names to short
names, is successful.

* OMVS address space active: Before you install the elements and features in Wave 1, you must activate the OMVS
address space in full function mode on the driving system. To activate OMVS, complete the required customization
(for example, SMS and RACF setup) as described in z/0S UNIX System Services Planning.

* Target system's HFS mounted: The target system's HFS must be mounted.

z/OS R8 CBPDO: Driving System Wave 2
In Wave 2 you install the z/OS V1RS8 level of JES2 or JES3. Wave 2 is optional and can be combined with Wave 1. The
driving system requirements for Wave 2 are the same as for Wave 1.

Choosing IBM Products That You Want to Run with z/0S
The functional and minimal requirements are found in the z/OS and z/OS.e Planning for Installation which is available on
the Internet from http.//www.ibm.com/servers/eserver/zseries/zos/bkserv/.

For a list of products available for ordering with z/OS, you can do any of the following:
* Use the self-service Internet application ShopzSeries: http:/www.ibm.com/software/shopzseries
* Use the product catalogs (order checklists). For z/OS
http://www.ibm.com/eserver/zseries/software/swinfo/0s390.htm
® Access the software configurator used in your country, select the z/OS environment, and then select ServerPac,
CBPDO, or SystemPac.
® Refer to z/0OS and z/OS.e Planning for Installation Appendix C, Minimum Releases of IBM Software Products
That Run with z/OS and z/OS.e
Many of these products can be ordered as part of your z/OS ServerPac order, z/OS SystemPac order, separate CBPDO
order, or separate ProductPac order.

If you're migrating to z/OS V1RS8, you can find out which products have new levels by using ShopzSeries or by using the
SMP/E base element's Planning and Migration Assistant. Both tools use data found on your system as well as the latest
IBM software product catalog.

Choosing ISV products that you want to run with z/OS
For a list of independent software vendors (ISVs) that support z/OS, as well as announcements, testimonials, and other
information, see http://www.ibm.com/servers/eserver/zseries/zos/zos_products.html

For a directory of IBM and IBM Business partners that provide z/OS applications, tools, and services, see the Global
Solutions Directory: http://www.ibm.com/software/solutions/isv

Note that you can use SystemPac to get some ISV products on system delivery vehicles with IBM products. For a list of
selectable ISVs with SystemPac, see: http://www.ibm.com/ca/custompac/
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VM Guest Considerations
z/OS can run as a VM guest. Requirements are:
* Mustbe onaz9 EC, z9 BC, 2990, z890, z900, or z800 server: VM must be z/VM (not VM/ESA). Furthermore,
e ifaz9 EC orz9 BC or z990 server, the z/VM PTF for APAR VM63124 must be installed.
* Ifaz800, z890, or z9 BC server, then z/OS.e can run as a VM guest. The server must be a z800, z890, or z9 BC,
VM must be z/VM, z/VVM and z/OS.e must operate in z/Architecture (64-bit) mode, z/VM and z/OS.e must run in a
logical partition (LPAR), and the LPAR must be named ZOSExxxx (where xxxx is any valid combination of zero to
four characters). The LPAR name restriction ensures compliance with z/OS.e license terms, which prohibit z/OS
from running in a z800, z890, or z9 BC LPAR named ZOSExxxx. (Linux for S/390 and Linux for IBM @server
zSeries are the only other operating systems that may run as a guest under z/VM in an LPAR named ZOSExxxx.)
z/OS.e licensees are required to submit data to IBM that shows LPAR names. (The ZOSExxxx LPAR name
restriction is only applicable to z800, z890, and z9 BC servers, not other servers. The Dynamic LPAR Rename
function available on z890 and z9 BC can assist you with this requirement.)

Target System Hardware Requirements
The minimal hardware requirements for z/OS, as well as additional hardware needed by specific z/OS elements and
features is documented in z/0S and z/OS.e Planning for Installation. Remember, z/OS V1R8 runs only in

z/Architecture mode, and only on z9 EC , z9 BC, 2990, z890, z900 or z800 servers.

Identifying Processor Requirements

z/OS V1R8 runs on the following IBM @server zSeries servers (or their equivalents):
* |IBM zSeries z9 EC.

* IBM zSeries z9 BC.

* IBM zSeries 990 (z990).

* IBM zSeries 890 (z890).

* IBM zSeries 900 (z900).

* IBM zSeries 800 (z800).

Identifying Coupling Facility Requirements

There are hardware and software requirements related to coupling facility levels (CFLEVELs). See
http://www.ibm.com/eserver/zseries/pso/cftable.html

Selected IBM Subsystem Products that will run on z/OS R8 (and levels for zAAP and zIIP)

For a complete list of the minimum release of IBM software products that run on z/OS RS, refer to Appendix C of z/0S
and z/OS.e Planning for Installation.

zAAP

If you are interested in exploiting (or doing capacity planning for) zAAPs, then there are minimum software levels
required. In order to exploit a zAAP, the operating system must be migrated to at least z/OS 1.6 (or z/OS.e 1.6), the IBM
Solution Developers Kit (SDK) for z/OS, Java 2 Technology Edition, V1.4 with PTF (or later) for APAR PQ86689 must be
used.

Here is a table outlining the subsystems and minimum Java levels dependencies for determining zAAP Java execution
and exploitation potential. The rows in blue identify some of the products levels that will exploit zZAAPs. The rows in
yellow, while not able to exploit the benefits of zAAPs, show where the zAAP Projection Tool for Java 2 Technology
Edition, SDK1.3.1 can be used to assist in zZAAP capacity planning. For instance, WebSphere V5.0.2 cannot exploit
zAAP, however the zZAAP Projection Tool can be used to determine zAAP Java execution potential if the WebSphere
workloads were migrated to the required level for ZAAP exploitation.

zIllP

For z/OS V1.6 or z/OS V1.7: If you will exploit the IBM System z9 Integrated Information Processor (zIIP), you will require
the "IBM System z9 Integrated Information Processor Support for z/OS and z/OS.e V1R6/R7" Web deliverable plus PTFs.
This Web deliverable contains FMID JBB77S9 for z/OS V1.6, and FMID JBB772S for z/OS V1.7. Install the service
identified in the program directory that comes with this Web deliverable and the service which is recommended in the
appropriate zZOSV1Rn BCPZIIP PSP bucket. IBM DB2 UDB for z/OS V8 with PTFs, is also required for exploitation for

portions of eligible workloads. For z/OS V1.8, this Web deliverable is not needed, as zIIP support is incorporated.
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EPSPT Programmatic Help With Coexistence PTFs@

» Finally, for z/OS R8! Some programmatic
assistance to help you determine that you've got
all the Coexistence PTFs installed for a z/OS

migration!

> This solution uses the existing Electronic PSP Tool (EPSPT).
e "Extract files" are now produced from the ZOSGEN PSP bucket that

contain the Coexistence PTFs.
e You should use the Extract file for the z/OS release you are migrating

FROM.
—For instance, the ZOSVIR7 ZOSGEN Extract file contains the PTFs

that you need to coexist with z/OS R8.

> The Coexistence PTFs from the z/OS Migration book, along with any
subsequently defined coexistence PTFs are included, for a complete

Coexistence PTF list.

© 2007 IBM Corporation

9
EPSPT Programmatic Help With Coexistence PTFs

> Steps to follow:
|. If you aren't already using EPSPT, download and install the EPSPT, available
from http://lwww | 4.software.ibm.com/webapp/set2/sas/fi[psp/download.html.

2. Download the Extract file from your current release's ZOSGEN PSP bucket

subset.
e The list of "to" release coexistence PTFs is found in the "from" release

ZOSGEN PSP bucket subset.
® You may already be pulling the Extract file today, but perhaps not from the

ZOSGEN subset.
3. Run EPSPT using the Extract file from your current release's ZOSGEN PSP

bucket.
4. Review the EPSPT output report, and resolve any outstanding discrepancies.

» Periodically, rerun the steps above for any new
Coexistence PTFs that may have been added.

£UU7 1BM Corporation
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Programmatic Help with Coexistence PTFs for z/OS Release 8

You may use the Enhanced PSP Tool (EPSPT) to assist in programmatically determining which coexistence PTFs you
must install on your current system in preparation for migration to a later z/OS release. When you retrieve the extract file
from the ZOSGEN PSP bucket subset that is used as input to EPSPT, the file will contain the current list of coexistence
PTFs for migrating to a later z/OS release. Coexistence PTFs are identified in the "Cross Product Dependencies" section
of the ZOSGEN PSP bucket subset.

The steps to take to programmatically determine whether your current system has the complete list of required
Coexistence PTFs for migration are:

1) Download and install the EPSPT, available from http://www14.software.ibm.com/webapp/set2/sas/f/psp/download.html.
2) Download the extract file from your current release's ZOSGEN PSP bucket subset. The list of "to" release coexistence
PTFs is found in the "from" release ZOSGEN PSP bucket subset.

3) Using the extract file from your current release's ZOSGEN PSP bucket subset, run the EPSPT.

4) Resolve any outstanding discrepancies that the EPSPT has identified.

From time to time, you may want to download the extract file from your current release's ZOSGEN PSP bucket subset,
and rerun EPSPT to ensure that any newly added coexistence PTFs are verified.

An example of the beginning of the ZOSGEN PSP extract file (from the ZOSV1R7 upgrade) is:

/* Preventive Service Planning */

/* UPGRADE: ZOSV1R7, SUBSET: ZOSGEN */

/* Updates also available at ftp site: */

/* ftp site = ftp:/ /ftp.software.ibm.com/s390/ pspapartool/ */

/* ftp file = ZOSVIR7_ZOSGEN.txt */

/* Last Extract: */

/*  Time = 20:01:48 */

/* Date = 01/20/2007 */

APAR(AA10632) FMID(HBB7720) FIX(UA26398) UPG(ZOSV1R7) SUB(ZOSGEN).
APAR(AA13294) FMID(HBB7720) FIX(UA25784) UPG(ZOSV1R7) SUB(ZOSGEN).
APAR(AA13438) FMID(HBB7720) FIX(UA24560) UPG(ZOSV1R7) SUB(ZOSGEN).
APAR(AA13837) FMID(HBB7720) FIX(UA90269) UPG(ZOSV1R7) SUB(ZOSGEN).
APAR(AA14009) FMID(HBB7720) FIX(UA24159) UPG(ZOSV1R7) SUB(ZOSGEN).
APAR(AA15144) FMID(HBB7720) FIX(UA27072) UPG(ZOSV1R7) SUB(ZOSGEN).
APAR(AA15835) FMID(HBB7720) FIX(UA25588) UPG(ZOSV1R7) SUB(ZOSGEN).
APAR(AA17662) FMID(HBB7720) FIX(UA29484) UPG(ZOSV1R7) SUB(ZOSGEN).
APAR(AA14334) FMID(HCS7720) FIX(UA90273) UPG(ZOSV1R7) SUB(ZOSGEN).
APAR(AA12683) FMID(HDZ11K0) FIX(UA24413) UPG(ZOSVIR7) SUB(ZOSGEN).
APAR(AA13177) FMID(HDZ11KO0) FIX(UA25405) UPG(ZOSV1R7) SUB(ZOSGEN).
APAR(AA13332) FMID(HDZ11KO0) FIX(UA21542) UPG(ZOSV1R7) SUB(ZOSGEN).
APAR(AA13355) FMID(HDZ11K0) FIX(UA22045) UPG(ZOSV1R7) SUB(ZOSGEN).

Coexistence Service Requirements for z/OS Release 8

To understand the Coexistence-Fallback-Migration policy for z/OS, and which releases are supported with z/OS V1 RS,
see the Coexistence section of this presentation. Listed below are the coexistence and fallback service, for installation on
an z/OS V1RY7 system for z/OS V1R8. For a list of the coexistence service on z/OS V1R6 and z/OS V1R5 for z/OS V1R8,

see Appendix B of this presentation.

Apply on z/OS V1R7, the coexistence and fallback service (PTFs) listed in the table below:

Element or feature, and function provided by PTFs z/0OS VIR7 PTFs
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BCP: Ensures that pre-z/OS V1RS systems tolerate the new format of the z/OS
V1R8 WLM service definition and service policy in the WLM couple data set.
Moreover, the PTF ensures the toleration of changed WLM LPAR management and
JES initiator management information that is exchanged in a mixed-release (z/OS
VIRS and pre-z/OS V1RS) sysplex.

If the WLM service policy in the couple data set has been activated by a z/OS V1RS8
system, a pre-z/OS V1R8 system without the PTF will not be able to activate the
policy and might fail during IPL with a wait state 064. If LPAR management is
being used in a mixed-release sysplex and the PTF is not installed, you might
experience abends and see message IWMO0541 FAILURE IN LPAR CPU
MANAGEMENT, PROCESSING DISABLED.

UA90269 (if you do not
have JBB772S installed)
or UA90270 (if you have
JBB772S installed)

BCP: Allows the z/OS V1R7 program management loader to properly handle UA29484
module aliases produced by the S/360 linkage editor
BCP: In z/0OS VIRS, SYSIN DD * override statements are no longer required to UA24560

reside in the job stream in the same order as the corresponding DD statements
appear in the procedure. Because new text units are introduced for each SYSIN DD
* statement, the PTF allows jobs to ignore the new text units when they run in a
JES2 environment and convert on a z/OS V1RS system but interpret on an earlier
system.

BCP: If an application developer compiles or assembles with the z/OS VIRS8
program management binder version 6 API invocation macros, or codes to the new
STARTD API interface, and the resulting program is run on an earlier release of
z/OS, the binder STARTD API will fail with return code 12, invalid parameter list,
message IEW2132S 0064 INCORRECT NUMBER OF PARAMETERS PASSED
FOR CALL. The PTF allows such a calling program to execute successfully.

UA24437

BCP: If an application developer uses the z/OS V1R8 program management binder
to create a program object with the latest format in a PDSE, the PTF is needed so
that an ISPF user can browse the PDSE on z/OS V1R7.

UA25784

BCP: In z/OS V1RS, the console restructure enhancement eliminates the master
console and the console switch function. The PTF allows earlier systems to tolerate
the enhancement.

UA26398 and, if
Japanese, UA26402

BCP: Allows a z/OS V1R7 system to tolerate the z/OS V1RS8 logger log stream
GROUP designation and renamed log streams.

UA24159, UA25588

BCP: Allows a z/OS V1R7 system to tolerate changes made to resource recovery |UA27072
services (RRS) display and ATRQUERY functions in z/OS V1RS.
DFSMSdfp: Program object format 5 (POS5 format) is new in z/OS V1RS8. The PTF [UA22351

allows PDSE program libraries that contain POS program objects to be processed by
IEBCOPY on z/OS V1R7 systems.

DFSMSdfp: An enhancement in the z/OS V1RS object access method (OAM) UA24413
component introduced a new ODLOBFL column in the object directory to exploit

DB2® binary large object (BLOB) support. The PTF enables pre-z/OS VIRS

OAMs to coexist in an OAMplex with OAMs at the z/OS VIRS or later level.

DFSMSdfp: In z/OS V1RS, the D SMS,SMSVSAM,DIAG(CONTENTION) UA24374

command is introduced to display internal VSAM RLS contention. The PTF allows
a z/OS V1R7 system that receives the new DIAG CONTENTION command to
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tolerate the command by issuing a message analogous to IGW4951 D
SMS,SMSVSAM,DIAG COMMAND FUNCTION HAS FOUND THE DIAG
TABLE HAS NO ENTRIES. If the PTF is not installed, the z/OS V1R7 system
receiving the new command treats it as an irrelevant and confusing console
message.

DFSMSdfp: In z/OS V1RS, a performance improvement to VSAM RLS causes
XES lock table cleanup to be skipped when the SMSVSAM address space is
terminated, as documented in APAR OA11708. This PTF allows a z/OS V1R7
system to tolerate the enhancement.

UA21542

DFSMShsm™: Allows a z/OS V1R7 system to tolerate the changes made by the
fast replication tape support enhancement in z/OS V1RS.

UA25405

DFSMShsm: In z/OS V1RS8, dump volume (DVL) and dump class (DCL) control
data set records were enlarged as part of the DFSMShsm dump encryption
enhancement. The PTF allows a z/OS V1R7 system to tolerate the increase in record
size.

UA22716

DFSMSrmm™": Allows a pre-z/OS V1R8 system in a client/server environment to
participate in an RMMplex in which a z/OS V1R8 system has been started.
Optionally, you can specify UTC(YES) with the EDGUTIL utility on z/OS V1RS8 to
enable DFSMSrmm common time support.

UA25145 if not using
client/server
DFSMSrmm, or both
UA25145 and UA00015
if using client/server
DFSMSrmm

DFSMSrmm: Allows a pre-z/OS V1RS system to participate in an RMMplex in
which a z/OS V1RS8 system has been started. In particular, the PTF enables VRSEL
processing to recognize the use of the special ABEND and OPEN vital record
specifications and to correctly handle COUNT(0). It also prevents the continued use
of the unsupported options STARTNUMBER and LOCATION(BOTH).

UA22045

Distributed File Service: Allows z/OS VIR7 systems to tolerate the change in the
zFS XCF protocol that occurred in z/OS V1RS (and was implemented in z/OS
VI1R7 by APAR OA13738).

UA24209

HCD: Allows z/OS VIR8 HCM to exploit z/OS VIR7 HCD functionality to enable
new z/OS VIR8 HCM functions.

UA90273 and, if
Japanese, UA90274

JES2: Allows an earlier JES2 to run with z/OS VIR8 JES2 in a multi-access spool
(MAS). Install the PTFs that are appropriate to the JES2 level that you are using.

z/OS VIR7 JES2:
UA24984; z/OS
V1R5-V1R6 JES2:
UA09501, UA18836,
UA20902, UA90161,
UA24983

JES3: Allows a pre-z/OS V1R8 JES3 to tolerate the removal of various symbols
from the IHAWQE macro, which was done as part of the console improvements
made in z/OS VIRS.

z/OS V1R7 JES3:
UA24990; z/OS
VIRS-V1R6 JES3:
UA24989

Language Environment®™: Causes a meaningful message to be issued when a new
z/OS V1R8 Language Environment run-time option is encountered by an earlier

release. The message states that the option is ignored. If the PTF is not installed, the
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option is still ignored but a less meaningful message, or no message at all, is issued.

NFS: Allows a z/OS V1R7 system to read the new NFS export file format UA25099
generated by a z/OS V1R8 system.
RMF™Y: Ensures the toleration of new z/OS V1R8 functionality for sysplex-wide |[UA26170
RMF reporting in earlier releases.
Security Server: In z/OS V1RS, the structure of the RACF database was changed |UA24980

to allow a template block to be continued into another block. The PTF allows a z/OS
VIR7 system to process templates that extend into another block. If you share a
RACF database between z/OS VIRS8 and z/OS VIR7, you need to install the PTF on
the z/OS V1R7 system.
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IBM Migration Checker for z/OS !é\‘ )

B Some Common Migration Problems:
® We have many migration actions required for each release.
e Applicability of migration actions can be difficult to determine.

® Determination of the applicability is (in many cases) manual, when it could be
programmatic.

® When programmatic, disparate solutions have been used.

e Hard to verify if a migration action has been done, especially when deploying to
subsequent systems.

® Would like some way of checking pre-install and post-install “migration health” of a
system.

M An "As Is" Tool That May Help - IBM Migration Checker for z/OS
® From the z/OS Download website: http://www.ibm.com/servers/eserver/zseries/zos/downloads/
e This tool can:
e Alert you to some migration actions that you should plan for in the future

e Detect some migration actions that you can do now to ease your migration to z/OS VIR8
e Verify that you've done some migration actions correctly when you're running z/OS VIR8

® Tool verified by 52 early customers. Added |4 of their suggested enhancements.
1l

Programs included in the IBM Mi&ation Checker for z/OS

. HFSZFS - Migrate from HFS file systems to zFS file systems
. ZFSMULT - Discontinue use of multi-file system aggregates
. BTSIZE - Use the new default for BLOCKTOKENSIZE in IGDSMSxx

. OLDVSAM - Redefine existing VSAM data sets that contain the IMBED, REPLICATE,
and KEYRANGE attributes

. MASTRCON - Accommodate the removal of the master console
7. ONEBCON - Accommodate the removal of |-byte console IDs

8. LLSTCAT - Catalog SYSI.SIEALNKE and SYSI.SIEAMIGE for the default system link
list in z/OS VIR8

9. NEWDS - Add references to new data sets and paths

v AW N —

o

10. OLDDS - Remove references to old data sets and paths
I 1. SMSLVL - Ensure the integrity of SMS control data sets
2. ETCUSS - Update Communications Server and z/OS UNIX /etc configuration files

‘ Migrating to z/OS R8 Part 1 of 3: Get Ready © 2007 IBM Corporation
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&
. . . . JA
IBM Mlgratlon Checker for z/OS Installation Instructions A/

|. Download/upload Web Deliverable data sets: CLIST, JCL, and LOAD
2. TSO RECEIVE INDATASET (xxx) for each data set

3. Execute $SETUP from the CLIST data set. Do this for each system you want
to run these programs from — may share the CLIST and LOAD data sets.

4. If desired, update $sysname in the CLIST data set, with your CSI info.

5. Run $MIGALL from the hlq.&sysname.JCL to execute all migration programs
serially. Run an individual member for just one migration program you’re
interested in.

6. Review each member of hlq.&sysname.OUTPUT for what was found. Rerun
as necessary.

Usage Notes:
= Evaluates the currently active system.

= Programs will be to detect migration actions, not to correct. Can re-run
these programs as many times you want, at any point in your migration cycle.

="As is" support - feedback can be provided on a forum.

‘ Migrating to z/OS R8 Part 1 of 3: Get Ready © 2007 IBM Corporation
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IBM Migration Checker for z/OS

The IBM Migration Checker for z/OS is a new tool that checks the applicability of certain migration actions on the currently
running system. It does not perform migration actions on your system. Instead, the tool reports which migration actions
you have to perform. The tool is best used to assist you in creating your migration plan in conjunction with the z/0S
Migration book.

A selection of migration actions for this tool can assist you in your migration from z/OS V1R7 to z/OS V1R8. However, if
you’re not on the z/OS V1RY7 to z/OS V1R8 migration path, most of the programs in the tool can also provide value on
other migration paths such as z/OS V1R6 to z/OS V1R8, and even z/OS V1R4 to z/OS V1RY7. The output reports
produced from running the tool will tell you whether the tool was able to do any analysis on the currently running system,
so running it outside the intended migration path does no harm, and in many cases is helpful.

The IBM Migration Checker for z/OS is an “as is” download tool available from the z/OS download Web page at
http://www.ibm.com/servers/eserver/zseries/zos/downloads/. It's composed of several batch programs that can be run
either independently or serially in one job to check the applicability of certain migration actions on the currently running
system. The user who runs the programs must have the authority to issue the TSO/E CONSOLE command and have an
OMVS segment defined.

You can run the tool as often as you like. On z/OS V1R7 before you've even ordered z/OS V1RS8, after installing z/OS
V1RS8, and after each z/OS V1R8 image is deployed on your enterprise. Because the tool does not make any changes to
your system and is aware of the level of the system on which it is running, it can:

* Alert you to migration actions that you should plan for in the future
* Detect migration actions that you can do now to clear the way to z/OS V1R8
* Verify that you've done the migration actions correctly when you’re running z/OS V1R8.
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As configurations change, rerun the tool. For example, if your enterprise has multiple TCP/IP stacks, and activates and
deactivates those stacks at different times, it is beneficial to run the tool multiple times to analyze each active TCP/IP
stack.

You can dynamically change many of the items that the tool checks for on your currently running system. You can set up
your automation to submit IBM Migration Checker for z/OS jobs on a regular schedule that fits your needs or you can
manually submit the jobs. The frequencies is your choice, but keep in mind that only the latest report will be in the output
data set. If you see a need to save the output from previous runs, you can include that in your automation steps too.

The IBM Service organization does not officially support this tool, but rather operates on a best-can-do basis. Please
report any bugs, suggestions, or comments to the “IBM Migration Checker for z/OS” forum on IBM Customer Connect.
For access to the forums, send an email to zosmig@us.ibm.com.

You must still review the migration actions in z/OS Migration that are not covered by the programs in the IBM Migration
Checker for z/OS tool.
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» Documented in z/OS Migration

e For complete migration tasks for z/OS R8, see this book!
—from R5 to R8, and R6 to R8, and R7 to R8, customized books
= "When behaviors aren't the same anymore, migration actions are called for]"

» From z/OS VIR7 to z/OS VIRS:

= means that selected element migration actions from these elements are discussed
® If coming from z/OS RS or z/OS Ré to RS, there are additional elements that have migration actions

Elements with Migration Actions for z/OS VIR8

-JES2
-~BCP *JES3
= Communications Server - Language Environment
# Cryptographic Services - ICSF, OCSF, PKI, o Library Server
= DFSMS # msys for Setup
¢ DFSORT
*NFS ‘l
= Distributed File Service - zFS ©RMF »‘f““'
= HCD (introduced in z/OS R7, not R8) & SDSF
¢HCM # Security Server (RACF)
# Infoprint Server = XL C/C++
# Integrated Security Services - Firewall - 2/0S UNIX System Services
¢ ISPF

‘ © 2007 IBM Corporation

Migration Actions for Elements Between z/OS R7 and z/OS R8

When migrating from z/OS R7 to z/OS R8, the specified elements in the foil above have required migration actions. Refer
to z/OS Migration for complete information on the required migration actions for all elements. Selected elements with new
z/OS R8 migration actions follow in this presentation, however, included for these selected elements are migration actions
which were introduced in z/OS R6 and z/OS R7 (not just z/OS R8). This will show a more complete picture for any

migration to z/OS R8.

If you are migrating from z/OS R5 or z/OS R6 to R8, there are other elements that have migration actions. For a complete

list of migration actions which is applicable, refer to z/OS Migration.
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What exactly is a z/OS "Migration Action'?

» Migration is
e the installation of a new version or release of a program to replace an earlier
version or release.

> After a successful migration, the applications and resources on the new
system function the same way they did on the old system, if possible.
"System Equivalence"

> Migration does not include exploitation of new functions except for
new functions that are now required to use.

> Migration actions are classified as:
® Required: required for all users
® Required-IF: only required in certain cases

® Recommended: good to do because it |) is good practice, 2) may be
required in the future, 3) resolves performance or usability problem

> Migration actions are also classified as when they may be performed:
e NOWY, Pre-First IPL, or Post-First IPL

‘ © 2007 IBM Corporation
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Migration Definitions and Classifications

Migration is the first of two stages in upgrading to a new release of z/OS. The two stages are:

® Stage 1: Migration. During this stage you install your new system with the objective of making it functionally
compatible with the previous system. After a successful migration, the applications and resources on the new system
function the same way (or similar to the way) they did on the old system or, if that is not possible, in a way that
accommodates the new system differences so that existing workloads can continue to run. Migration does not include
exploitation of new functions except for new functions that are now required.

® Stage 2: Exploitation. During this stage you do whatever customizing and programming are necessary to take
advantage of (exploit) the enhancements available in the new release. Exploitation follows migration.

Migration Requirement Classification and Timing

The migration actions are classified as to their requirement status:

®* Required. The migration action is required in all cases.

®* Required-IF. The migration action is required only in a certain case. Most of the migration actions in this presentation
are in this category.

* Recommended. The migration action is not required but is recommended because it is a good programming
practice, because it will be required in the future, or because it resolves unacceptable system behavior (such as poor
usability or poor performance) even though resolution might require a change in behavior.

To identify the timing of migration actions, this presentation uses three types of headings:

* Now. These are migration actions that you perform on your current system, either because they require the current
system or because they are possible on the current system. You don’t need the z/OS V1R8 level of code to make
these changes, and the changes don’t require the z/OS V1R8 level of code to run once they are made. Examples are
installing coexistence and fallback PTFs on your current system, discontinuing use of hardware or software that will
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no longer be supported, and starting to use existing functions that were optional on prior releases but required in z/OS
V1R8.

* Pre-First IPL. These are migration actions that you perform after you've installed z/OS V1R8 but before the first time
you IPL. These actions require the z/OS V1R8 level of code to be installed but don’t require it to be active. That is,
you need the z/OS V1R8 programs, utilities, and samples in order to perform the migration actions, but the z/OS
V1R8 system does not have to be IPLed in order for the programs to run. Examples are running sysplex utilities and
updating the RACF database template.

It is possible to perform some of the migration actions in this category even earlier. If you prepare a system on which
you will install zOS V1R8 by making a clone of your old system, you can perform migration actions that involve
customization data on this newly prepared system before installing z/OS V1R8 on it. Examples of such migration
actions are updating configuration files and updating automation scripts.

® Post-First IPL. These are migration actions that you can perform only after you've IPLed z/OS V1R8. You need a
running z/OS V1R8 system to perform these actions. An example is issuing RACF commands related to new
functions. Note that the term “first IPL” does not mean that you have to perform these actions after the very first IPL,
but rather that you need z/OS V1R8 to be active to perform the task. You might perform the task quite a while after
the first IPL.

Icons used in the subsequent foils:

means that you shouldn’t overlook this migration action

%
¥

means that the IBM Migration Checker tool can help with all or part of this migration action
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Some General Migration Actions for z/OS VIRS8 from z/OS VIR5

> Migration Actions You Can Do NOW:

=> Verify that you have enough XCF groups in your sysplex CDS and enough XCF members in
your XCF groups (Required-IF, as of R7,R8) - In R7: XCF group IOEZFS, R8 XCF group SYSXCF.
Reformat if you need to.

=> Use the "new" default for your prog mgmt binder COMPAT specification (Required-IF, as of
R8)
=R8 intro PO5 (PO4 was intro in R3, when COMPAT=MIN was the new default). Use default, in your

SMP/E UTILITY entry.

> Migration Actions Pre-First IPL:
=> Set up your IPCS environment (Required)
—Don't forget R7 new data set SYS|.SIEAMIGE, for SYSLIB, like SYSI.MIGLIB.
=> Migrate /etc and /var system control files (Required) - NFS obsoletes some /etc files.
=> Remove references to deleted data sets and path (Required)
=> [SP.SISPSASC (ISPF now uses LE RT SCEERUN/SCEERUN?2.)
=> Still need DDDEF for CNMLINK for OSA/SF PTFS! (Can point to an empty data set)
=> Add references to new data sets and paths (Required)
=> New in R6, PDSE linklist data set SYS|.SIEALNKE.
=> New in R7, PDSE linklist data sets SYS|.SIEAMIGE and SYS|.SHASLNKE. New APF list PDSE
SYSI.NFSLIBE to replace SYSI.NFSLIB.

=> New in R8: SYSI.SIEALNKE and SYSI.SIEAMIGE are automatically added to the default
system linklist! You must catalog these data sets!

© 2007 IBM Corporation
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Some General Migration Actions for z/OS VIR8 from z/OS VIR5

» Continued from previous foil...

> Migration Actions Pre-First IPL:
=> Accommodate new address spaces (Recommended)
= New in R6, SMSPDSEI, restartable PDSE address space that allows you to recover from
some PDSE problems without having to re-IPL. And TN3270E. By default, not created during
IPL.
= New in R7: DEVMAN, HZSPROC, JES2S00/ for JES2 NJE over TCP/IP
= New in R8: DSSFRDSR for hsm. Starts automatically whenever a ds is recovered from
DASD using FRRECOV DSNAME command. Terminates when hsm terminates.
=> Accommodate new SCOPE=COMMON data spaces in IEASYSxx MAXCAD
(Required-IF)
=In R7: | for JES2ZWTO (rolled back in OA05981), | or more for XES connections to serialized
structures.
=In R6 and R8: None
= IBM Health Checker for z/OS can help you determine what to specify for the

MAXCAD value!

» Migration Actions Post-First IPL:
® <pone>

‘ © 2007 IBM Corporation
17

© Copyright IBM Corporation, 2007
Page 52 of 128

April 2007



Plan your migration to z/0S V1.8!

Some BCP Migration Actions for z/OS VIR8 from z/OS VIRS g

» Migration Actions Pre-First IPL:
&, Accommodate the removal of |-byte console IDs (Required, as of R8) “! /
" R7 removed I-byte console ID support from macros and commands,
= R8 completes the |-byte console ID removal. |-byte console IDs might still continue to be
accepted, but they will be treated differently, so programs that use them will probably behave
unexpectedly.
= Console ID Tracking Facility is still incorporated into z/OS R8. Use it!
= New routing attribute in R8, UNKNIDS. Any consoles that request this attribute receive
messages directed to |-byte console IDs.
% Accommodate the removal of the master console (Required-IF, as of R8)
= Before R8: one op console within the sysplex was req to be designated as the master console.
= As of R8: master console is removed, and functions that were unique to the master console have
been made available to other consoles. Can still define multiple consoles with master authority.
System enforces that the system console has master authority and LOGON(OPTIONAL).
—Remove the NOCCGRP keyword from CONSOLxx and "MSTCON" keyword from the
CNGRPxx. (Can keep if you share parmlib with <R8 systems, R8 warns but continues.)
—Following commands are no longer supported: VARY ..,MSTCONS and DISPLAY C,MCONLY
—Add INTIDS keyword to console definitions in CONSOLxx. This is a new R8 routing attribute.
o Any consoles that request this attribute receive messages directory to console ID zero (which
used to represent the master console).
= Got COM="MN JOBNAMES,T' in COMMNDxx? Use SETCON MONITOR command
instead.

‘ ©2007 IBM Corporation
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General Migration Actions Between z/OS V1 R5 and z/OS V1 R8
These migration actions were taken from z/OS Migration. Some descriptions and actions have been shortened for
inclusion in this presentation. For the complete descriptions and actions, refer to z/OS Migration.

General Migration Actions You Can Do Now

Apply coexistence and fallback fixes (Required)

Migration action: Install coexistence and fallback PTFs on your systems to allow those systems to coexist with z/OS
V1R8 systems during your migration, and allow backout from z/OS V1R8 if necessary. See z/OS Migration for a list of
required coexistence PTFs, Take a look at using EPSPT to make this action even easier!

Use SOFTCAP to identify the effect of capacity changes (Recommended)
Not required, butis recommended to help in assessing processor capacity and available resources when migrating to
new software levels, and when migrating to z/Architecture.
Migration action:
* Download SoftCap from one of the following Web sites:
* Customers: http://www.ibm.com/support/techdocs/atsmastr.nsf/\'Weblndex/PRS268
* Business partners: http://www.ibm.com/partnerworld/sales/systems
* Run SoftCap to determine your expected increase in CPU utilization (if any) and to identify your storage
requirements, such as how much storage is needed to IPL.
Reference information: SoftCap User’s Guide, which is provided with the tool.

Find alternatives to removed elements and features (Required-IF)

Required if you use any of the removed elements and features.

Several base elements and optional features have been removed from the operating system and therefore can no longer
be used. The following elements have been removed:

* DCE Application Support (in z/OS R6)

* Encina Toolkit Executive (in z/OS R6)
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* Text Search (in zZ/OS RG, but is still available as a Web deliverable if needed for limited use)

* msys for Operations (in z/OS R8)

In addition, you should prepare for elements and functions that will be removed in future z/OS releases. For alternatives
to the removed elements and features, see z/OS Migration.

Migration action for msys for Operations: z/OS V1R7 was the last release to support the msys for Operations base
element. msys for Operations has been removed from z/OS V1R8. IBM plans to transition many of the msys for
Operations functions to a new user interface and infrastructure in a future release of z/OS.

You should remove any msys for Operations customization that you performed on your pre-z/OS V1R8 system so as not
to carry it forward to your z/OS V1R8 system. As a guide, use “Appendix D. msys for Operations customization checklist’
in z/OS Managed System Infrastructure for Operations Setting Up and Using. Failure to remove customization can result in the
following problems:

* JCL errors or abends trying to start the msys for Operations instance

* Redundant VTAM APPLs

* Redundant RACF customization

* Redundant system-unique data sets

* Redundant Support Element customization

Upgrade Windows 2000, 95, 98, and NT clients (Required-IF)

Required if you have clients running Windows 2000, 95, Windows 98, or Windows NT Workstation.

z/OS no longer supports service for client operating systems whose service is withdrawn by the operating system
manufacturer. As a result, IBM no longer supports service for clients running Windows 2000, Windows 95, Windows 98,
or Windows NT Workstation 4.xx.

Migration action: Use a supported follow-on to Windows 2000, Windows 95, Windows 98, or Windows NT Workstation
4 .xX..

Reference information: For client software supported with z/OS, see z/OS and z/OS.e Planning for Installation.

Use the new default for your program management binder COMPAT specification (Req-IF, as of R8)
Required if you invoke the program management binder specifying a compability value other than the default
(COMPAT=MIN)

Since z/OS V1R3, the program management binder default for specifying the compatibility level has been MIN, meaning
that the lowest level that supports the features used is selected for the current bind. In z/OS V1R8, a new COMPAT level,
PO5, was introduced. If you invoke the program management binder on z/OS V1R8 and override the default of
COMPAT=MIN (such as specifying COMPAT=CURRENT, which was the default before z/OS V1R3), you might have
program objects produced that are at a higher format than you intended and that cannot be executed on systems earlier
than z/OS V1RS.

Migration action: Make sure that any program management binder parameters you specify use the default for the
COMPAT statement. This ensures that program objects can be executed from the most environments. A common place
where the COMPAT statement may be specified is in your SMP/E GLOBAL zone UTILITY entry for the program
management binder.

Verify that you have enough XCF groups in your CDS and enough XCF members in your XCF group

(Required-IF, as of R7 and R8)

Required if you have an inadequate number of XCF groups and members formatted in your sysplex couple data sets, and

functions that you are using need additional XCF groups or members.

Over time, as various z/OS functions and applications exploit XCF services, you must ensure that there is enough space

in the sysplex couple data set for all the XCF groups and members that are to be defined by the exploiters. It is possible

that your sysplex couple data set could contain an inadequate number of XCF groups or members.

Migration action:

1. Issue the DISPLAY XCF,COUPLE command on your current system. Notice the values of MAXGROUP and PEAK for
your sysplex couple data sets. These values show you the maximum number of XCF groups that the couple data sets
can support, and the peak number of XCF groups ever in use in the sysplex. Also notice the values of MAXMEMBER
and PEAK for your sysplex couple data sets. These values show you the maximum number of members that the
couple data set can support in one group, and the greatest number of members ever in use in the largest group in the
sysplex.

2. Inz/OS V1R7, one additional XCF group is used. Its name is IOEZFS and it is used by base element Distributed File
Service to provide zFS support. In z/OS V1R8, one additional XCF group is used; its name is SYSXCF and it is used
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by base element BCP for XCF support. If you do not have enough groups formatted to support this additional XCF
group, reformat your sysplex data sets with a larger number of groups.
3. If your peak member value is close to the maximum member value, you might want to reformat your sysplex couple
data sets to support a larger maximum number of members to be used by any one group.
Reference information: For information about formatting sysplex couple data sets with the MAXGROUP and
MAXMEMBER parameters, see z/OS MVS Setting Up a Sysplex. For information about the DISPLAY XCF command, see
z/O8 MVS System Commands.

Update the CustomPac Installation Dialog (Required-IF, as of R6)

Required if you use ServerPac, and have not yet performed this migration action.

Migration action: If this is the first time you will install a ServerPac using the level of the CustomPac Installation Dialog

supplied with z/OS V1R6 or higher, you must update the dialog before receiving your ServerPac order. Determine

whether you need to update the CustomPac Installation Dialog by starting the dialog and looking at the bottom of the first

panel displayed (CPPPPOLI) for the text “This dialog supports electronic delivery”. Then:

* If the panel contains the text, no migration action is required.

* |f the panel does not contain the text, follow the instructions for getting and running the UPDATE or EUPDATE job in
ServerPac. Using the Installation Dialog.

Note: If you are installing an older order and want to run UPDATE or EUPDATE, use the CPPCINV sample job to convert some of the

older order’s data sets to VSAM before finishing its installation.

Failure to perform the update will cause an ABEND 813 during ServerPac RECEIVE processing! You'll see:
IEC1491 813-04,IFGO0195H, m2y70bname, STEPO1,INPUTT tape_unit,tape_volser,SYS1.orderid LOADLIB

Reference information: ServerPac: Using the Installation Dialog

Update local panels, CLISTs, and execs that invoke the CustomPac Installation Dialog (Required-IF)
Required if you use ServerPac, and have not yet performed this migration action.
Migration action:If this is the first time you will install a ServerPac using the level of the CustomPac Installation Dialog
supplied with z/OS V1R6 or higher, you might need to update local panels, CLISTs, and execs used to start it. Determine
whether you need to update the CustomPac Installation Dialog by starting the dialog and looking at the bottom of the first
panel displayed (CPPPPOLI) for the text “This dialog supports electronic delivery”. Then:
* |f the panel contains the text, no migration action is required.
* |f the panel does not contain the text, remove the ISPF4X parameter from the CPPCISPF command in local CLISTs,

execs, and panels. For example, change:

PROC 1 CPPMHLQ ISPF4X(N)

CONTROL NOMSG NOFLUSH /* LIST SYMLIST CONLIST

SET COMMAND = CPPCISPF /* COMMAND NAME, DO NOT DELETE */

to:

PROC 1 CPPMHLQ

CONTROL NOMSG NOFLUSH /* LIST SYMLIST CONLIST

SET COMMAND = CPPCISPF /* COMMAND NAME, DO NOT DELETE */

Also, if you have added recovery code to a local CLIST or exec to restore a user's PROFILE PREFIX in case of

abnormal dialog termination, remove it. The CustomPac Installation Dialog no longer runs with NOPREFIX set.
Reference information: ServerPac: Using the Installation Dialog

General Migration Actions Pre-First IPL

Set up your IPCS environment (Required)

Migration action: Set up an IPCS environment. For guidance, use the documents listed in the reference information
below. During setup, ensure that your logon procedure points to the target system’s level of IPCS data sets, which are
shown in z/OS Migration.

Note: Starting with z/OS V1RY7, a new data set, SYS1.SIEAMIGE, has been added. It is a PDSE data set that
complements SYS1.MIGLIB. This data set needs to be used along with SYS1.MIGLIB, when necessary, for IPCS.
Reference information: For more information about IPCS, see zZOS MVS IPCS Customization. For more information
about the correct logon procedure updates, see the z/ZOS Program Directory. For information about setting up the JES2
IPCS environment, see z/0S JES2 Diagnosis. For information about setting up the JES3 IPCS environment, see z/0S
JES3 Diagnosis.

Use IBM-supplied PARMLIB and PROCLIB (Required)
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Migration action: For parmlib, add the data set pointed to by the z/OS V1R8 PARMLIB DDDEF to your parmlib
concatenation. The data set should generally be added last in the concatenation, and you should make sure that the other
data sets in the concatenation don't have members with the same names as IBM-supplied members. If you place the data
set on the system residence volume and use an indirect catalog entry, future migrations won't require this particular
migration step.

* For proclib:

1. Ensure that the default proclib members have been copied to your default proclib to pick up the new and changed
members.

2. Update individual sample members provided and ensure they are accessible to the system, as shown in the table
of proclib member updates in z/OS Program Directory.

3. Ensure that the procedure libraries listed in the table of libraries to be added to the proclib concatenation in z/0OS
Program Directory have been placed in the necessary procedure library concatenations and are available to the
system.

Reference information: For lists of parmlib and proclib members that are shipped, see z/0S Program Directory.

Migrate /etc and /var system control files (Required)

Migration action: The /etc and /var directories contain system control files: the /etc directory contains customization data
that you maintain and the /var directory contains customization data that IBM maintains. During installation, subdirectories
of /etc and /var are created. If you install z/OS using ServerPac, some files are loaded into /etc and /var due to the
customization performed in ServerPac. You have to merge the files in /etc and /var with those on your previous system. If
you install z/OS using CBPDO, you should copy the files from your old system to the z/OS V1R8 /etc and /var
subdirectories.

Copy files from your old system to the z/OS V1R8 /etc and /var subdirectories, and then modify the files as necessary to
reflect z/OS V1R8 requirements. If you have other files under your existing /var directory, then you will have to merge the
old and new files under /var. The easiest way to do this is to create a copy of your current /var HFS and then copy the
new /var files into the copy.

The following z/OS V1R8 elements and features use /etc:

* Communications Server — IP

* Cryptographic Services — PKI Services and System SSL

* DCE Base Services

* Distributed File Service. The SMB server uses /etc/dfs.

* IBMHTTP Server

* Infoprint Server uses /etc/Printsrv.

* Integrated Security Services - Firewall Technologies, LDAP Server, and Network Authentication Service
* Library Server

®* 7/OS UNIX System Services

The following z/OS V1R8 elements and features use /var:

e CIM

® Cryptographic Services - OCSF

* Infoprint Server

* Integrated Security Services - Network Authentication Service uses /var/skrb.

As of z/OS R7, NFS will no longer use the /etc directory for lock files, it will use VSAM data sets instead.
Reference information: For information about copying your existing /etc and /var directories, see z/OS Migration.

Update items affected by changed interfaces (Required-IF)

Required if any of the interface changes impact your installation.

Interfaces in z/OS are parts of the system that allow people, application programs, execs, or procedures to interact with
the system. Examples of interfaces are commands, macros, panels, exit routines, callable services, data areas, the
parameter library (SYS1.PARMLIB), the procedure library (SYS1.PROCLIB), the sample library (SYS1.SAMPLIB),
configuration files, and environment variables. Various changes have been made to interfaces since z/OS R5.

In order for your application programs and resources to work the same way on your new system as they did on your old
one, you'll probably have to make updates due to the interface changes. In addition, you’ll probably have to notify people
such as operators and end users about interface changes that affect tasks that they perform.
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Migration action: Review the book z/OS Summary or Interface and Message Changes and z/OS MVS Init and Tuning
Reference. Update application programs, execs, procedures, and system parameters (in parmlib) appropriately.

Verify that virtual storage is set properly (Required)

Migration action: Determine how much virtual storage use to allow above the 2 GB bar. While there is no practical limit
to the number of virtual addresses an address space can request above the bar, the system can limit the amount of virtual
storage above the bar that an address space is allowed to use. The amount of virtual storage above the bar is determined
as follows. The MEMLIMIT parameter in parmlib member SMFPRMxx sets the default system-wide limit, which defaults to
zero (nothing) if it is not specified. However, the system-wide default MEMLIMIT can be overridden by specifying
REGION=0M or MEMLIMIT on JOB or EXEC statements in JCL. To set a limit on the use of virtual storage above the bar,
use the SMF exit IEFUSI. For more information, see the topic about limiting the use of memory objects in z/0S MVS
Programming: Extended Addressability Guide.

If you want to control the use of virtual storage above the 2 GB bar, do one or more of the following:

®* For MEMLIMIT, you must specify a nonzero MEMLIMIT in an active SMFPRMxx member of parmlib to establish a
system default other than zero for available virtual storage above 2 GB. (The default MEMLIMIT is zero.)

*  You can specify MEMLIMIT explicitly in JCL to override the system default that was set (or allowed to default) in
SMFPRMxx.

® You can specify REGION=0M on the job statement in JCL to implicitly set MEMLIMIT to NOLIMIT, which also
overrides the system default (from SMFPRMxx).

®* You can use IEFUSI both to establish a system default MEMLIMIT for different classes of work (for example, job,
TSO, STC) and limit the amount of virtual storage that can be used above the bar, provided that an explicit or implicit
nonzero MEMLIMIT is in effect from JCL or SMFPRMuxx.

Reference information: Information about how to evaluate the central storage configuration can be found in the

Washington Systems Center white paper z/OS Performance: Managing Processor Storage in a 64-bit Environment - V1

at http://www.ibm.com/support/techdocs (Search for "WP100269".)

Back virtual storage with real and auxiliary storage (Required)

Migration action: As you exploit additional virtual storage by defining additional address spaces or by exploiting memory
objects, ensure that you have defined sufficient real and auxiliary storage. Review real storage concentration indicators
via an RMF report to evaluate if additional real or auxiliary storage is needed:

® Check UIC and average available frames.

* Check demand page rates.

® Check the percentage of auxiliary slots in use.

Reference information: For more information about memory objects, see z/Z0S MVS Programming: Extended
Addressability Guide and Washington Systems Center flash 10165 at http://www.ibm.com/support/techdocs. (Search for
“flash10165”.)

Remove references to deleted data sets and path (Required)
Migration action: Using the table in z/OS Migration, "Data sets and paths deleted from z/OS V1R8, R7, and R6" as a
guide, remove references to data sets and paths that no longer exist. Remove the references from the following places:

* Parmlib

* Proclib
* Logon procedures
* C(Catalogs

® Security definitions, including program control definitions

* DFSMS ACS routines

* /etc/profile

* SMP/E DDDEF entry

* Backup and recovery procedures, as well as any references to them In the table, the high-level qualifiers in the data
set names are the default qualifiers.

Note: Especially noteworthy is DDDEF CNMLINK, which was used by the msys for Operations base element. Even though msys for

Operations was withdrawn from z/OS V1R8, the installation of OSA/SF (FMID HOGI400) PTFs still requires DDDEF CNMLINK to be

defined in the target zone. The DDDEF for CNMLINK must point to an empty data set when Tivoli NetView for 0S/390 V1R4
(5697-B82) is not installed. (Part of Tivoli NetView for OS/390 V1R4, as well as part of System Automation for z/OS V2R3, was included

in msys for Operations.) Removing the DDDEF for CNMLINK will result in failures when installing OSA/SF PTFs.
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Reference information: z/OS Migration contains the list of all removed data sets and paths in z/OS R8, R7, and R6.
Add references to new data sets (Required)

Migration action: Using the lists that are found in z/OS Migration as a guide, add references in the following places for
data sets that have been added to z/OS:

Parmlib

Proclib

Logon procedures

Catalogs

Security definitions, including program control definitions
DFSMS ACS routines

Any backup and recovery procedures.

Of special note are the data sets:

SYS1.SIEALNKE and SYS1.SIEAMIGE. These PDSE data sets are used by multiple elements and features.
(SIEALNKE was introduced in z/0OS V1R6 and SIEAMIGE was introduced in z/OS V1R7.) They provide a common
location to store program objects that are eligible for the link list. As of z/OS V1R8, the system automatically
concatenates these two data sets to the default system link list. Therefore, you must ensure that these data
sets are cataloged.

SYS1.SHASLNKE, which is a PDSE introduced in z/OS V1R7 and used by JES2. It replaces the data set
SYS1.SHASLINK. When SYS1.SHASLNKE is added to the link list, by default it is APF authorized and does not need
to be specified on a STEPLIB DD statement.

SYS1.NFSLIBE, which is a PDSE introduced in z/OS V1R7 and used by NFS. It replaces the data set SYS1.NFSLIB.
Be sure to update your APF list in parmlib with the new name.

Reference information: z/OS Migration contains the list of all new data sets and paths in z/OS R7, R6, and R5.

Accommodate new address spaces (Recommended)

Not required, but recommended if you use the CVAFTR procedure. If you don't use it, the migration action is not

required but is recommended so that you take advantage of the benefits afforded by the new address spaces. Also recommended to
use the TN3270E address space for enhanced availability and it is planned to be a future requirement (see the
Communications Server portion of this presentation).

The following address spaces are new:

DSSFRDSR: This address space is started by DFSMShsm to invoke DFSMSdss to recover up to 64 data sets
concurrently from one or more copy pool backup versions. There is nothing for you to do. This DFSMSdss address
space is started automatically by DFSMShsm whenever a data set is recovered from DASD using the FRRECOV
DSNAME command. The address space terminates automatically when DFSMShsm terminates.

DEVMAN: This DFSMSdfp address space is new in z/OS V1R7. z/OS uses this device manager address space to
provide various kinds of device support. In zZ/OS V1RY7, this support includes component trace information for DADSM
creation and CVAF events. These new component trace records are formatted when viewed by IPCS using CTRACE
COMP(SYSDMO). Component tracing for DADSM creation and CVAF events are activated and deactivated by
DEVMAN modify commands. The CVAF trace events to GTF formerly provided by the CVAFTR procedure have been
removed. The debug/trap options of CVAFTR, however, are still available.

HZSPROC: This address space, new in z/OS V1R7, is for the IBM Health Checker for z/OS. IBM recommends the
use of the IBM Health Checker for z/OS because it can identify potential problems before they impact your availability
or cause outages. It checks the current active z/OS and sysplex settings and definitions for a system and compares
the values to those suggested by IBM or defined by you. The open architecture of the framework supports checks
written by IBM, ISVs, and users. The default ServerPac configuration provides the setup and starts the HZSPROC
address space. If you do not want to start this address space, update the ServerPac generated jobs and supplied
samples accordingly.

JES2 NJE over TCP/IP: As of z/OS V1R7 JES2, NJE over TCP/IP runs in a new address space. The address space
is responsible for sending data to, and receiving data from, TCP/IP. This move of processing from the JES2 main task
to the user environment is expected to improve reliability, availability, and serviceability by isolating the moved
function from processing in the JES2 main task, and to improve performance by taking advantage of multiple CPUs to
do the work (so that not all work is done under the single JES2 main task). One address space is created for each
subsystem name and nnn is the subscript of the owning NETSERV. For example, for NETSERV(1) owned by
subsystem JES2, the name would be JES2S001.
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This address space is started and stopped using the $S NETSERYV and $P NETSERV JES2 commands. No special
definitions are required. However, if desired, the characteristics of the TCP/IP connection associated with the address
space can be altered in the TCP/IP profile data set.

* SMSPDSE1: This DFSMSdfp address space was new in z/OS V1R®6. It is a restartable PDSE address space that
allows you to recover from a PDSE problem (hang, deadlock, or out-of-storage condition) without having to re-IPL the
system or sysplex, and to determine which systems require a re-IPL or repair to eliminate PDSE hangs and failures.
SMSPDSE1 is related to SMSPDSE. SMSPDSE is a nonrestartable address space for PDSEs that are in the link list
concatenation. SMSPDSE was introduced in z/OS V1R4 through the service stream (and rolled back to prior
releases) to relieve extended common service area (ECSA) usage. SMSPDSE cannot be restarted because global
connections cannot handle the interruption and reconnection that are part of an address space restart. SMSPDSE is
the only PDSE address space for z/OS systems when the following conditions exist:

— The IGDSMSxx initialization parameter, PDSESHARING, is set to NORMAL.
— The IGDSMSxx initialization parameters in a sysplex coupled systems environment are set as follows:

- PDSESHARING(EXTENDED)

- PDSE_RESTARTABLE_AS(NO)
If these conditions do not apply, the z/OS system has both the SMSPDSE and SMSPDSE1 address spaces. The
SMSPDSE1 address space provides connections to, and processes requests for, PDSE data sets that are not part of
the link list concatenation.

®* TN3270E Telnet server: This Communications Server address space was new in z/OS V1RG6. It allows the TN3270E
server to run in a separate address space from the TCP/IP stack address space. In z/0OS R9 Communications Server,
support for the in-stack version of the TN3270 Server is planned to be discontinued.

Rework and install user modifications (Required-IF)

Required if you have made any user modifications that necessitate changes.

Migration action: Use the z/OS SMP/E Planning Migration Assistant to help determine which user modifications need to
be reworked and which just have to be reinstalled. The Top or New Intermediate Product Migration Changes Report uses
data found on your system, combined with IBM-supplied information from the Software Information Base, to show you the
current levels of products available as well as product migration and functional changes using a comparison of FMIDs.
You can use this report to determine the product migration impacts by reviewing the “changed” FMIDs. This can help you
assess how many user modifications have to be reworked if you issued the LIST SYSMOD USERMOD FORFMID (listing
the “changed” FMIDs) command. All other user modifications can be reinstalled without having to be reworked.

Note: IBM recommends using exit routines for any user modifications where possible, and installing the exit routines with
SMP/E. By using SMP/E, it is easier to bring forward desired modifications to the z/OS release you are installing.

Several elements and features have their default options set by assembling and link editing one or more modules. These
include:

e XL C/C++
* DFSORT
* HLASM

* Language Environment. Investigate using CEEROPT, which can be used to specify run-time options for CICS, IMS
LRR, and other LRR users. Even better, consider using the function added in z/OS R7 to eliminate your assembler
language run-time option modules in CEEPRMxx parmlib member!

Reference information: For information about C/C++ customization, see z/OS C/C++ Compiler and Run-Time Migration

Guide. Forinformation about DFSORT customization, see DFSORT Installation and Customization Guide. For

information about HLASM customization, see HLASM Installation and Customization Guide. For information about

Language Environment customization, see z/0S Language Environment Customization.

Reconnect subsystems and non-IBM products (Required-IF)

Required if you use any ISV products and need to reconnect them after performing a ServerPac installation, or if you
intend to use any subsystems with your z/OS system.
Migration action: Follow the instructions for each ISV product that you use to reconnect it to your z/OS V1R8 ServerPac.

Ensure that any required coexistence service is installed prior to using the subsystem with the new z/OS V1R8 system, as
well as any required SVCs, system modifications, parmlib setup, and proclib setup. Follow the instructions for the
subsystem that you need to reconnect.

Reference information: For a list of independent software vendors (ISVs) that support z/OS, as well as announcements,
testimonials, and other information, see http://www.ibm.com/eserver/zseries/solutions/s390da/. For a directory of ISV
products that support z/OS, see the Global Solutions Directory at http://www.ibm.com/software/solutions/isv.
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Update operational and other procedures (Required)

Migration action: Review your operation, automation, administration, security, backup, and recovery procedures, and

make any necessary changes depending on how you installed and which functions you plan to exploit. Some possible

changes are:

* Allowing applicable users access to new high-level qualifiers that you may have. There are no new default high-level
qualifiers introduced in z/OS R8, z/OS R7, or z/OS R6 with the new target data sets.

* Updating and testing your backup and recovery procedures to accommodate the new target system.

® Updating and testing any disaster recovery procedures.

* Updating and testing any automation procedures to take advantage of new functions.

* Updating security system definitions, such as defining new users and resources, permitting users to use new
resources, and defining new profiles in the RACF FACILITY class.

Reference information: For information about the new functions incorporated into z/OS V1R8, see z/OS Introduction

and Release Guide.

Accommodate nhew SCOPE=COMMON data spaces (Required-IF)
Required if you use the MAXCAD parameter of parmlib member IEASYSxx and the value you specified is inadaquate for
your z/OS R8 system.
The MAXCAD parameter specifies the maximum number of SCOPE=COMMON data spaces to be allowed during an IPL.
The new SCOPE=COMMON data spaces are:
* Addedin z/OS V1RY:
— One data space named xxxxWTO (where xxxx is the JES2 name), for example, JES2WTO. (This data space was
rolled back to prior releases by APAR OA05981.)
— One or more data spaces for XES connections to serialized structures. For details, see the BCP migration action
that follows in this presentation.
®* Inz/OS R6 and z/OS R8: None.
Migration Action: Increase the limit for the number of SCOPE=COMMON data spaces defined on the MAXCAD
parameter if your specification is not adequate to cover the new data spaces that have been added. Note that in zZ/OS
V1R6, the MAXCAD default was increased from 25 to 50. If this default is acceptable for your environment, you might
want to remove your MAXCAD specification and allow it to default.
Tip: The IBM Health Checker for z/OS can help you determine what to specify for the MAXCAD value. Use the check
IBMRSM,RSM_MAXCADS. This check is available as of z/OS V1R7 and also in APAR OA09366 back to z/OS V1R4. By
running this check, you can find out:
* The MAXCAD value you specified during IPL
®* The number of SCOPE=COMMON data spaces currently in use
* The high water mark, which is the highest usage of SCOPE=COMMON data spaces used during this IPL
Use this information to help you set your MAXCAD specification in IEASY Sxx.

Make z/Architecture changes (Required-IF)

Required if you have not already migrated to z/Architecture.

z/Architecture is the 64-bit architecture provided by the IBM zSystem 9 (z9) server and the IBM @server zSeries servers
(z990, z890, z900, and z800). With z/OS IPLed in z/Architecture mode on a z9 or zSeries server, you can take advantage
of functions such as 64-bit real and virtual storage support, Intelligent Resource Director (IRD), and HiperSockets. If you
are migrating from an IBM S/390 Parallel Enterprise Server — Generation 5 (G5) or Generation 6 (G6), or from an IBM
S/390 Multiprise 3000 Enterprise Server, to the z9 server or one of the zSeries servers, you need to migrate to
z/Architecture. z/OS V1RY7 on a z9 or zSeries server does not support ESA/390 architecture.

Migration action: Use the following checklist as a guide to the changes you have to make to take advantage of
z/Architecture: (This list is kept current with WSC Flash 10185.)

1. Decide how many servers and LPARSs you need. Support for 64-bit real storage might allow you to consolidate your
current systems into fewer LPARs or to a single native image.

2. Determine whether any locally-developed code is affected by z/Architecture. For information about 64-bit virtual
addressing support, see:
* z/OS MVS Programming: Assembler Services Reference ABE-HSP

z/OS MVS Programming: Assembler Services Reference IAR-XCT

z/0OS MVS Programming: Authorized Assembler Services Reference ALE-DYN

z/OS MV'S Programming: Authorized Assembler Services Reference ENF-IXG

z/0OS MVS Programming: Authorized Assembler Services Reference LLA-SDU

z/0OS MVS Programming: Authorized Assembler Services Reference SET-WTO
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Plan your migration to z/OS V1.8!

Check with gour ISVs to ensure that they support z/Architecture. See
http://www.ibm.com/eserver/zseries/solutions/s390da/osnp.html

Check the z9 EC, z9 BC, z990, z890, z900, or z800 PSP bucket for ané service needed for 64-bit addressing (or
other hardware-related functions). For the z9 EC, the upgrade is 2094DEVICE, and the subset is 2094/Z0S. For the
z9 BC, the upgrade is 2096DEVICE, and the subset is 2096/Z0S. For the z990, the upgrade is 2084DEVICE and the
subset is 2084/Z0S. For the z890, the upgrade is 2086DEVICE and the subset is 2086/Z0S. For the 2900, the
upgrade is 2064DEVICE and the subset is 2064/Z0S. For the z800, the upgrade is 2066DEVICE and the subset is
2066/Z0S.

Install real storage manager (RSM) service: PTFs for APARs OW55209, OW55255 (and companion OW56071),

0OW54938, and OW55729 (and companion OW55902).

Note: It is important to read the APAR cover letters and apply circumventions as appropriate. For example, the

circumvention for OW55729 and OW55902, which is documented in OW55729, recommends that you set the

IEAOPTxx MCCAFCTH thresholds based on the amount of central storage on your system. Once you have the fixes

for OWS55729 and OW55902 installed, it is recommended that you use the default MCCAFCTH thresholds (and

remove the circumvention), and remove the MCCAFCTH statement from IEAOPTxx altogether.

Plan for additional resources for stand-alone dump. In z/Architecture, all of central storage is dumped rather than

just the 2 GB of central storage in an ESA/390 system. In order to support this much larger requirement, review the

use of multivolume stand-alone dump data set support, which was provided in z/OS V1R2. Refer to z/0S MVS

Diagnosis: Tools and Service Aids. Also review Washington Systems Center flash 10143 at

http://www.ibm.com/support/techdocs (Search for "flash10143".)

When you're ready to switch to z/Architecture, reconfigure the LPAR to use only real storage (formerly called central

storage) rather than central and expanded storage by shutting down the system, deactivating and then activating the

LPAR to pick up the new storage allocation, and then IPLing the system. (LPARSs in basic mode require a power-on

reset.). If you run in z/Architecture mode and still have expanded storage defined, the expanded storage is not used

and the system issues these messages:

* |JARO16l THE SYSTEM WAS IPLED IN ESAME MODE WITH EXPANDED STORAGE DEFINED. THIS STORAGE
WILL NOT BE USED BY THE SYSTEM.

* |EEO38E AMOUNT OF EXPANDED STORAGE EXCEEDS 0G MAXIMUM. EXPANDED STORAGE IN EXCESS
OF MAXIMUM IS IGNORED. RECONFIGURATION FUNCTIONS ARE NOT AVAILABLE. This is followed by the
WTOR IEE039A REPLY TO ACKNOWLEDGE MESSAGE IEEQ38E.

Any expanded storage you have defined for z/Architecture mode is allocated to the partition and, even though it isn't

used, is unavailable to other partitions.

Fallback note: ESA/390 mode can still be IPLed successfully in an LPAR defined with greater than 2 GB real

storage. However, only the first 2 GB of real storage is used, the system issues the following two messages, and the

storage is unavailable to other partitions:

. IéATROOégIGTé—IE SYSTEM WAS IPLED IN ESA/390 MODE WITH MORE THAN 2 GIGABYTES OF CENTRAL

* |EE020E AMOUNT OF CENTRAL STORAGE EXCEEDS 2G MAXIMUM. CENTRAL STORAGE IN EXCESS OF
MAXIMUM IS IGNORED. This is followed by the WTOR IEE021A REPLY TO ACKNOWLEDGE MESSAGE
IEEO20E.

The preferred fallback method is to reconfigure the LPAR to use central and expanded storage as desired, shut down

the system, deactivate and then activate the LPAR to pick up the new storage allocation, and then IPL the system.

System services that used expanded storage in ESA/390 mode (such as hiperspaces) have been changed to