
IBM TotalStorage N series systems
with SnapMirror Software

Global data availability and disaster recovery.

Figure 1. IBM TotalStorage N series with SnapMirror: cascaded configuration

Highlights

■ Fast data replication and

failover—can help reduce

downtime in case of a failure at

the primary site

■ Access to mirrored data—

enables offloading tape backup,

potentially increasing the value

of your disaster recovery

investment

■ Volume or Qtree replication—

mirrors selected data sets,

helping to reduce networking

infrastructure requirements

The challenge: Rapid access to mission-

critical data

Today, global enterprises need to pro-

tect and quickly recover data in the

event of natural or man-made disasters,

operator errors, or technology and

application failures. They also need an

efficient way to distribute data to

remote locations. Without an effective

data protection and distribution strat-

egy, operations can be brought to a

standstill, resulting in significant lost 

revenue.

The solution: IBM TotalStorage N series

systems with SnapMirror software

IBM TotalStorage® N series systems

with SnapMirror® technology can help

you implement the disaster recovery

and data distribution solution that your

enterprise needs. By replicating data at

high speeds over a LAN or a WAN,

SnapMirror technology can help 

support high data availability and 

quick recovery for mission-critical 

applications. 

SnapMirror technology is designed to

mirror data to one or more N series fil-

ers. It supports constant updates to the

mirrored data to keep it current and

available for disaster recovery, offload-

ing tape backup, read-only data distri-

bution, testing on non-production filers,

online data migration, and more. If your

enterprise is geographically dispersed

and all locations need access to the

same data set—such as training

videos, CAD tools, and the like—

SnapMirror can distribute the same

data to all locations. By automatically

updating this data and allowing local

access to mirrored data, SnapMirror

can help improve employee productivity

and efficiency.



Preserves valuable network bandwidth

IBM TotalStorage N series systems with

SnapMirror technology have many

bandwidth-saving features that can

help you lower the infrastructure cost of

data replication and disaster recovery.

You can perform an initial full-volume

transfer using tapes, and then use the

tapes to populate data in remote loca-

tions. After that, you need only update

the new and changed blocks incremen-

tally over the network. By replicating

only a subset of the entire filer data set,

SnapMirror technology can significantly

reduce network bandwidth require-

ments. In addition, SnapMirror technol-

ogy sets checkpoints during data

transfers. If the system goes down, the

transfer restarts from the most recent

checkpoint. SnapMirror technology can

also perform intelligent resynchroniza-

tion, which virtually eliminates the need

for full transfers when recovering from a

broken mirror or loss of synchroniza-

tion. If data on the mirrored copy was

modified during application testing, it

can be quickly resynchronized with the

production data by copying the new

and changed data blocks from the pro-

duction system to the mirrored copy.

Configuration flexibility

IBM TotalStorage N series systems with

SnapMirror technology can be

deployed into any networking infra-

structure with enough bandwidth to

handle the data transfers. Support for

multiple transports paths allows for

greater use of existing equipment and

better availability since you can failover

between paths.

SnapMirror technology supports data

protection by allowing you to choose

the right level of synchronicity (sync,

semi-sync, and async) between source

and target copies. For instance, the

sync option supports the replication of

data at the remote site such that the

remote data can be up-to-date and

ready for use after a failure. This can

facilitate disaster recovery efforts and

reduce system downtime. Semi-sync

allows you to determine the number of

I/O operations or how long the repli-

cated site can be out of sync with the

source, based on their site needs. Or

with async, schedule transfers when-

ever you want every minute, hour, or

day. You can establish the frequency

that works best for each site. The

schedule can be easily modified and

changes can be made effective imme-

diately. You can also choose different

filer configurations for the source and

mirrored systems. The source system

can even be a clustered filer with 6TB

of storage mirroring 2TB of mission-

critical data to a different filer model.

In addition, cascade and multihop mir-

roring let an IBM TotalStorage N series

system with SnapMirror technology tar-

get volume serve as a source to other

targets, with each mirror pair running

on its own schedule to meet site-

specific requirements. Cascade mirror-

ing can help you replicate data over a

distance—for instance from New York

to Paris, Rome, and London. You can

duplicate the New York data to London,

and then use lower-cost links to repli-

cate the data from London to Paris and

Rome.

Filers are SnapMirror software-ready

and need no added software installa-

tion. Built-in SNMP support facilitates

integration with an SNMP framework.

Using SnapMirror, data can be effi-

ciently and cost-effectively replicated to

remote sites for disaster recovery or

data distribution.
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For more information

Contact your IBM representative or

IBM Business Partner or visit:

ibm.com/totalstorage/nas




