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“To go to New York, we can remove one Boeing 777-200 and one Airbus
A340 and go from five flights a day to four”

“We will be able to use a plane that costs 20 percent less to run
than the two others”

Pierre-Henri Gourgeon,
Director, Air France
30 October 2009
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*|IBM Servers and
Virtualization

—Platform Selection

—Scale up vs Out




The IBM Systems family

Innovative, proven technology providing platform choice to match unique business needs

BladeCenter®

System z™ IBM Systems System x®

‘I-

M

POWER Systems™

IBM® Systems
Dmector System Storage™

Systems Director™
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IBM virtualization across all platforms

@i BEST OF
VMWORLD

. 200

"This is the game changer here: an IBM
data-class machine with four quad-core
processors ... running an embedded
hypervisor.

This makes [virtualization] simpler to
administer and manage, adding a level of
reliability and security”

[t 2 ..l'.d
i
.—"'j":‘-'*'

100 percent of IBM mainframes are delivered virtualization ready
82 percent of IBM System i5 595 servers are ordered with logical partitioning

Over 40,000 UNIX, mainframe and System i companies exploit
systems-level virtualization

IBM System x clients deploy over 1,000 virtual servers a day

IBM is the leading reseller of VMware

3,000 storage virtualization clients, adding more than five every day
More than 3,400 virtual tape systems supporting one exabyte of data

ServerWatch awarded IBM Virtualization Manager Best Virtualization Tool in
their annual Product Excellence Awards

IBM System x3850 M2 won Best of Show at the VMware 2007 VM World event
Hundreds of in-depth total cost of ownership studies

IBM Systems Director V6.1 for cross-platform physical and virtual systems
management

E—— @ o s
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IBM is working with clients to evolve their data centers
Virtualization enables IT simplification and quick ROI

60 percent reduction in power and cooling
costs through virtualization-based data
center consolidation

Tiered storage helped reduce capital costs
by $1M over 18 months

Consolidated & virtualized 89 standalone
servers to 5 System x servers and one |IBM
BladeCenter — enabling a new application to
be deployed in minutes rather than weeks

Implemented an IBM Scalable Modular Data
Center solution yielding 40 to 50 percent
reduction in floorspace; estimated 30
percent more efficient in power and cooling
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Scale up or Scale out? Brick or Blade?
Selecting a Form Factor

© 2009 IBM Corporation



Consolidation Approach — based on IBM scale-up multi-processor servers

= Pros

v' Industry-leading performance and benchmarks

v Unique scalability to 4, 8 , 12 and 16-sockets to grow
as the demand grows

v Massive amounts of CPU, memory, network and
disk resource — unlikely to be a cap

v Highest consolidation ratios
(Due to highest headroom levels)

v Also ideal as high-end scalable database servers

v Simpler management (fewer servers)

= Cons

— Need to virtualize greater numbers of servers at a
time in order to realize ROI
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Consolidation Approach — based on IBM Blades

= Pros

v More power-efficient than rack-mount servers

v’ Permits migration to consolidation and virtualization
at a controlled rate — can be accelerated or slowed
as desired

v' Allows neighbouring blade servers to run natively if
required (ie non-virtualized)

v Creates a multi-node virtualized server farm — with
efficient load-balancing of VMs and separation of
applications e.g. cluster pairs

v’ Can be configured as stateless servers — no moving
parts — for high reliability and availability

= Cons

— Resource ceilings — CPU, memory, network —
reached more quickly

— Concentration of compute resource may be an issue
as regards power and cooling

— More servers to manage than scale-up
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*Some ROl Factors
—Capex
—Opex
* Power & Cooling — free tools

* Labour




Reality of x86... a Love / Hate Relationship

What we LOVE... What we HATE...

Lower Acquisition Cost In distributed computing environments,

85 percent of computing capacity sits idle’

Large Application Base _ 3 ;i
Power and cooling costs are now eight times

Readily Available Administration Skills greater than they were 12 years ago?

Management costs now represent 70 percent
of IT budget3

Spending . Installed Base

(US$B) (M Units) -
$300 790
- . 2T 45
$2501 Power and cooling costs I - 40
Server mgmt and admin costs .I L HL 35
$2001 ¥ New server spending ’ 30
$150- ]! - 25

\I'
7 L] m “" \||| ' [ 20
~ RS | N
4l -
$50 1 ’ : 10 o= =
» | 5 ™ e e |
$0 LI R N R R R B R R R R R 0 1 Based on IBM estimates
\&b @6\ @q‘b \&% q?@ q,@\ @Q'L@Q"b {LQQV @Q‘D {19@ ‘_‘96\ ‘19@’ ‘19@ {19'9 2,3 Clabby Analytics, The Data Center ‘Implosion

Explosion’ ... and the Need to Move to a New
Enterprise Data Center Model, February 2008
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IDC: Impact of Server Proliferation

.. Spendi ; . Installed B
= |T energy costs — Rising flfgsé';g ] Power and cooling costs: 8 FOLD —k “5('; Snits?se
[ ] Server mgmt and admin costs: 4 FOLD
— 15% per year over the last 5 years $300 - ] - 90
and are forecast to match or Bl New server spending...FLAT Predicted | 45
e>_<ce_,-ed server procurement costs 250 4~~~ 2006-2010 Actual & revised ~
within 5 years server deployment - 40
= |T operational overhead — Rising $200 - - 35
b = = =31.2
— 70% of the IT labour budget and is - 30
growing at 10% CAGR 2003-2008 $150 - L o5
= Server Procurement Costs — Flat L 20
— 85-95% of capacity is excess $100 7 - 15
— nearly $140B in over-expenditure
$50 10
-5
Av_ A D O 5 X » N 0
© ) ©
& FP S (1961' S S TS S
Source: IDC, 2006, Virtualization 2.0: The Next Phase in Customer
Adoption, Doc #204904, Dec 2006

(Quantity of) Servers Proliferation...4-FOLD INCREASE
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IBM Power Configurator

= Available via the web, free download

Maximum
= This tool provides power sizing information - e ar e e
for configurations of BladeCenter and W oy mew smw et e
System x servers W Sy

[32) 2048 ME Dimmis)
. . . . . [y 738 1"]I{-_lr._|m SAS Hot-Swap HOD - 2.5
= The following useful information is available 121 PRO/DID PT Dual Port Sarver Adapter by sl
(21 Emuiey 438 FC Dyal-Por PCI-E HBA for [BS) System &
(11 1B34 Ramale Supanisor Adapter | Simiine

— Input Power (Watts)

— PDU S|Z|ng Information (Amps) Power Estimates for Total Configuration
Date & Time: 02112008 14:41:13
— Heat Output (BTU/HTr) P United Kingdom
) ] . Welage. 230V
— Airflow requirements through chassis (CFM) MAx SYSTEN
Based o SySIETIS) Iving at MEASURED RATING
— VA Rating (VA) Powe: £52 W 1600 W
Input Cusrent: TR Xy [y.
- B TUIHR: 1624 BTUMr 2258 BTU/MHr E455 BTUIHr
— Leakage Current (milliAmps) VA Rating: 287 VA 678 VA 1835 VA
Leakage Current; 0,84 mA 0,54 mA, .84 mA
— Peak Inrush Current (Amps) Peak Inrush Current {4ms): B0 A B0 A BOA
. Minimum Airfiow [CFM): BE CFM
in spreadsheet format Maimunm Airfiow (CEM): 140 CFM

Cuivaiil Peogiae Vorslss: Varses 4,500 - 1T Doosdsgd, 2009

THESE ALVIEER S AT FEA SLAEDN DUFIUG TESTS AT 250 ABIBENT TERP & W0 FOLUR BERILT S WA T WART™

http://www.ibm.com/systems/bladecenter/resources/powerconfig/index.html

BladeCenter*and System x
Power Configurator Resulis




IBM* S}rstems Director Welcome admin Help Logaout

Wiew: _A_II tﬁ*_sl-c_:_s_ Vl | J Ackinee Erer. - g\ |5 Select Action --- [

welcome

My Startup Pages 1

Finda Task

Find a Resgurce

Mawvigate Rescurces
[F Autcmation
F Awvailability
Inwentory
[El Ensrgy

Active Energy Manager

Release Management
Security
System Configuration
Swstem Status and Health
[ Task Managsment

Settings




Configure Power Capping

Set a power cap

= Guarantees server won'’t exceed that
Choose either an absclute power cap, or @ percentage of the available many watts

':E:'.-l.:ti'.-al:e Power Capping '::::'Dea:ti';al:e Fower Capping . If Cap is reached processor is throttled

Power cap type: | and voltage reduced
iAbsolute value (Wattsii v

..............................................................

.................................. LSS,

Power cap value:

= Available on P6 Blades and selected
System x servers and blades

@ 637 W

235w -~ = New soft power capping is not
guaranteed, but allows a lower cap to

Values betwean 2Z23W and 625W are not guaranteed

Targets: be set
Mame * | Current power cap & | Power Capping
[EM 2203 BE4A 10EOSEL Mone Inactive

M|4|page 10f1 (®[M] |1 |[#] Total:1

IEEWE ][ Close ]
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Set Automation Plans = Set thresholds for energy attributes
= Specify separate warning and critical levels

| EventAutom.. AN = User can be notified when thresholds are reached

l-:rigger-ed by any fan events. To learn more, click each event type name in the list to
display a description and any additicnal settings for that event type.

Select event types from the following list:

&ctive Energy Monitors

|:| dvarage Input Powsr

Amperage Capaciky

Exhaust Temperature

Voltage
Ambient Temperature

tverage Input Power (AC]
Monitor values that are too high:

werage Input Power (DC]

1=

[] critical == |0 : Celsius
Effective CPU Speed

NEAEAEEM™

(T 7) H
Warning - L
Ambient Temperature (externally I:l == = w Celsius

metered)

D Current

LAmbient Temperature

D fverage Input Power (externally
metered)

M mviemidis. |
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*|IBM Server
Consolidation Tools
and Techniques




Some Server Consolidation tools and methodologies

= ZODIAC
— IBM global method to produce a business case for: Consolidation, Virtualization, .... i “:X_: ALINEAN
- COBRA i o
—  Much-reduced version of above, using industry-standard data (Same tool, different approach)
= CDAT
— Consolidation, Discovery and Analysis Toolset COBRA
— AIX, HP-UX, Solaris, Windows, Linux
= SWIFT
—  Sizing/Capacity Planning Web-Based Interactive Solution Fitting & TCO Model
— Virtualization Sizing Analysis e
~  “best-fit” of VMs Conaehdsion, o i
- VMware, MS VS, Virtual Iron (Xen), System p hypervisor Vls In“ sty oot
= WASFO -
—  Workload Analysis for Server Farm Optimization VIRTUALIZATION SIZING ANALYSIS —

—  “collection and analysis”
—  x86 only
= VMware Capacity Planner
— Basic Consolidation Estimate (CE)
— Consolidation Assessment (CA)
—  x86 only, mainly Windows

SWIFT
- . Wershon 2,620

cetympuesrs [ ke TR S

IBM Server Consolidation

Cmpaiig il i) J035-S0EF 1RAd
i rig Bohrercen. Al righia jeidmad. 1AL

i o ' \
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The IBM Systems Consolidcation
Evaluction Tool for IBM System x
cand BladeCenter

-+ Register to access the tool

www.ibm.com/systems/3months

The Business case for moving to IBM System x servers can be substantiated by using

the IBM Systems Consolidation Evaluation Tool (Alinean)

The tool will demonstrate quantifiable TCO and ROI results in 15 mins or so for a Customer on why they

should consider moving to an IBM System x or BladeCenter solution

The tool provides a professional report in MS Word
or Power Point format that can be shared with the Customer

If needed, the tool can be used by the Customer
or dynamically shared.

www.ibm.com/systems/90percent

TCO Comparizon - 3 Year Cumulative

1.800 000E

1.600.000E

1.400.000E

1.200.000E

1.000.000E

200,000+

B0 .000E

00,0008+

2000008

0g

T
Curren| b [z |=] Enwironmen t

T
Bk Server Solution

@ Swstems hanagement Labor @ Serwer Hardware Costs @ Server Software Costs

Fovser and Facilities Costs
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Some data collection and sizing tools

= VMware Capacity Planner

— Collect server and storage data %aﬁﬁﬁgﬁa
— Analyze data for best-fit onto virtualized
environment %%%%a%%%
— Can only be used by VMware accredited %%%ﬁ%%ﬁe
partners — including IBM — under a services

engagement

= |IBM CDAT
— Consolidation Discovery and Analysis Tool

— Can only be used by IBM and IBM business
partners

— Multi-platform server data collection
-Windows, Linux, Solaris, HP-UX, Netware
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IBM Consolidated Discovery and Analysis Tool

= Multi-platform server data collection tool
= Windows, Linux, Solaris, AlX, HP-UX, Netware
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Average Utilisation compared with Industry norms

Disk Utilizati
% CPU CPU = on
Utilization | Queue
Queue

Industry Average

Pages Per Network
Second BytesPer
Second

Anon -> |All Systems Group
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Performance - Average Processor Utilisation

Enterprise Dashboard (Week: 41, Year: MHE)
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» Charts show all-discovered servers (left chart) vs servers at a selected location (right chart)

« Slightly lower utilization for second location — probably because of use of newer hardware

» “Peak CPU utilization” = The hour of the day that has the highest load based on a 24-hour day, where 1 is 1am and 20 is 8pm.
When summarized weekly, this is the busiest hour across all the days of the week.
i.e. this figure represents the average CPU utilization during the busiest hour.
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Benefit of Dual and Quad Core on Power / Cooling

Assumption: Install of two servers with both processors included (/

2005
FSB Speed  800MHz

[ Processor 1 1 core = 120w

Server 1 ;
Processor 2 1 core = 120w
Processor 1 1 core = 120w

Server 2 .
Processor 2 1 core = 120w

Total 480W

||~ 4 cores
120W per core

Delta of 60W (average domestic light bulb) 2006-9 for our 2-server farm. 50x this for a 100-server farm: 3kW difference
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Performance - Server Processor Balance

Performance - Server Processor Balance Sitems (3
IASenrer | CPUD | CPUA | CPUZ CPU3 CPU4 CPUS CPUS CPUT

[ 4 3.35 207 2.58 7,14 = = = -

[ 2 148 LIS 115 £A7 - . F .

[ 3 465 062 1.55 1.42 - - - -

[ nen nE3l E il = - = = _

(5 Crsl) Con)) Cun)) Ceas) C wn)D C ) C 1) C e 53’;3‘_’00%
& 1,42 1.27 - - - - - -
7 154 449 161 3.15 : . - .
B 006 1.:7 o.07 05 0,08 0.0& 0.09 006

—E - = = = = = 2-Way

EQ Cuerm s.n)_(ﬁ (@ - : : = dual-core
1 5] 0.4 043 .66 - 5 - -

12 157 0,34 .45 1.55 0.51 0.33 112 387

_13-_ 040 0,29 - - - - - -

[ 14 0.2 B.15 0,14 0.30 - . ; .

_15 E:13 4,57 - - - - - -

EC 1.58 0,25 039 (31 . . - -

B .15 0.48 017 028 = : - 2

E 1,63 1.0 1.75 1.75 211 370 18D 1,70

150 153 11.41 277 .86 - . = .

[ 20 .32 026 0.96 0.2% z - : -

[ 21 0.1 0.23 : : - - - :

[ 22 .05 .04 0.07 0.08 < . : .

BE 194 157 1.06 232 - - - -

E 072 L8 0.90 5 z . : =

This table shows the average CPU utilisation for up Where a value differs significantly from its

to eight physical CPU cores neighbours, it is highlighted in red

Eight cores could be a 2w quad-core or 4w dual- This probably indicates a single and/or poorly-
core server threaded application on the server

© 2009 IBM Corporation




. . . Hew Hardware Configuration
1. For this configuration of target server... - =
Processors Memory Disk Network Physical
Speed| Word Size| Size /o Speed| Rack | Weight| Power| Thermal
I a r et S Ste mS Make/Maodel | Count | (MHz) | Length (MB)|(GB)|(MB/sec)|(Trans/sec) | Count|(MB/sec)|Units| (Ibs)| (W)|{BTU/he)
;'::? IBM/53850 M2 16| 2,100 &4 I, TEE| 148 50 4,000 & 1,000 4 o0 J01 2,389
Soenara Recomememnsdabons
Rumber of Systems fun 3 . . . .
N 3. We get this distribution
P et Al Functions Lisca b AN L ayiwe: B parinveent) & Depariresnis Enviremment L Erdravesis . .
B - — e and quantity of virtual
T arge: Swome. Rawss | Searce Syyinn Harals))| coue Islm |-=|:,'| sl.‘:‘.-'- e --.-’.'3'4'-‘- l?:‘-:lhg-rll NH;I 1?:-'“" ‘-'-'-""'-J_"q':'-.';': "-'-'"'-l"-l"f:ll'ml":s-. ";"m”"""l"ﬂ """I".'ﬂ ""s'::‘: - maChIneS tO phySIcal
Sysbarm path Excrghons - Rone
::::::lei'n.::us-n-:--e host ESX SerVerS
_-Hl!rlﬂl.'l [Tetuh) LB |10 3700 | 44,00 |, D30 3 a ELd 1Y 23E3| IR0 013 IR1T| R4QFS) 413 3600 X .50 L
’. i e T S T B T T T T 7 servers re-defined as
* 1ol 1] R I virtual machines (VMs)
’. e — — e e e e e on an ESX host
_-.Flllll'l?'l .: I.; ':I:: !-1,:: L a0 !‘B.W:lll:; a - oL 23 L::: Dl: '!Bl: J‘.llﬁ 5':: ?I:":; H?: :-: Dl:: - ( Phantom1-1 )
1 i 134 1.3 1Ly LRt L L L LET LT LM L Ly S
[ 2 e nx 19 il LA B | a2 ey L7 1w :
1 i Al 1473 L AN L g o, e (= i N1 (5 L | .
: | s nm an|  am| Lz ] am| 1384 Lz Al . NeXt hOSt Conta|ns a
i e T 1w B wrw] am] e L L L S ..
! 1 1am]  zam 1w 1| am|  am I T e am|  am ! similar number (9) VMs
i L Jao Tl 1Ly L LT L parE i pLar] L L L 1
9 1 2 e R L X% L a4 bty Bl 40l o e A :
- 1 L o pa= 1Ly 1 L R B L 13 O A L _-
_-ﬂllrl!’ﬂ':l 1 L6100 X270 |00 | DE3 00 (53 a EL Y 2aE3 Ll 03] 3433 LFREd) 531 FLA¥ AR LR L] (L] -—_~ -
B L P 1004 ELE | ayg L5 ] Ay (= 1a REC EE o \I
] L 3 L340 1 1 AW b L339, 4l L] L' txy W ]
h 3 i gL T ELE &1 EE w4 [RER-1 T 134 Lk Ak A !
1 L Pry 1004 nx %13 1w 2.0 [LEAL L IL L0 | L : . . .
i T ] T ! Next host contains a similar
: = = e s s s s s ~=— number (12) VMs
1 L 1x Rt nx | 1 L [l R am L] M ta L3 I
] L 234 Pl pLE- A iy i s L il ALE EE o iy :
: | wm = am|  am| L nm| am| o | am|  am | .
P I e I I T T T ! 2. And for this workload
[ o L 1x b R ko L L& 109 R 184 ko Lt L 1
Of Tyimen D1 | MR | 42800 LE| IRD@ES 12| IP0|R] KN O Tom| LEXI 03 JLEL| AERNT] BITF| 3FNLN| LSRN 2N 103 --7 Of the target Server 1
L . Max Load Thresholds
Please note that the indicated server placement is used only for e—
illustration purposes, in practice DRS would be used to continuously [ oo Memory ==y e
define and re-define the placement of servers. Queue File Sys| Page| Paging 1/0 1/0| Speed
% Used | per CPU| %0 Used |Cache (MB)|File % | [Pg/sec) | [Trans/sec)|[(MB/sec) | [(MB/sec)
75 4 & E72 70 300 1,500 D 1,000
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Consolidation ratios on IBM x3850 M2 servers

11 x IBM x3850 M2 servers, to host 185 server VMs

(16.8 VMs per host)
4 x quad-core 2.4GHz
64GB RAM

Windows XP desktop VMs:

CPU: 41% max

Memory: 81% max

Dual-core (8 cores)
Quad-core (16 cores)

Six-core (24 cores)

i -Cllrlx

=

SHTL

- - cPu " %
m Wmmory 16 %
- = = 12 &
H Mamory 16 %

Chearinll ulifizabon
i %
Bamory 18 %

CRY sppro 2% pesiage
Lo, 2 Wy

CFii ST oL ENETH R
My 38% airfag
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*Best Practices
—Consultancy

-Sizing

~Systems Management




Getting the adoption curve right

Process and

Technology

Number Standardization
of XP"S DOING IT RIGHT
Ratio TOO MUCH TOO SOON SETELENE]
Virtual / .
Physical

Expanded

/’ Rollout
& architectural and/or

Checkpoint «—— gnerational review
TOO LITTLE ..
< TOO LATE

POC =

Time & Virtual Maturity

After VMware
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Examples of recent work — checkpoint review

The VI3 estate is in good shape at the present time. 6

J|mni]|
:||:”
il

However there is potential for the successful consolidation and
virtualization of several hundred servers to itself proliferate into

TN an estate of hundreds and even thousands of virtual servers,
ViMuware Virtual Infrastructure 3 together with an increasing number of high-dependence host
implementation at Koo - p ,

servers. If the estate does grow further, it will require strong
26 September 2007 processes to manage the new environment.

The host servers are well-utilized in some areas but could
be much improved in other areas. This is a consequence
of ... not yet utilizing the more advanced features of VI3.

... average virtual machine consolidation ratio is exactly in
line with that calculated from IBM world-wide studies.
However, this is an average, and the overall utilization
achievable through virtualization could be substantially
higher.

There do not appear to be procedures relating to the
sizing, configuration, operation and availability of virtual g/\)
machines which can be related back to the original

business needs. /./
© 2009 IBM Corporation
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Resource Pools

r';_-_P 10.17.25.45 - ¥irtual Infrastructure Client

File Edit “iew Inventory Administration  Help
Ed . | g 7
les emimbigry Scheduled Tazhks Eventz Adrmi
Datacenter —— P
jm w > & G |
B .7 Hosts & Clusters
= [F5 Mew Datacenter Cluster

Stand-alone
Host

= ﬁh wiZluskzr

Q prnstaff-esx 1, eng. wiware, com
Q prnstaff-esx2 . eng. wiware, com
= & PMstaff
B rhe-bus_z
5 rhe-bus_3
Iy rha-lsi_z
Ca rha-lsi_3
&
3 w2kent-busk
3 w2kent-busC
51 wzkent-bush

=@ u Resource
= @& Production YMs BPool

G new name :
(D PMwiki (child)
i3 Sugar (winzk3)
i3 Twikit
I3 virtualCenter Server (Winzka) ReFS)OU:'Ce
i3 WM Importer 2,0 Sandbox (winzk3) QO
G wek3ent-lsi (Chl'd)

= & Test - Dev VMs
prstaff-esx] -rh9-lsi
1 wekas-bus
I wakas-busk

g wekent-buss
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Business cases for server consolidation

101: win-all x86 servers

Current AltCase2 9:1 AltCase1 27:1 4 Year Projection
server type b.HS21XM(1)L5310&BCH B x3850.M2(4)7350QC
total #CPU 464.0 96.0 64.0 1,200,000
used #CPU 96.0 64.0
213.0 213.0 213.0 1,000,000

213.0 24.0 8.0
4295 210.9 208.3 800,000

total capacity RIP 91,479.9 44,912.7 44,360.0

total workload RIP 4,574.0 4,574.0 4,574.0 600,000

average utilization 5.00% 10.18% 10.31%

400,000

AOC: Annual Operating Costs 200,000
Staff cost code

win.VMENTA win.VMENTA 0
0.00 41.91 41.91 Current
145.24 142.13 142.13 27
7.01 0.00 0.00
32,429.85 34,295.83 32,954.76 Dtransition BHW purchase
108,200.00 5,944.89 2,321.12 B SW purchase DOdepreciation pa
157,820.08 10,690.49 13,130.57 W staff cost pa B space & power pa
0.00 0.00 0.00 @ maint.pa OSW maint.pa
0.00 0.00 0.00
298,449.93 50,931.21 48,406.45 250,043 est.potential saving /yr

20,378.16 13,585.44 100.0 :100 SCON ratio Log
110,503.73 50,465.76 2,662.5 :100 SCON ratio Phy

0.00 130’88;'32 Energy and Climate Current Alt.Case.2 Alt.Case d
: avg RackU / Serve} 3.6 1.0 4.0 -0.4
4 Year Projection 757.0 24.0 32.0 725.0
oTc + 4x Aoc IEFTIETEZ] 316,772.06 18.0 0.6 0.8 17.3
79.9 5.0 7.7 72.2
1,049,527 65,500 101,420 948,108
182,640 11,398 17,649 164,991 -
449 28 44 405 energycciin
123 8 12 111
2,537.8 39,298.6 29,1113 -26,573  Power saving equates to
1.1 9.0 5.7 5 405 tonnes CO2/yr
0.501 3.940 2.513 2.013 or 1,341 Trees; or 162 cars
204 1,595 1,017 813
2,216 4,362 5,065 -2,849
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IBM’s own smart transformation has delivered results

1997 Today
oo | " FTOM 2002 through 2007, IBM's own IT g0 o 1
investments delivered a cumulative Host data centers 155 .
benefit yield of approximately $4 billion.
For every dollar invested, we saw a Web hosting centers 80 o
$4 cumulative benefit. Network 31 1
Applications 15,000 4,700
Data Center = Consolidation and virtualization - thousands of servers onto
Efficiencies approximately 30 IBM System z™ mainframes.
Achieved = Additional virtualization leveraging System p, System x and

storage across enterprise.

» Substantial savings being achieved in multiple dimensions:
energy, software and system management and support costs.

Project » The virtualized environment will use 80% less energy and
Big Green 85% less floor space. s -
» 2X existing capacity, no increase in consumption or impact \.‘/
by 2010. e
Cloud-enabled = Self-service for 3,000 IBM researchers across 8 countries.

I —r
on .demand IT. » Real time integration of information and business services. ; P g
delivery solution & -
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Key to Zodiac business cases

Chips and Cores

Counted in this workload '

[T Windows App' Servers |

=

Sub-Projects

The current servers are

The current and alternate case are compared by
adding the one-time and extended recurring costs

Senerdyne YE5(2) 2000 2 . divided into groups with a
#_ ogical Servers Total Cores =, aBLL 3B 2% e 422 9000 business case
5 Used Cores 400,00 37 -A2% .-533-1 - 8000 l
#Physical Servers Total CPUs 19 B AL .
Count of Operating Systerm ———ThiealSeere — 23000 184 0% 67,0008 Consolidation
Instances & Computers in this #hysical Servers 23000 X 2% w211 Ratios
workload = ATeﬁ:-;gésw RIF 206.22;3 mié;-g :g::“ 158‘53 e W Thore will be different ratios
: otal apacit ! A, E -158% :
Total RIP Wofklgg_;.,.-.—- = 25087 25038 7 0% - e 2‘;:2:”%2”;? ot
Capacity&Workload Ave CPU %uiiZation 12.00% BE1% 3% L e it The sacth o
Diata showning the total and utilised il 3,000%, R T et Tt
system resource in the current and Sy e 2,000 and Fodiac uses the ratios in
future state Software Cosl Code its savings arithmetic
Software Cosl /CPU = 1,000 : 4 |
SW Support Costs E"f‘ﬂﬁ"‘”’? Coteers) o Target Server
; Soflwsselosl ) al i : y
Annual support & SV maint costs o efware M&S 5581 399, 53590 . | Technical specification of
per core, pertimage, perfsty. Hardware Maint 15 504 -32% -168 496 Transition =Hardwstal the proposed configuration.
Includes 05, vidualisation hyper- Space : 2471 -33% 10,872 Software Purchase © Deprecist! San he g fraction of a whole
visors DB & some middleware Power . 157773 39713 -75% -118 066 b tatk Last =siee | server, if the remainder is
Staff Cost_~~ 1,269 600 914,112 -28% -355 488 ';Z:sr o mHprarel | ced by another solution.
Deprecisiion b ) 0 0% ) 0 Wars %\ I
Annual Costs _orotal AOC 1,685,012 978,391 42% 706,621 *--.‘ R
Breakdown of the annual i, | Eoft Clateggrles
; i gy ta colout-codin
operational costs: HYY / SW Software Purchase 30 2,850 : | §
maintenance, facilities and Hardware Purchase 3 328 509
platform-support personnel Transition 32 650,000 ‘ sa\pings
T To;?itoz% 93 1,021-?53 | Used with the Met Cash
One Time Costs | Net CaghBsiment 1171 AR i | 'R”"FS‘VS'?;‘ tE CaLiCp”'a‘.e;he
; ol and Payback Period.
Estimated costs for new SV . - |
licenses, migration services, and of RIC ;ﬁ;:ﬂz 8,475,153 g'ggg’glg
course the cost of the new server Payhack Period Project Time Dyt dm 1y 9m
systems —
Five Year Cost Comparison e Rol / Payback / NPV

Business measurerments of investrment performance form part of the comparison
of the relative cost and value and risk for each of these sub-project pages
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Key to energy efficiency analysis

This analysis compares the energy needed to power servers in current and aliernate cases.
We show the Typical Watts drawn, and derive the distribution and mechanicals overhead
depending on the Data Center's Power Usage Effectiveness (PUE = total load / IT load)

Power & Cooling

In kiloWWatts (ki)

The total is made up of the IT Systems and the
overheads for distribution and Mechanicals.

Space Efficiency

The average server footprint is shown together with an
estimate of Racks needed taking into account the optimal
rack utilisation level in the Data Centre

% Tolal RackU #38.1
Racks (30 Rackl) 14.6 25 -12.1
\ Systems KW 87.9 7.0
Distribution kW 15.8 1.3
Mechanical kW 72.0 36.0
Total KW 175.7 44.2 75% 131
Relative RIPs Aatt 1.0 126 1163% 116
Watts/Log Srv 28596.2 1401.0 -52% -1495.2
USD Power Cost per Logical Server BaG 216 -69% -470

Z00.0
180.0
160.0
140.0
120.0
100.0
B80.0
60.0
40.0
z20.0
0.0

1 2

®Systerns kW = Distribution kW m Mechanical k'w

Energy Efficiency

Environmental Cost

With the advent of virtualisation it makes sense to examine
the amount of shareable capacity delivered in comparison
to the environmental limits of your data centre:

Space, Power & Cooling

Heat and greenhouse gases are created in the
process of electricity generation, depending on
the country and its energy technology.

This can be shown separately.
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Business Case summary

total capacity RIP
total workload RIP
average utilization

Staff cost code
SW cost code

SW cost /CPU /yr
SW cost /Lsrv /yr
SW cost /Psrv lyr
SW maint.pa
maint.pa

space & power pa
staff cost pa
depreciation pa

643 91

169 167

169 5.69
1,606.8 357.4
271,546.4 59,690.3
12,762.7 12,762.7
5% 21%
25,268 12,831
165,149 5,820
56,601 4,231

0 0

0 0
247,018.47 22,881.34
0 10,926

0 121,687

0 0

0.00 132,612.76

0 0
1,235,092 241,199

W staff cost pa

@ maint.pa

Ospace & power pa
=} dwrema ion pa
B SW maint.pa

300,000

250,000

200,000

150,000

100,000

50,000

0

1.0 :1 Log.SCON ratio
29.7 :1 Phy.SCON ratio

224,137 est.potential saving /yr

132,613 Net Cash Investment
Project Time
Payback Period

Oyr Om
Oyr 7m

993,893 5yr saving

Current
25
417

13.9 0.8

68 5
594,744 48,309
154,525 12,552
256 21

70 6
9,768 39,356
4,020 10,878
1.757 4.756
1,062 2,873
2,430 3,618

CNErgy=

Saving 235 tonnes CO2/yr
or 777 Trees; or 94 cars

Total: Business Case

server type
total #CPU

avg.Log.srv RIP
total capacity RIP
total workload RIP
average zation

Matches the
7 to 8 blade
servers
forecast
using the
VMCP tool

taff cost pa
int.pa

space & pow er pa
B depreciation pa
maint.pa

Staff cost code
SW cost code

SW cost /CPU /yr
SW cost /Lsrv lyr
SW cost /Psrv /yr
SW maint.pa
maint.pa

space & power pa
staff cost pa
depreciation pa

SW purchase
HW purchase
transition

300 60.7
90
90 7.59
1,498.7
134,880.3 32,497.4
6,386.8
5% 20%
13,456 6,573
42,751 1,879
28,557 1,646
0 0
0 0
84,764.81 10,098.11
0 6,129
0 47,272
0 0
0.00 53,401.01
0 0
423,824 102,012

90,000
80,000
70,000
60,000
50,000
40,000
30,000

1.0 :1 Log.SCON ratio
.9 :1 Phy.SCON ratio

Current
24
217

Matches the
74,667 est.p| 1 90/0
average
CPU
53,401 Net utilization
Oyr Om Proje
ayr om ray  forecast
321,812 5yr s using the
VMCP tool

7.2 0.3

36 2
319,076 18,439
82,901 4,791
137 8

37 2
9,324 64,245
3,722 15,516
1.627 6.783
983 4,099
2,505 4,141

ENErgys

Saving 129 tonnes CO2/yr
or 428 Trees; or 52 cars

July

October
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Example summary of a business case comparison

= Systems and sizing comparison

— Physical servers reduced from 26 down to 2

— Cores reduced by 115 with consequent opportunity for software cost savings
(126 down to 11)

— Upgrade capability within both new systems to accommodate some growth
(additional 31% more processing power available via upgrades)

— Increased capacity available for disaster recovery
— “Fine tuning” of capacity to better meet processing requirements

= Potential financial differences

— Overall financial savings of £2.37 Million over 5 years (45% less)

— Annual Operating Costs reduced by £0.65 Million or 62% vs current
— Software charges lowered by 90%

— Hardware maintenance costs reduced by 81%

— Space costs reduced by 88%

— Power costs reduced by 64%

— Estimated Return on Investment of approximately 1 Year 8 Months

= The estimated environmental comparison is...

— Space savings of ~ 163 standard rack units (~ 5 x 42U racks)
— Power savings of 43.0 kWh
— Reduced carbon dioxide (CO?) emissions of 161.9 metric tonnes p.a. (64% less)
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IBM Systems Virtualization: Servers, Storage and Software

IEM = This paper serves as both an
introduction to virtualization, as well as
IBM SVStemS an overview of pertinent IBM hardware
Virtualization: Servers, and software virtualization offerings
Storag e, and Soﬂware = We first introduce the concepts of

virtualization and the benefits of
virtualizing your systems

. Cawnrn T cenplols BN Syxliens
platiorm of servers, slerans, md sottease

’JFHG‘E i avails b virslization
praducis an lachibsgy

= We then describe virtualization options
for each of the IBM Systems platforms
as well as software and storage
technologies that are used to implement
virtualization

F’”Hﬂh:nl:'lpuﬁ'llﬁ-ﬂpl
virtuakization Sechnigens

= This paper is suitable for people who
want to expand their knowledge of
T virtualization and what IBM can offer

S Re d pa per with its systems and software

www.ibm.com/redbooks
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No just servers, not just VMware

IBM System Storage N

series with VMware
ESX Server

" Planting ot VRhware ESX seover
matallation on N sanes

r;nw up M saries LUNs for
Wivaara ESK sarvar

—
Using FlaxCinne wih
Wibware ESX server

Michind Sllsnger

ibm,comiradbanks REd hOOks

Implementing Microsoft

Hyper-V on IBM System x
and IBM BladeCenter

.
Introduces the new vifuakealion
platform froe Micresoft

—
Explains how tn install Hyper-i¥ on
Systam x and Bladelenter servers

—
Pascribes the amilabls
||||| iapeiment eals

Caris Almoird

N Redpaper
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For the technicians...

A

TERS
=

Tuning IBM System x
Servers for Performance

ir

ﬁldenhhl and elimmate performance
bottlenecks in key subsystems

rEa.cnuﬂ kmowledye from imside
Ihe IEM pertarmeance lahs

““Covess Windows, Linmx,
and E5X Server

Ciawid Walls
[Ervm Aufied
Phillip Dandas
Hark
Dhariiel Kneck
Charles Shaghumn

Forewsard by Gregg Molsiga

i, com' redbooks REdbuuks

24

Microsoft Exchange Server

Exchianpe Server’ is the Microsalt solifion for e-mal and collaboration
applicalions, Exchangs Server anly runs in Aciive Directory erdnonments,
because il prepares the Active Dirscbary database to slore dala such as user,
groups, or configuration seilings.

This chaptar dascribas basic tuning actions for Micresalt Exchangs Servar 2003
and incledes the following topics;

24,1, “Planning guidalnes® on page 832

242, “Tuning guinalines for subsystams” on page &34

24,3, “Exchange Server 2000 aparalions” on page 843

24.4_“Exchange Servar 2000 downleads” on pape 3d4

24.5, “Exchanpe 2007 on page 345

rryrrrow

Exchanpe Server is nol only an application for sending and receiving e-mails, it
algo manages maebile ard 'Web-based sccess to inlermaticn, shared calenders
ard tasks, and can be inagrated in Microsoft Share Point Servicas, The cumeant
warsion of Microsalt Exchange Servar is 2003 SP2. Similar to Exchange Sarvar
2004 (R2Z), it has many compatibility modas ta alkow administrators 1o migrata an
exisling Exchange 5.5 or 2000 enviranment [ 2003 skowly.
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For the technicians...

A

TERS
=

Tuning IBM System x
Servers for Performance

'FFI.d_enMy and elimmate performance
bottlenecks in key subsystems

rEa.:nuﬂ kmowledye from imside
Ihe IEM pertarmeance lahs

““Covess Windows, Linmx,
and E5X Server

Ciawid Walls
[Ervm Aufied
Phillip Dandas
Hark
Dhariiel Kneck
Charles Shaghumn

Forewsard by Gregg Molsiga

Redbhooks

im.com'redbooks

14

Microsoft Windows Server
2008

Micmaniia lniss! iteemtion of ther Aagehip: serssr opsesting symtees product
Windoars Serew 2008 war officialy releusd m Febnpary 28 [Vie besed on
the zama kermal ae fe deskiop opaming sesiem Birdows Visls®, Hoseser, the
adoption betwssn e two producds bas been markadly dibemm. Many frms
hares pirsady sussesshdly degloyed many prodosiion nesanges of the new serve
operahig mymiem and enjoeng mary ol e mposements over prstanis
N

This chegtar it th fdlaing e

& 142 “Ths Wincoms Saree 3008 prodect bwsily” on pags 427
143, “New leatusss of Windows Sarsesr 20(8° on pags 431

& 144, *Hetworking perlommancs” on page 438

& 146, "Somge nrd He spstam pedocmance” o page 443

& 14, “Othar pardormancs Lming massess” on pags 847

& 147, “Wirdows Sanwer 2000 B2 on pags 450

g IERA Cosg, 1008, 2000, K, 2004, 2007, 200, AF ApiTs fseread £I5
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For the technicians...

A

TERS
=

Tuning IBM System x
Servers for Performance Part 5

ir

ﬁldenhhl and elimmate performance
bottlenecks in key subsystems

rEa.cnuﬂ kmowledye from imside
Ihe IEM pertarmeance lahs

Working with
bottlenecks

““Covess Windows, Linmx,
and E5X Server

Ciawid Walls

[Eraran Bulffred
Phillip Dandas
Hark T part, wi damonstrat ko 50 anabile pour @ ystem b Ind panonmance
Dhariiel Kneck botlerscks and whal b do 1o ebiminaa T Wa e it @ approach you can
Charkis S taka 1 sk @ parlonmarce botdack, providing detads aboul whit 1o ok for
and how b Soks problems.
Forewsard by Gregg Molsiga

We ncluce & sampls oralyes of msl-is serves, showng how iooke can be uead

oy detect brtianecks any siplaning the meommandatons for pariosdsr spstems
REdboOks g sthimpspionties Ay
lm.com'redbooks v Chapter 311, “Spoting o bottensck™ on page B3

v [Chapier 21, "Analyeng botisnsdes lor senvere nnring Windoas" on

page 1
v Ghaplsr 22, "Analyeng botilenacke lor senvers ronming Linus® on papgs 718
Chapier 2, "Cass sipdies” on pags 743

T

S Comright 1EM Comp, 1596, 2000 S002, 2004, P007, 2003, AR Aph: eesre 1

ibm.com/redbooks
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30-second Business Case

»30-second
Business Case




|
Why IBM?

In today’s market of apparently-commoditized x86 servers, IBM System x
servers stand apart for several reasons.

In the high-end x86 server marketplace our rack-mount servers have market
leadership, enterprise-class reliability and unmatched scalability. They can be
uniquely expanded or upgraded to match the growth of your business.

In our blades portfolio, we have the widest range of blade servers, chassis and
switches yet offer compatibility between them all.

We have hundreds of no.1 performance benchmarks, delivered consistently
over several years.

Our x86 systems management can uniquely extend into other platforms such
as POWER and mainframe servers, manage both physical and virtual
environments and provide enhancements for enterprise-level management
suites such as our Tivoli offerings or even those of another vendor.
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How to virtualize your servers with IBM

Use the free tools for estimating power consumption of new servers, and for
the monitoring of existing servers.

Run a simple review using IBM’s server consolidation evaluation tool to
estimate the ROl and TCO of a virtualized environment.

Engage IBM to produce a free or low-cost sizing study to size the new
environment.

Follow this up with a consultancy study and report from IBM’s experienced
practitioners to give you the financial case.

Use best practices procedures and documentation to create your virtualized
environment.

And — when you have completed all this — don’t stop. A Dynamic Infrastructure
doesn't stop moving. Deliver a better service for your business.
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End of presentation

Simon Hodkin
Senior IT Specialist
IBM UK Ltd

SRR
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