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AGENDA

• Infrastructure Challenges – Need for monitoring

• Overview of IBM Tivoli Monitoring

• Tivoli Monitoring for Power Systems

• Deployment Tips

• Questions
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Virtualization Journey
Addressing challenges to achieve value

Manage
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Priorities

“I need to consolidate to 
reduce sprawl & CAPEX.” 

“I need to manage my 
workloads to rapidly respond to 
changes in capacity 
requirements and to ensure high 
availability of this environment.” 

“I need to optimize to create value & improve IT’s ability to rapidly 
support business innovation.” 

“I need to automate my processes 
to consistently & quickly respond to 
business requirements.”  
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AIX/Power Systems Architecture: Internals
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IBM Tivoli Monitoring - Overview
• Monitors Power Systems

– Software / Hardware errors
– Resource utilization (CPU, memory, storage space etc)
– I/O performance
– Processes

• Provides a framework to also monitor
– AIX Operating Systems
– Key applications/databases (SAP, DB2, Oracle)
– Other Virtualized environments (z/VM, VMware, Hyper-V)

• Single console with easy to use displays
• Customizable workspaces
• Real-time & predictive alerts for problems identified
• Automated actions for problems
• Collection of historical data for reporting & analysis
• Tools to build customized solutions (Universal Agent & Agent Builder)
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Tivoli Monitoring for Power Systems - Overview
• Tivoli Monitoring for Power Systems includes:

– CEC agent 

– AIX agent 

– HMC agent

– VIOS agent

– Log Alert agent
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CEC AGENT
• Benefit

– Helps determine how efficiently the resources of 
a frame are being utilized

– Helps determine if LPAR resources are 
over/under utilized against their entitlement

• Overview of the entire frame
– Inventory of resources such as CPU, memory
– Resource allocation to individual LPARS, Pools
– Information regarding number of LPARS, 

processor, CEC modes

• Integrates with System Director
– Contextually launch to make configuration 

changes, etc.

• Pre-installed on the VIOS
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Multiple Shared Processor Pools (MSPP)
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Integration with IBM Systems Director
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ACTIVE MEMORY EXPANSION (V 6.2.2 new)
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Monitoring the AIX Operating System
• Benefits

– Insight into resource utilization on 
LPARs and WPARs

- Which processes are using the 
most resource?

- Alerts based on errors in logs

• AIX Premium Agent
– CPU / memory usage & load
– Processes & their cpu usage
– Resource consumption by 

individual WPARs
– Storage & Network usage

• Tivoli Monitoring for Unix Logs
– Monitor system and user logs
– Customizable alerts based on 

messages in the logs
– Hardware alerts

• Install agents in each LPAR you 
wish to monitor
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WPAR Supplementary Workspace links
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Monitor Processes
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AIX AGENT:  LPAR 
MIGRATION AWARENESS (V 6.2.2 new)
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VIOS AGENT
• Benefits

– Monitors the availability & 
health of the VIOS LPAR

– Monitors the availability and 
performance of VIOS resources 
– as they relate to client LPAR

• Features
- Mapping between physical 

network / storage devices and 
virtual devices

- Device Status
- CPU/Memory usage
- Storage I/O & disk usage
- Network Adapter throughput 

details

• Agent pre-installed on the VIOS
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Storage Mapping with Utilization 



17

Device Status



18

HMC AGENT
• Benefits

– Ensures availability of the 
hardware management console 
and reports on the status of 
systems managed by the HMC. 

• Features
– Provides information on all the 

managed systems connected to 
the HMC

– Monitors the resource (CPU, 
memory, storage, network) 
usage on the HMC

• Install on an LPAR – remotely 
monitors the HMC
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HMC System Resources
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HMC AGENT: SITUATION EVENTS
MIGRATION AWARENESS (V 6.2.2 new)
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Performance Analyzer - Predict resource constraints

• Future predictions based off 
historical warehoused data.

• Predict when CPU, Memory, 
Storage and Network will 
meet limitations 

• Proactively respond to near-
term & long term 
performance problems

• Warehouse future trends for 
capacity analysis reports 

Time

C
PU

Predicted trend

Threshold Predicted 
CPU Violation

Actual Monitor Data
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Performance Reporting & Monitoring 
• Overall 

capacity/utilization; 
capacity by CEC, 
Pool, LPAR – 
forecast trend

• Top and low utilized 
LPARs

• Workload utilization 
trends – peak v/off 
peak

• Workload placement
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Deployment Tips
• Operating System

– AIX 5.3 TL 5 and above (32 bit / 64 bit)
– AIX 6.1 (64 bit)

• OpenSSH to communicate with HMC for CEC, VIOS and 
HMC agents
– key.pl script provided to configure OpenSSH communication
– On Vios, use the cfgsvc command to configure the agents. More 

details:
http://www-01.ibm.com/support/docview.wss?uid=swg21424888 
http://www-01.ibm.com/support/docview.wss?uid=swg21432003 

• CEC Agent now supports remote monitoring
– For support of live partition mobility, it is recommended to run the 

CEC agent on the VIOS partition.
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Deployment Tips cont…
• CEC agent makes RSiOpen( ) call to all LPARs, hence:

– Port 2279 needs to be open on LPARS
– xmservd Or xmtopas needs to be running on LPARS
– Multi-homed LPARS require an underlying AIX fix addressed by

 APAR IZ63567
– Dependence on perfagent.tools. Refer to:
https://www-304.ibm.com/support/docview.wss?uid=swg21447016

• Shared memory corruption
– Affects all the Power Systems agents
– Problem is with underlying SPMI libraries
– AIX 6.1 – APARS IZ56426, IZ64808
– AIX 5.3 – APARS IZ56425

• HMC Agent requires DNS to be configured
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Deployment Tips cont…
• VIOS Agent Storage Mapping Client data will be missing if the HMC settings for VIOS 

LPAR Virtual Adapter “Connecting Partition” and “Connecting Adapter” are set to “Any 
Partition” or “Any Partition Slot”, respectively.  They need to be set to the specific 
Partition and Connecting Adapter of the VIOS client in order for the ITM VIOS agent to 
map them properly.
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Deployment Tips cont…
• Upgrading VIOS

– Make sure the agents are stopped before VIOS upgrade:
https://www-304.ibm.com/support/docview.wss?uid=swg21448092

• Mapping of Agents and VIOS releases

VIOS Release Based on AIX ITM Fileset 
Version

ITM Version

1.5.2.0 53N 6.1.2.1 06.10.01.00
2.1.0.0 61D 6.2.0.1 06.20.00.00 (pk)

06.20.00.01 (va)
2.1.1.0 61F 6.2.1.0 06.20.01.00
2.1.2.0 61H 6.2.2.0 06.21.00.03
2.1.3.0 61J 6.2.3.0 06.22.00.00
2.2.0.0 61L 6.2.4.0 06.22.01.00

https://www-304.ibm.com/support/docview.wss?uid=swg21448092
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Monitoring the Power AIX environment

Capabilities Key Benefits
Proactive monitoring of HMC & VIOS 
performance and availability

Ensures availability of HMC/VIOS for 
making configuration changes/creating 
LPARs, etc. and collecting performance 
& availability data for AIX environment

Real time, historical & predictive usage 
monitoring of CPU, Memory, Storage & 
Network resources for the Frame, pool 
and by LPAR & WPAR

Understand whether utilization goals 
are being met, if additional LPARs can 
be added to the environment, predict 
when resources will meet/exceed 
capacity

Monitor AIX processes Understand which processes are 
consuming the most resource

Monitor performance of resources and 
availability of critical resources (Servers, 
Disks, adapters, MPIO paths, etc.)

Reconfigure resources for optimal 
performance, fix failed adapters, etc. to 
keep redundancy.
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Documentation
• User Guides

– http://publib.boulder.ibm.com/infocenter/tivihelp/v15r1/topic/com.ib
m.itm.doc/using.htm

• Wiki
– http://www.ibm.com/developerworks/wikis/display/tivolimonitoring/

System+P+Agents
• Forum – ITM for Power Systems

– http://www.ibm.com/developerworks/forums/forum.jspa?
forumID=1031&start=15
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QUESTIONS?
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