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Description

ITCAM for Application Diagnostics:

● Is a monitoring and diagnostics tool for WebSphere, J2EE, and HTTP 
servers 

● Helps isolate problems and performance bottlenecks  in application code, 
server resources, and external system dependencies through real time 
problem determination
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problem determination

● Allows monitoring at different levels to avoid unnecessary overhead 

● Provides in depth application analysis capability

● Integrates with other products 

– IBM Tivoli Monitoring 
– ITCAM for Transactions provides response time monitoring
– Correlates transactions from WebSphere to CICS/IMS backends



Architecture
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User Scenarios
TEP and MSVE
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Monitoring your Environment using TEP …
ITCAM provides many Pre-defined Situations to monitor conditions in the 
environment … additional situations can be added as needed using the
Situation Editor.
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Monitoring your Environment using TEP …

● The navigator for the physical view in 

TEP is organized by OS Type, 

Servers, Agents, Workspaces

● Summary Workspaces show status

● Our scenarios are based on the 

WebSphere Agent Summary

workspace being the starting point 

●

Problem

© 2011 IBM CorporationIBM Corporation07/22/118

● Problems are reflected by red/yellow 

icons on navigator or 



Scenario 1 - Diagnosing slow response (cause: memory leak)

● A user contacts the help desk and raises a problem ticket for slow 
response time for a given application.
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● Support picks up the ticket, navigates to Tivoli Enterprise Portal 
(TEP), and notices that the Resources icon is displaying a Critical 
symbol. 



Scenario 1 - Diagnosing slow response (cause: memory leak) …

On the Resources icon 

flyover, the GC Active 

Time (ms) metric is 

displaying a high value
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and the 

WASHighGCTimePercent 

situation has triggered. 

This indicates that the 

JVM garbage collection is 

taking too long.



Scenario 1 - Diagnosing slow response (cause: memory leak) …
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In the Garbage Collection Analysis workspace, the operator observes the Percentage of Time 
Garbage Collector Running - History view which displays the percentage of real time that the 
garbage collector was running during the current interval for each server region, is showing an 
increasing trend. This suggests that either the heap size is insufficient for the demand that 
applications are putting on it or else there is a memory leak.



Scenario 1 - Diagnosing slow response (cause: memory leak) …

Support routes the problem ticket to the Applications expert for further investigation. The  
App expert requires more detailed information to diagnose the cause of the problem. 
On the Garbage Collection Analysis workspace, he clicks the Diagnostic Memory 
Leak link in the Garbage Collection Analysis workspace. This opens the Memory Leak 
Confirmation report page in Managing Server Visualization Engine (MSVE) where he 
confirms that there is a memory leak.
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Scenario 1 - Diagnosing slow response (cause: memory leak) …

Note: In order to get memory leak information, byte code instrumentation (BCI) 

must be enabled.  To enable memory leak BCI, do the following:

● Edit <DC_HOME>/runtime/<was.node.svr>/custom/toolkit_custom.properties

– Set com.ibm.tivoli.itcam.toolkit.ai.enablememoryleakdiagnosis=true

– Uncomment this line (the path in the line must match your environment)

am.camtoolkit.gpe.customxml.leak=/opt/IBM/AD710/aix533/yn/wasdc/7.1.0.2/itcamdc/etc/memory_leak_diagn

osis.xml

● Restart the Data Collector (WAS JVM) to pick up the changes.
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The above setup can be done one time, when the ITCAM Data Collector is first 

configured.

When diagnosing memory issues on the 

MSVE, change to MOD L3 to activate the 

definitions above.  Change back to MOD 

L1 once diagnosis is complete.
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Scenario 2 - Diagnosing slow response (cause: hung transaction)

© 2011 IBM CorporationIBM Corporation07/22/1114

● App Support receives an e-mail indicating that a situation triggered in the 
Tivoli Enterprise Portal (TEP).

● The situation is indicating that response time is slow for an application.

● In the TEP, App Support points to the application icon and sees in the 
flyover that the WASHighResponseTime situation triggered.



Scenario 2 - Diagnosing slow response (cause: hung transaction) … 
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● App Support double-clicks the application icon and the Application Trend is 

displayed. 

● The Application Summary report workspace displays information about 

response time, error rate, and request rate.  



Scenario 2 - Diagnosing slow response (cause: hung transaction) …

● For a more detailed analysis of requests, App Support navigates to the Request Analysis
workspace, which displays  information about worst average request response time and worst  

average request completion rate.
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● The response times for some requests are displaying as high.

● To see individual hanging transactions, App Support clicks the Diagnostic In-Flight Request Search 
link, which displays the In-flight Request Search page in the MSVE.



Scenario 2 - Diagnosing slow response (cause: hung transaction) …

Click on Thread/Task ID
to view 

Request Detail page
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From here, diagnose hanging requests 

and see the stack trace for that request 

by clicking the server activity display.

Request Detail page



Scenario 2 - Diagnosing slow response (cause: hung transaction) …
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● Inflight & Active Request have similar uses

● Recent Requests 100 most recently completed requests

● Can filter Server Activity Display to show only EJB, Servlet, JSP, CICS



Scenario 2 - Diagnosing slow response (cause: hung transaction) …
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Scenario 3 - Diagnosing a WebSphere Application Server shutdown

● The Level 2 operator, receives a severity 1 ticket indicating that 

users cannot access an application.

Sev 1
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● The operator navigates to the TEP where the Applications icon is 

displaying a critical symbol in the WebSphere Agent Summary 

Status workspace. 



Scenario 3 - Diagnosing a WebSphere Application Server shutdown …

● The flyover on the Application icon shows that a WasNotConnected situation 
triggered. 
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● The application server summary also shows the server status as “Disconnected”.



Logs are still
written.
TEMA 

Scenario 3 - Diagnosing a WebSphere Application Server shutdown …

Logs are still
written.

X
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TEMA 
processes 

these records.

If a WebSphere server shutdown occurs, the connection between the Data 
Collector and Tivoli Enterprise Monitoring Agent is closed. However, the 
Data Collector and WebSphere continue to write to log files and Tivoli 
Enterprise Monitoring Agent processes these records but sets the PID value 
to -1.

written.
TEMA 

processes 
these records.

SystemOut.log WebSphere Application 
Server log file



Scenario 3 - Diagnosing a WebSphere Application Server shutdown …
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● The operator navigates to the Log Analysis workspace where the WebSphere 
SystemOut.log is displayed in the Log Analysis and the DC message Events displays 
aggregated information abut the messages from the WebSphere Data Collector.

● The information in this workspace includes the exception severity of errors, and the ID 
and text of the associated message.

● The operator notices that the Process ID value is displayed as -1. This value indicates 
that the Data Collector is disconnected. 



Scenario 4 - Determining if the WebSphere cluster needs to be load
balanced

● The Level 2 operator, is getting a 

number of problem tickets relating to 

slow response time for an application. 

● The operator navigates to the TEP and 

observes that the Application icon is 

displaying a warning symbol on the 
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displaying a warning symbol on the 

WebSphere Agent Summary workspace.  

● The Resources icon is displaying the 

critical symbol because the 

WASHighCPUPercentUsed situation 

triggered. 

● Resource icon flyover is displaying high 

JVM CPU%.



Scenario 4 - Determining if the WebSphere cluster needs to be load 
balanced …

● The operator double-clicks the Resources icon and sees that the OS icon

and JVM icon are both displaying the critical symbol. 

● The OS icon flyover is displaying System CPU (ms) as high. The JVM icon is 

displaying JVM CPU% as high.
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Scenario 4 - Determining if the WebSphere cluster needs to be load 
balanced …

● The operator double-clicks the Application icon. The Application 

Trend at L2/L3 workspace is displayed. 

● The Selected Application Summary report displays the application 

name, average request response time, average request completion 

rate, and error rate. 
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● The average request response time is high. 

● The Request Rate Trend chart displays the number of requests that 

are completed per second for the application. Again, this value is 

displaying as high.



Scenario 4 - Determining if the WebSphere cluster needs to be load 
balanced …

Average response time 
trend is high

© 2011 IBM CorporationIBM Corporation07/22/1127

Request rate 
trend is high



Scenario 4 - Determining if the WebSphere cluster needs to be load 
balanced …

In the Request Rate 

Trend chart:

● In the Application Trend at L2/L3 

workspace, select the Specify time 

The operator needs to determine if this problem is recent or on-going

by checking the trend.
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workspace, select the Specify time 

span for query icon. The Select the 

Time Span window is displayed.

● In the Custom Parameters section, 

enter the required values in the Start 

Time and End Time fields. and click 

OK.



Scenario 4 - Determining if the WebSphere cluster needs to be load 
balanced …

● The operator observes that there was an increase in client requests 

a few days ago and that this value has remained high throughout the 

week. 

● Further investigation reveals that a surge of new customers caused 

a large increase in new users on the system. As a result, the load on 

the system is high.
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the system is high.

● The operator uses an external ticketing tool to forward the ticket with 

all details to the Middleware/Application Support SME. 

● The system is over-burdened as a result of a significant increase in 

new users, and that the number of servers that are available in the 

cluster needs to be increased. 



Scenario 5 - Determining the cause of connection problems

● The Level 2 operator, receives notification that the 

WASJ2CCPAvgWaitTimeHigh critical situation triggered. This situation 

indicates that the average wait time until a connection is granted is 

longer than 2 seconds.
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● The operator navigates to the J2C Connections Pools workspace which 

reports information about resource adapters and connectors that adhere 

to J2EE Connector Architecture (J2C).  



Scenario 5 - Determining the cause of connection problems …

● In the the J2C Connections Pools workspace, data counters for this 

category contain usage information about the J2C connection pools

that enable enterprise beans to connect to, and interact with, 

Enterprise Information Systems.

● The operator observes in the Worst Wait Times view that some wait 

times for connections are above 2 seconds. 
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times for connections are above 2 seconds. 

● The Highest Average Pool Sizes bar chart shows the largest 

average number of managed connections for each J2C connection 

pool. Typically, a connection takes no longer than 2 seconds.



Scenario 5 - Determining the cause of connection problems …
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Scenario 5 - Determining the cause of connection problems …

● The operator uses an external ticketing tool to forward the ticket with 

details to the Middleware/Application Support SME.

● The SME navigates to the J2C Connections Pools workspace and 

compares the average pools size with the maximum pool size to 

establish the ideal maximum value. 
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● The SME establishes that the connection pool size needs to be 

adjusted, which is outside the scope of ITCAM for Application 

Diagnostics.



User Scenarios
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Monitoring your environment without TEP

If TEP is not available, you can still monitor your WebSphere 

environment using the Managing Server Visualization Engine (MSVE).

Four ways to monitor using the MSVE include:

– System Overview (Enterprise, Group, Server, Portal)

– Alert and Event Management

– Problem Center
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– Problem Center

– Server Statistics



Monitoring your environment without TEP … 
Availability – Enterprise, Group, Server, Portal View
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● View all groups, servers in group, a specific server, portal servers

● Active or not

● Total Volume plus Response time & Throughput graphs (last hour)



Monitoring your environment without TEP … 
Problem Determination - Alerts & Events

© 2011 IBM CorporationIBM Corporation07/22/1137

● No traps are defined initially, they have to be set up in order to use them

● Centralized place to review all reported alerts from 2 sources

– ITCAM for Application Diagnostics Trap Action History (MSVE)

– TEP Console 

● Alerts can be escalated to Problem Center for further diagnosis



Monitoring your environment without TEP …                                  
Problem Determination - Problem Center
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● Includes a summary of all the escalated problems and their status

● Users can add a problem manually

● Clicking the timestamp of the problem will bring the problem to the Problem 

Diagnosis Page.



Monitoring your environment without TEP …
Availability - Server Statistics Overview
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Monitoring your environment without TEP …
Availability – Server Statistics Configuration
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Scenario 1 – Slow Performing Application

A developer has noticed that one of the applications they are testing is performing slowly.  

He asks for a method trace of the application during the load testing.
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Scenario 1 – Slow Performing Application …

A developer has noticed that one of the applications they are testing is performing slowly.  

He asks for a method trace of the application during the load testing.
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Scenario 1 – Slow Performing Application ..
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Click on bar for 
more details



Scenario 1 – Slow Performing Application …
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Click on 
transaction for 
more details



Scenario 1 – Slow Performing Application …
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Click on 
transaction for 
more details



Scenario 1 – Slow Performing Application …

– Collect method level statistics at L2 + method profiling, rather than paying higher 
overhead to obtain method trace at L3

– Metrics: CPU Time and Elapsed Time for each application method

Alternately, use Method Profiling …. 
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Scenario 1 - Slow Performing Application …

Note: In order to get method trace information, byte code instrumentation (BCI) 

must be enabled.  To enable method trace BCI, do the following:

● Edit <DC_HOME>/runtime/<was.node.svr>/custom/toolkit_custom.properties

– Set com.ibm.tivoli.itcam.toolkit.ai. methodentryexittrace=true

– Uncomment this line (the path in the line must match your environment)  

am.camtoolkit.gpe.customxml.L3=/opt/IBM/AD710/aix533/yn/wasdc/7.1.0.2/itcamdc/etc/method_entry_exit.xml

● Restart the Data Collector (WAS JVM) to pick up the changes.
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The above setup can be done one time, when the ITCAM Data Collector is first 

configured.

● To activate method tracing on the MSVE 
– Change to MOD L3

– Change back to MOD L1 once diagnosis is complete

● To activate method profiling on the MSVE
– Change to MOD L2 + method profiling

– Change back to MOD L1 once diagnosis is complete
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Scenario 2 – Software Consistency Check

The ITCAM Support wants to confirm that the binaries installed on 
2 WebSphere machines are the same.
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Scenario 2 – Software Consistency Check …

Select files and file types to compare
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Scenario 2 – Software Consistency Check …
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Tivoli Enterprise Portal (TEP)

A description of the WebSphere App Server TEP Workspaces can be found at:  
http://publib.boulder.ibm.com/infocenter/tivihelp/v24r1/index.jsp?topic=/com.ibm.itcamfa
d.doc_7101/itcam_71_was_tema_help/kyn_wksp_overview.html 

● Application Health workspace The workspace displays the information about the real-
time health status of applications monitored by the Tivoli Enterprise Monitoring Agent. 

● Request Analysis workspace The workspace reports response times and functional 

Pre-defined Workspaces

Primary Workspaces
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● Request Analysis workspace The workspace reports response times and functional 
decomposition information about requests (including servlets, JSPs, and EJB methods) 
that completed during the interval. 

● Garbage Collection Analysis workspace This workspace summarizes all the Java 
Virtual Machine's (JVM) garbage-collector activity over a user-defined interval. 

● Log Analysis workspace This workspace reports application server error and 
exception conditions as recorded in the application server's log file.

● Pool Analysis workspace This workspace displays information about the usage of 
several types of pools associated with each application server, including Web container 
pools, ORB pools, J2C connection pools, and database connection pools. This 
workspace helps you detect resource constraints and potential performance congestion.



Tivoli Enterprise Portal (TEP) …

● Datasources workspace This workspace displays information about datasource 
connections.

● JMS Summary workspace The JMS Summary workspace displays information 
about queues being used by your applications using the Java Message Service 
(JMS) interface. 

● Web Applications workspace This workspace displays information about the Web 
applications running in J2EE application servers.

Primary Workspaces …
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applications running in J2EE application servers.

● EJB Containers workspace This workspace displays aggregated information about 
each defined EJB. 

● DB Connection Pools workspace This workspace displays information about the 
database connection pools associated with each application server.

● J2C Connection Pools workspace This workspace reports information about 
resource adapters and connectors that adhere to J2C, the WebSphere Application 
Server implementation of the J2EE Connector Architecture (JCA). 

● Thread Pools workspace This workspace reports information about the various 
thread pools that support the applications running in your Java Virtual Machine 
(JVM).



Tivoli Enterprise Portal (TEP) …

● Cache Analysis workspace This workspace reports information about the dynamic 

cache.

● Workload Management workspace This workspace displays information about the 

Workload Management (WLM) server and about the WLM client that initiates 

workload requests to that server. 

Primary Workspaces …
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● Scheduler workspace The Scheduler workspace contains data for the Scheduler 

service. The scheduler service schedules and tracks the starting and stopping of 

applications.

● Web Services workspace The Web Services workspace displays information about 

the data counters of the Web services

● Messaging Workspace View of performance counters of the Messaging Engines 

supported by a server 



MSVE - Availability

● Enterprise Overview displays information for all groups of servers. 
● Group Overview provides a high-level overview of activity for each server in 

the group. The overview includes the response time and throughput for the 
last hour as well as the current monitoring level for each server. 

● Server Overview displays comprehensive server information, activity and 
statistics for the selected server. 
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statistics for the selected server. 
● Server Statistics Overview helps you compare activity and related platform 

data across servers so that you can recognize problems. 
● Recent Activity Display helps you investigate potential memory problems 

relating to garbage collection and the JVM heap size.
● System Resources displays summary information for all resources on the 

selected application server. ITCAM captures the data for this page every five 
minutes for display. 

● SMF Data View detailed information on Server, EJBs, Servlet Session 
Manager, Web applications, and Server Regions. The source of the data 
comes from the SMF records published by WebSphere on z/OS. The 
Application Monitor intercepts the transfer of the records and makes a copy 
in real time before writing it to the SMF dataset. 



MSVE - Problem Determination

● Alerts and Events Monitors high-priority trap alerts and Tivoli Enterprise Portal (TEP) 
events for the last 24 hours. From here, you can escalate events into the Problem 
Center for diagnosis and tracking.

● Problem Center All problems are escalated high-priority trap alerts and Tivoli 
Enterprise Portal (TEP) events. The details of each problem are available for your 
review. 

● In-Flight Request Search lets you search for a request on your application servers by 
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● In-Flight Request Search lets you search for a request on your application servers by 
entering search data such as a URL. You may also view the stack trace, component 
trace, or method trace for a particular request.  View, e-mail, or export the PDF file of the 
trace to other ITCAM users. 

● Server Activity Display (SAD) provides thread data for an application server at a 
specific point in time, lock contention, or the 100 most recently completed requests. You 
may filter the threads by the type or thread status. After pinpointing a hung thread, click 
the Thread ID link to review its request detail. Click links to view the stack trace, 
component trace, or method trace. View, e-mail, or export the PDF file of the trace to 
other ITCAM users. 

● Web Session Browser retrieves information on HTTP sessions. You can search a 
server, a group, or all servers and groups for a specific session. After activating the 
search, the system will take a snapshot of the server(s) and return a list of sessions. 



MSVE - Problem Determination …

● Memory Diagnosis The Memory Diagnosis section helps you discover memory related 
problems. Memory Analysis lets you create server activity analysis reports regarding 
memory. Heap Analysis captures the runtime heap of an application server and breaks it 
down by the class names of the objects residing in the heap at the time of the snapshot
while providing the number of instances and the size of the information. Lastly, Memory 
Leak helps confirm the existence of a memory leak and identifies the most likely 
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Leak helps confirm the existence of a memory leak and identifies the most likely 
memory leak candidates. The Heap Dump Management provides a list of all the 
previously taken heap dumps. 

● JVM Thread Display The JVM Thread Display shows all the threads running on the 
JVM, organized within thread groups. In addition, the JVM Thread Display provides a 
Thread Dump so you can view detailed information about resource consumption in a 
JVM. In addition, you can click on a thread to view the details for the thread, or to view a 
stack trace, change the thread priority, or cancel a thread. 

● Trap and Alert Management Set software traps and alerts to monitor a group of 
servers or a selected server. Notifications are sent immediately when the system meets 
the conditions of the trap. Actions include sending an e-mail or an SNMP message, 
collecting Stack Trace, Component Trace, Method Trace, or Thread Dump.

● Software Consistency Check Use the software consistency check to troubleshoot 
atypical servers in an otherwise homogenous server group.



MSVE - Performance Analysis - Application Reports

● The Request/Transaction Analysis Report
provides a whole picture about the behavior 
of the application server. 

● The Method/Program Analysis Report shows 
you the performance of the methods in the 
requests that have been processed by the 
Application Servers. 

● The SQL Analysis Report provides the 
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● The SQL Analysis Report provides the 
information for the SQL calls’ performance in 
the requests that have been processed by the 
application server.

● The MQI Analysis Report provides the 
information for the MQI calls’ performance in 
the requests that have been processed by the 
application server. 

● The Top Reports are a quick and convenient 
way to run a report for request, method, or 
SQL data. Top Reports provide the top 100 
results records for the selected metric.



MSVE - Performance Analysis - Server Reports

● The System Resource Analysis Report gives you the information of the utilization 

of the memory, and database connection pools for the application servers. You 

may also view:

Note: This feature is not available for the z/OS data collector.

● The Server Availability Analysis Report shows the percentage of the server 

availability. In the group situation, availability is defined as the total amount of 

time when one or more servers of the group are up divided by the total elapsed 

time.
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time.

● The Capacity Analysis Report provides you with the necessary information to 

evaluate the capacity of your system using supply and demand metrics.



Reference Material

Software Base Code

� ITCAM for Application Diagnostics 7.1 for distributed 
platforms 

- On Xtreme Leverage or Passport Advantage, search for
ibm tivoli composite application manager diagnostics
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� ITCAM for Application Diagnostics 7.1 for z/OS 

- FMID HAAD71C – Common Services

- FMID HAAD710 – z/OS Data Collector

- FMID HKYN710 – z/OS TEMA



Miscellaneous

● Missing TEP Data?

If data is missing from the TEP, please review the following URL (which is written for 
ITCAM for WebSphere 6.1 but applies to ITCAM for Application Diagnostics 7.1 as 
well):

http://www.ibm.com/developerworks/wikis/display/tivolimonitoring/Understanding+Tiv
oli+Enterprise+Management+Agent+Workspaces+in+Tivoli+Enterprise+Portal+Versi
on+6.1
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● TTAPI – ITCAM for Application Diagnostics Integration with ITCAM 
Transaction Tracking

http://ausgsa.ibm.com/projects/t/ttec/public/ServiceAvailability_and_PerformanceMan
agement/2009_09_09_GO_ITCAMfWebSphereJ2EE_ITCAMfTrxns_Integration/

● Set up single signon between TEP and MSVE

http://www.ibm.com/developerworks/wikis/display/tivolimonitoring/Implementing+Sing
le+Sign-on+Between+the+Visualization+Engine+and+Tivoli+Enterprise+Portal

● ITCAM for WebSphere 6.1 Tuning and Best Practices
http://www.ibm.com/support/docview.wss? &uid=swg27016319



Other Sources of Information 

● InfoCenter Publications

– http://publib.boulder.ibm.com/infocenter/tivihelp/v24r1/index.jsp?topic=/com.ib

m.itcamfad.doc_7101/ic-homepage.html

● L3 Wiki Site

– http://www.ibm.com/developerworks/wikis/display/tivolimonitoring/Tivoli+Comp

osite+Application+Manager+for+WebSphere

● IBM Electronic Support Portal (set this up for all products of interest)

– https://www-947.ibm.com/support/entry/myportal

● External Wiki - IBM® Tivoli® Distributed Monitoring and Application Mgmt

– http://www.ibm.com/developerworks/wikis/display/tivolimonitoring/home

● Internal Wiki - Virtual Community for AABSM
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● Internal Wiki - Virtual Community for AABSM

– http://w3.tap.ibm.com/w3ki06/display/CAMVirtCom/Home

● System Requirements

– http://www.ibm.com/support/docview.wss?uid=swg21433643

● Recommended Fixes

– http://www.ibm.com/support/docview.wss?uid=swg21439390

● Must Gather Documentation

– http://www.ibm.com/support/docview.wss?uid=swg21443620

● Featured Documents

– http://www.ibm.com/support/docview.wss?rs=4160&uid=swg21443618


