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About this guide
This guide shows you how to install, configure and manage the Middleware for Remote Retail Server.
Who should read this guide

This guide is intended for system administrators using the Middleware for Remote Retail Server infrastructure to manage components within a store environment. It is also intended for those responsible for planning the installation and use of the Middleware for Remote Retail Server. 
Using this guide

The documentation discusses specific installation, configuration and administration tasks for the Middleware for Remote Retail Server.   
Chapter 1 of this guide contains a high level overview of the Middleware for Remote Retail Server product and assumptions about the user and user environments. Chapter 2 concerns the tasks involved in preparing the TMR server for software distribution.  Chapter 3 gives specific instructions on how to distribute software to the ISPs. Chapter 4 discusses uninstalling the software. Chapter 5 discusses administrative tasks. Appendix A gives more detailed information about using the Tivoli graphical interface to import software to the TMR, and Appendix B gives more detailed information about using the Tivoli Configuration Manager to distribute software. Appendix C discusses the Master Agent.

Chapter 1. Introduction
This document describes the design, contents and functionality of Tivoli Configuration Manager (TCM) software packages constructed as deliverables for the IBM Middleware for Remote Retail Server.

The middleware bundle makes use of TCM, operating from a Tivoli Management Region (TMR) server, to distribute, configure and monitor MQ Series, DB2 and WebSphere products to in-store processors (ISPs) or endpoints. The target systems for the applications are SuSE Linux Enterprise Server 8 (Kernel 2.4.19), and Windows 2000 Server (SP4).
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Bundled and Split packages
Packages can be distributed in one of two ways, either bundled or split. Bundled packages contain both the installation information and the actual install image for the package. This avoids the need to physically deliver the full install images on CDs to each endpoint. If package distribution is not taking place over broadband or high speed network a Split package should be used. A split package consists of only the installation instructions being distributed over the network, with the actual install image for the packages being physically delivered on CDs to the endpoint sites ahead of time.

When using split packages it will be necessary to copy the CDs with the install images for delivery to the ISP sites.

Components

The Middleware for Remote Retail Server product is comprised of a set of packages. There are four versions of the set of packages contained on the product CDs (Linux split  and Linux bundled packages, and Windows split and Windows bundled packages). 

The Middleware for Remote Retail bundle consists of the following installable software components and Fix Packs:

· Middleware for Remote Retail Server 1.0
· MQSeries 5.3.0.2

· DB2 Workgroup Server Edition V8.1 Fix Pack 4a 
· WebSphere Application Server Advanced Edition 5.1
· WebSphere Application Server Network Deployment 5.1 Deployment Manager
· WebSphere Application Server Network Deployment 5.1 Edge Components
· WebSphere Application Server Fix Pack 5.1.1
· Store Integrator 1.0  (COMMON component only)
· MX4J 2.01 (Java Management Extensions (JMX) and the JMX Remote API)                       

· Systems Management Accelerator 1.0 (JMX Event Listener, JACL Script Library, Resource Model prerequisites)
NOTE: The MX4J package only includes a place holder.  The actual MX4J library must be retrieved separately. See the section “MX4J 2.01” on page 17 for more information.
The middleware software Resource Models are also included but are not distributed as a Tivoli package.

NOTE: It is only necessary to install the MX4J package and the Resource Models for 4690 point-of-sale sites. 
The middleware software is delivered on multiple CDs (eight CDs for Windows and seven CDs for Linux). For each platform there are two sets of CDs. The set labeled “MRRS Pilot-V2 Software Distribution Packages for Windows” (or Linux) contains the SPB files to be installed on the TMR.  The other set labeled “MRRS Pilot-V2 ISP Software for Windows” (or Linux) contains the install images for the software packages to be delivered to the ISP sites for Split distribution.  
Assumptions
The methods and procedures described in this document are provided based on a set of assumptions regarding the Tivoli environment. Those assumptions include, but may not be limited to the following:

· Tivoli Framework 4.1.1 has been installed, configured and is working properly.

· Tivoli Configuration Manager 4.2.1 has been installed and configured on the TMR Server, including the following Java components: MDIST GUI, Activity Planner GUI, Change Configuration Manager GUI, Inventory GUI.

· The target ISPs are running SuSE Linux 8.1 or Windows 2000 Server SP 4 and have been installed as endpoints in the Tivoli Management Region.

· The person performing the installation has root/administrator access to the Tivoli Management Region server.

· The person performing the installation has knowledge of AIX and SuSE Linux and Windows 2000.

· The person performing the tasks discussed in this document has a working knowledge of the Tivoli Management Region environment and Tivoli Configuration Manager.

For information about the Tivoli environment and using Tivoli Configuration Manager see the Tivoli User's Guide for Software Distribution or go to the Tivoli website http://publib.boulder.ibm.com/tividd/td/ConfigurationManager4.2.1.html.
Chapter 2. Preparing the TMR Server
This chapter discusses the actions necessary to setup and configure the TMR for package distribution. This includes installing the packages and resource models, and adding subscribers to the Profile Manager.

Getting Started

Policy Regions and Profile Managers must be created on the TMR Server. These objects will contain the list of endpoint subscribers and the software package objects that contain the scripts (and possibly the code) to install the Middleware for Remote Retail Server components.

The Software Package Blocks (SPB) provided on the CDs labeled “MRRS Pilot-V2 Software Distribution Packages for Windows” (or Linux), must be imported into the Tivoli Management Region and placed in the appropriate Profile Manager.

The instructions in this section should be used as a guide to transfer the SPB files from the Software Distribution CD. The names of the Policy Regions and Profile Managers will be dependent upon the architecture of your Tivoli Management Region. Screen shots included here depict a sample TMR hierarchy and naming convention; yours will be different. It is strongly recommended that the names of the software package blocks remain the same as they appear on the CD and that they be imported into the TMR using the names shown or listed here.

The software packages were created using the Software Package Editor delivered with Tivoli Configuration Manager 4.2.1. The Software Package Editor can be used to review existing packages, see how they were created, view the names and locations of log files, and view the names and location of files included in the package.

NOTE: In packages such as the ones delivered with this product, the SPB files should not be modified. Attempting to make changes in the packages will cause an error message to be displayed because the source files for the package must be available to the Software Package Editor.
Package names

The package names generated are based on the SPB file names supplied on the CD. Packages will have names that designate whether they are for Linux or Windows and whether they are bundled or split packages according to the following convention: NNNNNNNNNPPPT.V where,

NNNNNNNNN is the product name and version abbreviation

PPP is the platform (Lin for Linux, Win for Windows)

T is the package type (B for bundled, S for split)

V is the package version number

For example the DB2 bundled package for Linux will be Db2Wse814LinB.1.
Importing the Software Packages

Importing is the process by which a software package becomes a part of the Tivoli Management Region. When a software package is imported, it becomes an object in the Tivoli database and is available for distribution from the TMR using Software Distribution.

The packages can be imported either from an endpoint in the TMR or from a Managed Node. The procedure is relatively the same for both and will be described in the following section. 

NOTE: This procedure should be completed by an individual who has root/administrator privileges in the Tivoli Management Region and who knows the device names and directory structure of the Tivoli installation. This example is for a TMR server on AIX, the instructions may vary on a non-AIX server.
The software packages are located on the Middleware for Remote Retail Server Pilot V2 Software Distribution Packages discs 1-4. Split packages are located in  /SplitPackages and bundled packages are in /BundledPackages.  A sample script, named sifImport.sh, is provided to import the software packages into a Unix TMR Server. It is located in the root directory of disc 1.  The sifImport.sh script will import packages from the compact disc mounted in the TMR server.

Importing using sifImport.sh

To import the packages, first copy sifImport.sh to a directory on the hard disk of your TMR server.  The sifImport.sh script requires the following parameters:

Profile Manager name

1. Source directory (location of the package files)

2. Destination directory (location on the TMR server to copy the  package files to)

For example, to run the script from the /tmp directory and install the SPB files to /opt/Tivoli/packages, do the following:
3. Insert MRRS Pilot V2 Software Distribution Packages for Linux disc 1
4. Mount the CD.

mount /dev/cdrom /cdrom

Copy the script to /tmp and change the permission settings to make it executable.
cp /cdrom/sifImport.sh /tmp
chmod 755 /tmp/sifImport.sh
Change directory and excecute sifImport.sh with parameters.

cd /tmp
./sifImport.sh <MyProfileManager> /cdrom/BundledPackages /opt/Tivoli/packages
Where <MyProfileManager> is the name of your Profile Manager.

Repeat steps 1, 2 and 4 for each of the compact discs 
Importing using the TCM interface

Alternately you may use the following method using the Tivoli interface to import the packages.

5. Log in to the Tivoli Management Region server using an account and password, which is associated with the Tivoli root/administrator.

6. Insert the “Middleware for Remote Retail Server Pilot V2 Software Distribution Packages disc 1” CD in the CD-ROM drive, close the drive and mount the CD.

7. Navigate into the SplitPackages or the BundledPackages directory.

8. Enter the following commands, as shown, to create a temporary directory and copy the SPB files from CD 1 to the TMR (this example assumes that CD 1 is mounted in /media/cdrom):

mkdir /tmp/spbfiles

cp /media/cdrom/SplitPackages/*.spb /tmp/spbfiles

The files will be transferred and you will receive a confirmation message in the window. The CD-ROM may be removed from the TMR Server. (Be certain to switch directories off the CD before attempting to eject it. Failing to do so will result in a “busy” message.)

Repeat steps 2-4 for each of the compact discs.

Once the SPB files are on the TMR, follow the process in your organization for starting the Tivoli desktop. This may be done from the TMR Server or from another computer capable of displaying it. This procedure may require sourcing the Tivoli environment, starting an X-window session or exporting your display. 
9. Use the Profile Manager to create the following packages. See Appendix A on page 38 for more information:
MRRS 1.0 - Middleware for Remote Retail Server1.0

MQ 5.3.0.2 - MQSeries 5.3.0.2

DB2 WSE V8.1.4 - DB2 WSE V8.1 Fix Pack 4
WAS AE 5.1 - WebSphere Application Server 5.1
WAS ND DM 5.1 - WebSphere Application Server Network Dispatcher 5.1 DM
WAS ND EC 5.1 - WebSphere Application Server Network Dispatcher 5.1 EC

WAS Fix Pack 5.1.1 - WebSphere Application Server Fix Packs 5.1.1

SI Common 1.0 - Store Integrator 1.0 (Common components only) Includes the Master Agent
MX4J 2.01 - Java Management Extensions and Remote API 2.0.1
Systems Management Accelerator 1.0 - JMX Event Listener, JACL Script Library, Resource Model prerequisites
Based on the Tivoli architecture in your organization, create a Profile Manager within the TMR to hold the software packages. Ensure that it is in a Policy Region, which has Software Package as a Managed Resource type. The architecture should outline the structure and the naming convention required. 

10. Import the packages from the SPB files copied to the temporary directory using the Tivoli Import feature. It is assumed that there is an existing directory on the TMR for software packages. The following information will be required in the Tivoli Import window for each package. The values shown here are sample values, yours will vary. See Appendix A on page 38 for more information.

	Required information
	Example values (your values will vary)

	ManagedNode Name (TMR Server)
	IVTAIX1

	Location of source SPB files
	/tmp/spbfiles

	Sourcehost (TMR Server)
	IVTAIX1

	Destination for SPB files
	/opt/Tivoli/packages


Importing the Resource Models to the TMR

Two middleware bundle resource models are included to monitor the ISPs, SIF Master Agent JVM Environment and SIF Event Queue. 

NOTE: These resource models only need to be imported for 4690 point-of-sale sites.
Before the resource models can be distributed to the ISPs they must be deployed onto the TMR server. To do this follow these steps:

11. Copy the sample scripts deploy.sh and the distrib.sh (deploy.bat for Windows) scripts from the /ResourceModels directory of Software Distribution Packages CD 1 to the TMR, for example into /opt/Tivoli/scripts.

12. Copy the tar files (MasterAgent_JVM_Environment.tar, EventQueue.tar) onto the TMR server. 
13. Edit the deploy.sh (deploy.bat for Windows) script and update the following entries with your specific information:
POLICY_REGION=”<your policy region>”
PROFILE_MANAGER=”<your profile manager>”


NOTE: the Profile Manager must be “dataless”

EVENT_RM_TAR=<path to EventQueue.tar on your TMR server>
MASTERJVM_RM_TAR=<path to MasterAgent_JVM_Environment.tar on your TMR server>

14. Run the deploy.sh (deploy.bat on Windows) script on the TMR server.

15. Repeat steps 3-4 for each Policy Region/Profile Manager combination.

This script will create two new profiles, EventQueue and MasterAgent_JVM_Environment, which will be visible in the Profile Manager. If you plan to change the default thresholds for these resource models, now is a good time to do this before they are distributed to the ISPs. 
Adding Subscribers to the Profile Manager
When all packages have been imported to create Software Packages, endpoints should be subscribed to the Profile Manager. A subscriber is generally an endpoint to which the package will be distributed. The Tivoli Light Client Framework (endpoint) code must be installed and operational on all the target endpoint systems.

The targets of a distribution can be either endpoints or other Tivoli Profile Managers, depending on how the Software Distribution Profile Manager was created. In order to subscribe individual endpoints to the Profile Manager, the Profile Manager must have been created as “dataless.” If it is not a dataless Profile Manager, you will receive an error when you attempt to add an endpoint subscriber. A Profile Manager can be changed to or from dataless mode after it is created using the wsetpm command. See the Tivoli Framework Reference manual or the online manual pages for detailed information.

If additional in-store processor machines are added to the Tivoli environment, they will need to be added as subscribers to the Profile Manager.

TMR Server Log Files

Within a software package, it is possible to enable logging at both the TMR server as well as at each ISP. The Middleware for Remote Retail Server packages have both sets of logs enabled. The TMR server logs are created when packages are distributed to the ISPs and can be found in /opt/Tivoli/logs/swdlogs. Log files are named in the manner of <package name>.log, for example bundled packages for Linux would have the following names:

Mrrs1LinB.log                   

Mq5302LinB.log               


Db2Wse814LinB.log
     


WasAe51LinB.log               


WasNd51DmLinB.log
      


WasNd51EcLinB.log             


Was51Fp1LinB.log               


SiCommon1LinB.log          

Mx4j201LinB.log                 

Sma1LinB.log
Chapter 3. Distributing the Packages to the ISPs

Distributing the software packages to the target endpoints brings the software copied from the CD-ROMs and the instructions for installing that software together. The software packages contain installation scripts and response files that allow the installation and configuration of the code to be performed silently, without any user intervention.

Assumptions

The methods and procedures described in this section are provided based on the following assumptions regarding the Tivoli environment and the ISPs.

· Tivoli Framework 4.1.1 has been installed, configured and is working properly.

· The target ISPs are running SuSE Linux 8.1 or Windows 2000 Server SP 4 and have been installed as endpoints in the Tivoli Management Region.

· The person performing the installation has root/administrator access to the Tivoli Management Region server.

· The person performing the installation has knowledge of AIX and SuSE Linux and Windows 2000.

· The person performing the tasks discussed in this document has a working knowledge of the Tivoli Management Region environment and Tivoli Configuration Manager.

For information about the Tivoli environment and using Tivoli Configuration Manager see the Tivoli User's Guide for Software Distribution or go to the Tivoli website http://publib.boulder.ibm.com/tividd/td/ConfigurationManager4.2.1.html.
Preparing the in-store system for split package distribution

If you are distributing split packages from the TMR server, the in-store processor (ISP) must contain the application install images that are delivered on the MRRS Pilot-V2 ISP Software CDs prior to distribution. These files are installed from the CDs using an InstallShield program. To perform the installation follow these steps: 

16. Insert the CD number 1 in the CD drive. (for Linux you will have to issue the mount command, for example: mount /dev/cdrom /media/cdrom).
For Windows machines the install program should automatically start. If not, run setup.exe from the CD-ROM. For Linux machines you will have to run the following command: 
/media/cdrom/setuplinux.bin &
NOTE:  On linux systems, make sure the current directory is NOT a directory on the CD-ROM.  If the current directory is a directory on the CD-ROM, you will not be able to eject the CD when the installation program asks for a new CD.
You will see the following InstallShield screen:
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Click Next.

The install directory screen is displayed. Click Next.

NOTE: If you change the install directory, you will have to distribute packages using the command line interface and specify the target install directory.
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A summary screen will be displayed showing the pending installation of IBM Middleware for Remote Retail Server. Click Next to start the Install.

[image: image5.png]Flease read the summary information below.

1BM Middleware for Remote Retail Server will be installed n the following
location.

CilProgram FilesUBMISIF

for atotal size:
24005 M8





Since the middleware bundle install images are contained on several CDs you will be prompted for the required CDs. Insert the requested CD and click OK. 
NOTE: On Linux machines you will have to unmount and then mount the new CD before continuing.
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You will see the following confirmation screen indicating the install was successful, select Finish to exit.
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Order of Installation

The packages must be installed in a certain order, as they contain pre-requisite and co-requisite files. For split installations, the data transfer of the install images from the CD ROM to the target system must be done before distribution of the packages. Be sure to install the packages in the following order and only after the preceding package installation is complete:

· Middleware for Remote Retail Server 1.0                        


· MQ 5.3.0.2
              

· DB2 WSE V8.1.4              


· WAS AE 5.1
                


· WAS ND DM 5.1               


· WAS ND EC 5.1               


· WAS Fix Pack 5.1.1           


· Store Integrator 1.0 (Common components only)            

· MX4J 2.01                        

· Systems Management Accelerator 1.0          
The steps involved in the installation of the application code are the same for each application. So there are two basic activities: installing the CDs on the local machine (if you are using split packages) and using the software distribution component of Tivoli Configuration Manager to install and configure the application code.

Distributing the packages using Tivoli Configuration Manager

To begin the distribution process, the Profile Manager containing the software packages should be open and accessible. The target endpoints should be subscribed, visible and responsive from the TMR Server.

To ensure that enough time is allowed for the installation of bundled packages, be sure that the Distribution Settings in Tivoli Configuration Manager have been modified as follows:

Notification Interval

15

Send Timeout 

3600

Execution Timeout

3600

Each package must be installed and verified before proceeding to the next package. When the logs have been reviewed and the appropriate tests run to ensure the software is working correctly, repeat this process for each additional package, in the order listed above. 

NOTE: Although any package can be distributed using the Tivoli command line (if you want to change the default parameters), some packages must be distributed this way so that some parameters can be set (which can not be done using the Profile Manager window). The packages requiring command line distribution are:

· DB2 WSE 8.1.4

· WAS AE 5.1 (Windows only)
· WAS ND DM 5.1 (Windows only)
Security warning:  Entering a password on a Unix command line will cause the password to be stored in the history.sh file.   Therefore, it is better to put the command in a script which prompts for the password.  For example:
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Be sure to review the information below regarding each package before proceeding.

MRRS 1.0
Middleware for Remote Retail Server 1.0 is a set of utilities that is used to prep the endpoint prior to the installation of the other packages. This package must be installed first if you intend to use bundled packages (excluding the MX4J package). If you intend to use split packages, the MRRS package must not be used. Instead, you will install Middleware for Remote Retail Server onto the ISP using the installation program on the CD mounted on the ISP machine, not from a Tivoli package. 
	Optional variables

	sifDir
	Directory path where Middleware for Remote Retail Server is installed.


MQ 5.3.0.2
	Optional variables

	sifTempDir
	(Bundled Package only)  Directory where installation image is temporarily stored.

	sifDir
	Directory path where Middleware for Remote Retail Server is installed.


DB2 WSE V8.1.4
	Required variables

	db2Pw
	Password for the DB2 administrator ID. The default password is pass8word.

	Optional variables

	sifTempDir
	(Bundled Package only)  Directory where installation image is temporarily stored.

	sifDir
	Directory path where Middleware for Remote Retail Server is installed.


WAS AE 5.1
WAS AE must be distributed using the Tivoli command winstsp (for Windows only)  shown below. 
WARNING: Variable names are case sensitive. If you enter a variable name in the wrong case, the variable name will not be recognized. There will be no error message to indicate your mistake, and the variable you were trying to set will receive the default value. 
winstsp -D variableName=value -f @SoftwarePackage:PackageName.version  @endpoint 

For example the following command will install the  WAS AE bundled package to the endpoint STORE7 within the domain of store.com for a user with ID Administrator and password pwAdmin: 

winstsp -D wasFqHostName=STORE7.store.com -D wasNodeName=STORE7 -D adminId=Administrator -D adminPw=pwAdmin -f @SoftwarePackage:WasAe51WinB.1 @STORE7
	Required variables

	adminPw
	(Required for Windows only) Password for Windows “Administrator” ID on the ISP, or password for Windows ID specified with the “adminId” parameter.

	Optional variables

	adminId
	(Windows only) A windows administrator ID on the ISP.  Default “Administrator”.

	wasFqHostName
	Fully qualified TCP/IP hostname of the ISP, for example, my_isp.raleigh.ibm.com.  If not specified the package will attempt to retrieve this value from the ISP.

	wasNodeName
	Node name for WebSphere Application Server.  If not specified, the package will use the short TCP/IP hostname; for example, my_isp.

	sifTempDir
	(Bundled Package only)  Directory where installation image is temporarily stored.

	sifDir
	Directory path where Middleware for Remote Retail Server is installed.


For more information about Tivoli commands see the Tivoli Configuration Manager documentation.

WAS ND DM 5.1
WAS ND DM must be distributed using the Tivoli command winstp (for Windows only) shown below. 

WARNING: Variable names are case sensitive. If you enter a variable name in the wrong case, the variable name will not be recognized. There will be no error message to indicate your mistake, and the variable you were trying to set will receive the default value.
winstsp -D variableName=value -f @SoftwarePackage:PackageName.version  @endpoint

For example the following command will install the  WAS ND DM bundled package to the endpoint STORE7 within the domain of store.com for a user with ID Administrator and password pwAdmin: 

winstsp -D wasFqHostName=STORE7.store.com -D wasNodeName=STORE7 -D wasCellName=STORE7_cell –D adminId=Administrator -D adminPw=pwAdmin -f @SoftwarePackage: WasNd51DmWinB.1 @STORE7
	Required variables

	adminPw
	(Required for Windows only) Password for Windows “Administrator” ID on the ISP, or password for Windows ID specified with the “adminId” parameter.

	Optional variables

	adminId
	(Windows only) A windows administrator ID on the ISP.  Default “Administrator”.

	wasFqHostName
	Fully qualified TCP/IP hostname of the ISP, for example, my_isp.raleigh.ibm.com.  If not specified the package will attempt to retrieve this value from the ISP.

	wasNodeName
	Node name for WebSphere Application Server.  If not specified, the package will use the short TCP/IP hostname; for example, my_isp.

	wasCellName
	Name of Network Deployment Cell. If not specified, the package will use the short TCP/IP hostname followed by “_cell”; for example, my_isp_cell.

	sifTempDir
	(Bundled Package only)  Directory where installation image is temporarily stored.

	sifDir
	Directory path where Middleware for Remote Retail Server is installed.


For more information about Tivoli commands see the Tivoli Configuration Manager documentation.

WAS ND EC 5.1
NOTE: On Windows systems there will be an automatic reboot after this package is installed.

	Optional variables

	wasJavaHome
	Java home directory.  Path to directory containing java.exe and javaw.exe (Windows) or java and javaw (Linux).  If not specified, the package will use C:\Program Files\WebSphere\AppServer\java\bin (Windows) or /opt/WebSphere/AppServer/java/bin (Linux)

	rebootTimer
	Amount of time in seconds to pause before rebooting the ISP after installation.  Default 10.

	sifTempDir
	(Bundled Package only)  Directory where installation image is temporarily stored.

	sifDir
	Directory path where Middleware for Remote Retail Server is installed.


WAS Fix Pack 5.1.1
NOTE: On Windows systems there will be an automatic reboot before this package is installed.

	Optional variables

	rebootTimer
	Amount of time in seconds to pause before rebooting the ISP after installation.  Default 10.

	sifTempDir
	(Bundled Package only)  Directory where installation image is temporarily stored.

	sifDir
	Directory path where Middleware for Remote Retail Server is installed.


Store Integrator 1.0 (Common components)
	Optional variables

	sifTempDir
	(Bundled Package only)  Directory where installation image is temporarily stored.

	sifDir
	Directory path where Middleware for Remote Retail Server is installed.

	storeNum
	The store number assigned to the ISP. Default 8.


MX4J 2.01
MX4J is an Open Source implementation of the Java™ Management Extensions (JMX) and of the JMX Remote API (JSR 160) specifications. Two JAR files from MX4J must be installed after you install Store Integrator.  A sample package is provided to assist you with the MX4J installation. However, the package does not contain the actual MX4J JAR files. The package only contains information about the location of the MX4J JAR files on the TMR server and the intended installation location on the ISP.  The JAR files themselves must be downloaded from the Web and placed in the proper location on the TMR server.
Downloading MX4J 
Store Integrator requires version 2.0.1 of MX4J. For information and news about MX4J, refer to the MX4J project Web page at http://mx4j.sourceforge.net. 
To download the MX4J code, do the following: 
17. Use a Web browser to access http://mx4j.sourceforge.net. 
18. Download the MX4J binary version 2.0.1. 
19. Extract the ZIP file to a temporary directory. The two required files for Store Integrator are: 
mx4j.jar 
mx4j-remote.jar

20. Rename mx4j-remote.jar to mx4j_rmt.jar. The package dictates that the files be placed in the /var/Mx4j201 directory on the TMR server.  You may use a different location by setting the sourceDir variable to another directory location that you prefer. 
On a Linux ISP these files will be installed in /opt/IBM/StoreIntegrator/COMMON101M234/simgmt/ext. 
On a Windows ISP they will be installed in 
C:\Program Files\IBM\StoreIntegrator\COMMON101M234\ext. 

	Optional variables

	sourceDir
	Location of the MX4J JAR files on the TMR server.  Default is /var/Mx4j201

	rebootTimer
	Amount of time in seconds to pause before rebooting the ISP after installation.  Default 10.

	sifTempDir
	(Bundled Package only)  Directory where installation image is temporarily stored.

	sifDir
	Directory path where Middleware for Remote Retail Server is installed.


Systems Management Accelerator  1.0
	Optional variables

	sifTempDir
	(Bundled Package only)  Directory where installation image is temporarily stored.

	sifDir
	Directory path where Middleware for Remote Retail Server is installed.


Installation Log Files

Each package delivered on the Software Distribution CD is logging enabled. This section will outline the log file location, names of the log files created during the installation of each package and additional steps that can be performed to verify the installation has been completed successfully.

Within a software package, it is possible to enable logging at both the enterprise (TMR Server) level as well as at the endpoint level. The Middleware for Remote Retail Server packages have both sets of logs enabled.
There are two types of logs created on the endpoint for each package as it is installed. The names of those logs are listed below. The log file with the name containing the caret (^) character is the log file created by Software Distribution, based on log properties from the software package block. The log files containing the text “Install” or “Remove” in the filename are log files generated by the install and uninstall scripts respectively. The endpoint logs can be found in:

Linux:  /opt/IBM/SIF/logs
Windows: C:\Program Files\IBM\SIF\logs
For example the log files created by Package Distribution for bundled packages on Linux will be:

Mrrs1LinB^1.log                   

Mq5302LinB^1.log               


Db2Wse814LinB^1.log
     


WasAe51LinB^1.log               


WasNd51DmLinB^1.log
      


WasNd51EcLinB^1.log             


Was51Fp1LinB^1.log               


SiCommon1LinB^1.log          

Mx4j201LinB^1.log                 

Sma1LinB^1.log
The log files created by the install and uninstall scripts will have SifInstall and SifRemove as prefixes for each package. 
For example the log files for the DB2 install and uninstall would be:

SifInstall_DB2WSE814.log

SifRemove_DB2WSE814.log
Monitoring distribution using Tivoli

Tivoli Configuration Manager 4.2.1, Software Distribution will report success or failure of the distribution through the Multiplexed Distribution database. The Tivoli administrator can use the Mdist GUI or the command line interface (CLI) to determine the distribution id and status of each distribution. For detailed information, refer to the Tivoli Framework Reference Manual and the Tivoli Configuration Manager, Software Distribution Reference Manual and User’s Guide.

Verifying the Installation
In addition to reviewing the log files that are created during the deployment process, there are steps an administrator can perform to go one step further in verifying that each software package has been installed correctly and is working properly. Those steps are outlined in the following sections, divided by Software Package/Application.

MQ Series 5.3.0.2

This software package creates users and groups associated with the MQ Series application. The following steps walk you through the process of creating, starting, ending and deleting a queue manager called “qm1”. 
NOTE: These steps are shown for an AIX machine, the steps for other platforms may vary.

21. Log in to the target endpoint as a user with root access.

Type the following command to switch user to mqm, the user created by the installation script:

su – mqm

Type the following command to create the queue manager named qm1:

crtmqm qm1

You should see messages similar to the ones shown below:

[image: image8.png]



Type the following command to start the queue manager:

strmqm qm1

The system should respond with information similar to this:

[image: image9.png]



NOTE: WebSphere MQ Series is licensed based on the number of processors in the system on which the software is running. It will operate without this value set within MQ Series, however, it should be set prior to using the system in a production environment. The syntax to modify the value is shown here:

su - mqm
setmqcap –q <n> 
Where n is the number of processors on the machine where MQ Series is being installed.
Type the following commands to end the queue manager:

endmqm –i qm1

The following should be displayed:

[image: image10.png]



Finally, enter the following command to delete the queue manager:

dltmqm qm1

The following confirmation message is displayed upon successful completion:

[image: image11.png]



This completes the testing and exercise of the MQ Series installation.

Log out of the in-store system and close all windows.

DB2 WSE 8.1 Fix Pack 4a
22. Log in to the target endpoint as a user with root access.

Type the following command to switch user to db2inst1, one of the users created by the installation script:

su – db2inst1

Type the following command to start the DB2 Control Center:

db2cc

After a brief pause, the DB2 splash screen should be displayed on the screen for a few seconds, followed by a window that will look similar to the one shown below:
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In the left pane, expand the folders by single-clicking them until you get to the Databases folder, as shown here:
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Right click on the Databases folder and select Create>Database Using the Wizard as shown below:
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Several screens will be displayed in sequence, followed by a request for a new database name, as shown here.
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Enter “test” as the database name and click Next:
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No tuning is required for this test database. It will be deleted in subsequent steps. Click Finish on the next screen.
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A dialog box similar to the one shown below will appear, followed by a confirmation message when the creation of the database is complete.
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No configuration of the test database is required. Click No.
To delete the test database, select Databases in the left pane. In a new installation, only the TEST database will appear. This screen shot was taken from a system with multiple database instances running:
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Highlight the name of the TEST database you just created and right click. A menu similar to the one shown below will be displayed:
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Select Drop by highlighting it and releasing the mouse button. A confirmation screen will be displayed. Ensure you have selected the correct database and click OK.
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This completes the verification of the DB2 installation.

WebSphere Advanced Edition Server v 5.1

WebSphere Network Distribution Deployment Manager v 5.1

WebSphere Network Distribution Edge Components v. 5.1

Verification of the WebSphere component installation should be completed after all three software packages have been distributed from the TMR. All the packages work together to provide the web interface to the overall Middleware for Remote Retail solution. When all three packages have been distributed successfully and examination of the log files reveals no errors, follow these steps to confirm WebSphere’s proper operation.

23. Log in to the target endpoint as a user with root access.
Type the following commands to start the Application Server and the Deployment Manager. The screens below indicate the appropriate response for a properly operating WebSphere environment.

cd /opt/WebSphere/AppServer/bin

./startServer.sh server1

[image: image23.png]



cd /opt/WebSphere/DeploymentManager/bin

./startManager.sh
[image: image24.png]



Open an internet browser such as Explorer or Mozilla and enter the following address, where <hostname> is replaced with the name of the system on which WebSphere is running:

http://<hostname>:9090/admin
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In the User ID field, enter your first name and click OK
The screen will be replaced by one similar to the one shown below:
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The ability to display these two screens indicates that the Advanced Edition Server is working properly


Enter the following address in the browser, where <hostname> is replaced by the name of the system on which WebSphere is installed:

http://<hostname>/9091/admin
Another login screen, like the one displayed previously will appear:
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In the User ID field, enter your first name and press OK. A screen similar to the one shown below will be displayed:
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The next step will confirm the Edge Components by displaying a caching proxy page.

Enter the following address in the browser, where <hostname > is replaced by the hostname of the system on which WebSphere is installed:

http://<hostname>

A screen similar to this should be displayed:
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This completes the verification of the installation.

Close the browser window and log off of the WebSphere server terminal window.
Installing the resource models
After all the packages have been installed and verified on the ISPs the resource models must be distributed to the ISPs. This is done from the TMR server. To do this, do the following for each Profile Manager:

NOTE: These resource models only need to be distributed to 4690 point-of-sale sites.
24. Edit the distrib.sh script (distrib.bat for Windows) located in /opt/Tivoli/scripts/ (unless you copied it to a different location) and update the entry PROFLE_MANAGER=<your profile manager> with your specific information.
Invoke the distrib.sh (distrib.bat for Windows) script. This will distribute the Resource Models on all the ISPs associated with the Profile Manager.
Redo steps 1 and 2 for each Profile Manager.
You can verify the distribution of the resource models by invoking the command
wdmlseng –e <ISP> 

Where <ISP> is the hostname of the target ISP. 
This will list all the resource models deployed to the specified ISP.
Chapter 4. Uninstalling the Applications

It is unlikely that the MQ Series, DB2 and WebSphere applications will need to be uninstalled once they have been deployed, however, a method for uninstalling them is included in the Tivoli Software Packages.

The method for uninstalling the packages is almost identical to the method for installing. The only difference is that rather than selecting the “Install” option from the pull-down menu the “Remove” option is selected.

An abbreviated distribution menu is displayed.
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Selecting the endpoint(s) to which you wish to distribute the Remove instruction is the same as it was during the install step. Additionally, you should select “force,” to ensure there are no conflicts regarding previous distribution or removal of software.

The software package was created with an instruction to execute uninstall scripts for the packages when the “remove” option was selected. Log files are created for the removal operations in the same logging directories as those created during an install.

Chapter 5. Administrative tasks
This chapter outlines the Middleware for Remote Retail specific administrative tasks and monitoring tools.

Monitoring the ISP performance with the resource models.

Two middleware bundle resource models are included to monitor the ISPs, they are:

SIF Master Agent JVM Environment - This resource model monitors the Retail JVM performance by checking the memory and thread resources consumed by the Master Agent. This resource model throws two events which can be monitored using the Tivoli Web Health Console and the Tivoli Enterprise Console (TEC):

	Event
	Description
	Indicator
	Default threshold 

	Retail (SIF) JVM Free Memory is low
	Indicates that the Retail (SIF) JVM being monitored no longer has ample amount of free memory remaining.
	Minimum percent of free memory 
	5

	Retail (SIF) JVM Thread Count is high
	Indicates that the Retail (SIF) JVM has been asked to create an excessive number of threads.
	Maximum active thread count
	99


SIF Event Queue – This resource model provides a management interface for the AEF EventQueue object, which is a dispatch queue for AEF POSDataProvider events. This resource model throws two events which can be monitored using the Tivoli Web Health Console and the TEC:

	Event
	Description
	Indicator
	Default threshold 

	AEF Event Queue Blocked
	Indicates that there may be an underlying problem causing the POSDataProvider event queue to be blocked.
	Maximum current queue length
	100

	AEF Event Queue Slow Dispatch
	Indicates that there may be an underlying problem dispatching POSDataProvider events.
	Maximum queue wait
	2000


You can use the Tivoli Web Health Console and the TEC to monitor these attributes.

Event Notifications

The following default notification events are forwarded to the TEC server from the ISPs:

RtlCriticalNotification

RtlEmergencyNotification

RtlAlertNotification

RtlInformationNotification
RtlErrorNotification

RtlWarningNotification

RtlNoticeNotification

Changing the default event notification
To change the default event notifications from an ISP, do the following for each ISP you wish to change:

25. Telnet to the ISP system.

26. Open the EventMap.xml file for editing. The file can be found in:

Linux:       /opt/IBM/SIF/Accelerators/JmxEventListener
Windows:  C:\Program Files\IBM\SIF\Accelerators\JmxEventListener
Edit the “forward” attribute in the Notification definition for the notification events you wish to change by setting the value to either “true” or “false”.

In the following example, the default value for forwarding ‘RtlDebugNotification’ is currently set to ‘false’.

<Notification name="RtlDebugNotification" forward="false"> 

        <class>com.ibm.retail.si.mgmt.notifications.RtlDebugNotification</class> 

        <SpecificTrapType>10</SpecificTrapType> 

        <NodeRef ref="RtlNotificationBinding"/> 

</Notification> 

Changing the value to “true” will result in the notification to be forwarded. 

NOTE: The JMX Event Listener needs to be restarted for the changes to take effect. 

Starting and stopping the JMX Event listener
The JMX event listener should automatically be started after installation. However, if you make changes to the default notification you will have to restart the event listener for the changes to take effect. 
NOTE: On Windows, you must manually start the JMX Event Listener after a system reboot.
To start the event listener on the ISP enter the following command:
Linux: 
/opt/IBM/SIF/Accelerators/JmxEventListener/runListener start 

Windows: 
C:\Program Files\IBM\SIF\Accelerators\JmxEventListener\ runListener start
To stop the event listener on the ISP enter the following command: 

Linux: 
/opt/IBM/SIF/Accelerators/JmxEventListener/runListener stop 

Windows: 
C:\Program Files\IBM\SIF\Accelerators\JmxEventListener\ runListener stop
JMX Event Listener log files and tracing

By default the tracing is logged to the following locations: 

Linux: /opt/IBM/StoreIntegrator/COMMON101M234/silogs/simgmt.0 

Windows: C:\Program Files\IBM\StoreIntegrator\silogs\simgmt.0 

For problem determination, you may enable detailed tracing of the JMX Event Listener. To do this:

27. Edit the ma_log.pro file on the ISP.  The file can be found in:

Linux: /opt/IBM/StoreIntegrator/COMMON101M234/simgmt 

Windows: C:\Program Files\IBM\StoreIntegrator\COMMON101M234 

28. Add the line com.ibm.sif.level = FINEST at the end of the file 

29. Restart the Master Agent server and start the JMX Event Listener on the ISP. 

Linux: 

      /etc/rc.d/sifma stop 

      /etc/rc.d/sifma start 

Windows: Restart "Sif Mgmt Agent" using the Services Panel.
Using the JACL scripts

A set of JACL scripts are included with the Systems Management Accelerator package. These scripts can be used perform various administrative tasks and offer a way to configure the WebSphere Application Server programmatically. Most of these scripts will have to be modified to your specific environment. After the Accelerator package is installed on each ISP, they can be found in: 

Linux:       /opt/IBM/SIF/Accelerators/JaclScriptLibrary 

Windows:  C:\Program Files\IBM\SIF\Accelerators\JaclScriptLibrary
For information about using these scripts refer to the JACL Scripts Users Guide (SIFJaclScriptsUsersGuide.doc) in the above directories. 
Appendix A.  Importing Using Tivoli Configuration Manager
This section describes how to use the Tivoli Profile Manager to create and import packages from the SPB files on the product CDs as well as how to add subscribers (endpoints) to the Profile Manager.

Once the SPB files are on the TMR, follow the process in your organization for starting the Tivoli desktop. This may be done from the TMR Server or from another computer capable of displaying it. This procedure may require sourcing the Tivoli environment, starting an X-window session or exporting your display.

30. Based on the Tivoli architecture in your organization, create a Profile Manager within the TMR to hold the software packages. Ensure that it is in a Policy Region, which has Software Package as a Managed Resource type. The architecture should outline the structure and the naming convention required.

Navigate to the new Profile Manager. It will appear similar to the one shown below:
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The Profile Manager will not contain any Profiles (software packages) or have any subscribers.

The following steps should be used for each software package you wish to create from the SPB files copied to the temporary directory. It is assumed that there is an existing directory on the TMR for software packages. The following information will be required for each package. The values shown here are sample values, yours will vary.
	Required information
	Example values (your values will vary)

	ManagedNode Name (TMR Server)
	IVTAIX1

	Location of source SPB files
	/tmp/spbfiles

	Sourcehost (TMR Server)
	IVTAIX1

	Destination for SPB files
	/opt/Tivoli/packages


The proper information should be substituted for your location.

Select Create option in the Profile Manager window. A dropdown menu will appear containing “Profile”. Select Profile. A screen similar to the one shown below will appear:
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In the Name/Icon Label field enter Mq5302LinS.1. Ensure that Software Package is highlighted and select Create & Close.
An open box, representing the software package will appear in the Profile Manager as shown below:
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After this has been done for Db2Wse814LinS.1 and WasAe51LinS.1, the ProfileManager will appear similar to the following:
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Next, associate the SPB file in the /tmp/spbfiles directory.
Right click on each package. A dropdown menu will appear. Select Import and release the mouse button. A window similar to the one shown below will appear:
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Leave the Machine Type field set to ManagedNode, enter the ManagedNode (TMR) name in the Managed Node Name field.

Tab to the Input File Path field and enter /tmp/spbfiles/<software package block name>  (based on the SPB file you are importing). In this example, the WAS AE package is being imported. NOTE:  This path is a sample, be sure your path matches the location of your SPB files.
Tab to the Source Host Name field and enter the name of the Source Host (the name of the host containing the software packages, which may be the TMR Server).

Tab to the SPB Path field and enter the path where you want the SPB file stored on the TMR Server, including the SPB name. In the example, packages are stored in /opt/Tivoli/packages and the name is the same as the source SPB file in /tmp/spbfiles.

When all fields are complete, the window will appear similar to the one shown below:
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Verify that all information is correct and click Import & Close. The window will be replaced by the Profile Manager window. The package you imported will be displayed as a closed, sealed package.

Repeat steps 6 through 10 for each SPB file in /tmp/spbfiles using the following SPB filenames in the SPB path field:
NOTE:  This path is a sample, be sure your path matches the location of your SPB files.
Mrrs1LinB.spb                                  


Db2Wse814LinB.spb
     


WasAe51LinB.spb
WasNd51DmLinB.spb     


WasNd51EcLinB.spb          


Was51Fp1LinB.spb           


SiCommon1LinB.spb        

Mx4j201LinB.spb            

Sma1LinB.spb
When all packages have been imported, the Profile Manager screen will appear similar to the one shown below:
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Adding Subscribers to the Profile Manager
When all packages have been imported to create Software Packages, endpoints should be subscribed to the Profile Manager. A subscriber is generally an endpoint to which the package will be distributed. The Tivoli Light Client Framework (endpoint) code must be installed and operational on all target systems.

The targets of a distribution can be either endpoints or other Tivoli Profile Managers, depending on how the Software Distribution Profile Manager was created. In order to subscribe individual endpoints to the Profile Manager, the Profile Manager must have been created as “dataless.” If it is not a dataless Profile Manager, you will receive an error when you attempt to add an endpoint subscriber. A Profile Manager can be changed to or from dataless mode after it is created using the wsetpm command. See the Tivoli Framework Reference manual or the online manual pages for detailed information.

To add subscribers, complete the following steps:

31. Select the Profile Manager menu item in the top left of the Profile Manager window. Click and hold the left mouse button to display a pull down menu. 

Highlight Subscribers. A window similar to the one shown below will appear:
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Using the scroll bar in the “Available to become Subscribers” pane, locate the endpoint you wish to target. Some machines may appear more than one time. Ensure that the word “Endpoint” appears in parentheses to the right of the endpoint label.

Select the endpoint name to highlight it. Click the left arrow in the middle of the window to add the highlighted endpoint to the “Current Subscribers” pane on the left side of the window.

Repeat steps 3 and 4 for each system you wish to subscribe.

Click the Set Subscriptions & Close button at the bottom of the window

An icon representing each endpoint you selected will be displayed in the bottom pane of the Profile Manager. Multiple endpoints were subscribed to the system used to create this document. The following screen represents a completed Profile Manager including Software Packages and Endpoint subscribers
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This completes the one-time activities. If additional in-store processor machines are added to the Tivoli environment, they will need to be added as subscribers to the Profile Manager.

Appendix B.  Distributing the Software Packages

Distributing the software packages to the target endpoints brings the software copied from the CD-ROMs and the instructions for installing that software together. The software packages contain installation scripts and response files that allow the installation and configuration of the code to be performed silently, without any user intervention.

The steps to distribute a software package will be outlined in the following section and can be repeated for each of the software packages imported into the TMR in the previous section.

The packages must be installed in a certain order, as they contain prerequisite and co-requisite files. The order of installation is as follows:

· Middleware for Remote Retail Server 1.0                        


· MQ 5.3.0.2
              

· DB2 WSE V8.1.4              


· WAS AE 5.1
                


· WAS ND DM 5.1               


· WAS ND EC 5.1               


· WAS Fix Pack 5.1.1           


· Store Integrator 1.0 (Common components only)            

· MX4J 2.01                        

· Systems Management Accelerator 1.0          
To begin the distribution process, the Profile Manager containing the software packages should be open and accessible. The target endpoint(s) should be subscribed, visible and responsive from the TMR Server.

32. Right click the first package to be installed. A pull down menu will be displayed. Select Install and release the mouse button. A screen similar to the one shown below will appear:
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To ensure that enough time is allowed for the installation, left click the Advanced Option menu selection at the top left of the window. A dropdown menu will appear. Select Distribution Settings and release the mouse button. The following screen will appear:
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33. To ensure that enough time is allowed for the installation of bundled packages, be sure that the Distribution Settings in Tivoli Configuration Manager have been modified as follows:

Notification Interval

15

Send Timeout 

3600

Execution Timeout

3600

Enter the values in the Notification Interval, Send Timeout and Execution Timeout fields, respectively. These are recommended default values. Do not make any other changes on the screen. Click Set & Close to return to the previous screen.

Click the Force button next to the line marked “Checks”

Highlight the endpoint you wish to distribute the package to in the “Available Subscribers” pane on the bottom right of the screen.

Click the left arrow to move the highlighted endpoint to the “Install Software Packages On” pane. The endpoint names will appear in both panes.

Repeat steps 5 and 6 for each endpoint you wish to subscribe. (Multiple endpoints can be selected at one time using a combination of the Shift or Control plus the mouse button).

Click Install & Close at the bottom left of the window to begin the distribution. The window will disappear.

Appendix C.  Understanding the Master Agent

The systems management implementation employed within the Store Integrator is based entirely on JMX, which forms the basis of the management infrastructure for WebSphere.  JMX is defined by JSR-003, and deals only with management issues within the context of a single JVM.  Each management agent running within the Store Integrator environment is built upon a single JMX agent.  In order to complete the Store Integrator’s hierarchical management infrastructure, some additional remote connectivity support is required. This support provides the communications bridge between each of the management roles previously discussed.  The standard that defines the remote interfaces for accessing a JMX Agent, JSR-160, provides this remote connectivity support.  

Components
As noted earlier, there are two primary components that comprise the JMX infrastructure for the Store Integrator environment: The General Agent, and the Master Agent.  These roles are distinguished by virtue of the MBeans that are attached to them, with the General Agent receiving MBeans designed for the client, and the Master Agent receiving those defined for the controlling role. In a single JVM, there cannot be more than one management agent running.  This is controlled by the MgmtAgentFactory class, which provides access to a MgmtAgent instance within the current JVM.

General Agent

The General Agent is designed for use within all endpoint devices within the store network.  Examples of which include the point-of-sale (POS) controllers and terminals, WebPads, and Kiosks.  The General Agent will, by default, include MBeans to handle client discovery, JVM health information, and configuration and forwarding for logging.  

Master Agent

The Master Agent is based on the same agent core as the General Agent, except in two ways.  First, it is the single point of access into the Store Integrator environment by any management agent or application, and it has a different set of MBeans loaded at agent startup.  This set of MBeans includes the JVM Health and logging MBeans loaded by the General Agent, plus MBeans for managing the proxy relationships with General Agents running within the store.  Additionally, there are policy MBeans for managing software distribution, monitors, and notifications.  Each of these components will be discussed further in the following sections.

Component Relationships

The role of the Master Agent is to discover the General Agents that exist within the environment, to then create proxy MBeans for MBeans that exist on those General Agents, and to control all interactions between them. By doing this, all of the MBeans in the environment are concentrated at the Master Agent, thus giving a management application one and only one point of control for the entire environment. This functional hierarchy becomes even more important for disciplines that require some distributed policy control, such as Software Distribution or Device Monitoring. In each of these cases the control point, or the point where a management application interacts with the Middleware for Remote Retail Server, is only the Master Agent. Components responsible for managing a discipline on the Master Agent will then interact in turn with the appropriate General Agent MBeans to carry out an operation. 

A good example of this would be the application of a monitor. A management application may wish to have a device monitor created and applied on a set of WebPad(s). The operation is actually carried out by creating and registering monitor policy on the Master Agent’s Monitor Policy Management MBean. As each of the target device(s) (in this case all WebPads) become active, monitors will be applied to the device. But if the device is offline, or if a current one goes off line and then comes back, the monitor policy MBean will be responsible for reapplying the monitor, based on the discovery of a new WebPad device. This gives the entire Middleware for Remote Retail environment a certain amount of independence from any and all management applications. An application can attach to the Store Integration Framework Master Agent, setup some policy, and detach.  Meanwhile, the environment will continue to function autonomously based on the established policy.

A quick look at how this fits in the practical sense within the Store Integrator environment, i.e., where all of the pieces are physically located in the implementation, is depicted in Figure 2 below, and described in detail in the ensuing sections.
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Figure 2. Management Infrastructure

Agent Discovery and Health Checking

This component provides a means for discovering management agents within the store, along with monitoring their continued health and status. The intent of this function is to provide a simple discovery and health checking mechanism that is both reliable and inexpensive in the store environment.  Subsequently, this function will trigger the creation and deletion of device information and Proxy MBeans on the Master Agent.

The implementation of this function requires two MBean interfaces, MgmtClientHealthMBean, and MgmtMasterHealthMBean.  The MgmtClientHealthMBean interface, implemented as part of the General Agent, provides a simple periodic heartbeat and agent information. The MgmtMasterHealthMBean interface, implemented as part of the Master Agent, listens for client heartbeats, emits notifications when agents are discovered or go offline, and maintains information about each discovered agent.  It also registers to listen for JMXConnectionNotifications from the JSR-160 implementation. 

The primary reason for two separate health checks is that it affords the ability to check on the health of a device at two very different levels. The assumption is that in order for the JMX infrastructure to function normally, the box has to be very healthy, but for a low level heartbeat frame to flow, a considerably smaller amount of the system needs to be healthy and functional.

MgmtMasterHealthMBean 

The MgmtMasterHealthMBean is located at one place in the store: the Master Agent. In the case of a full Middleware for Remote Retail deployment, this is on the in-store processor. This component is responsible for:

· Listening for periodic heartbeats from agents running within the store

· Maintaining information about each discovered agent

· Controlling the emission of both AgentDiscoveredNotifications and AgentLostNotifications, which trigger the construction and tearing down of connections and proxy MBeans between management agents
NOTE: Other functions on the Master Agent are driven by these notifications, such as pending Software Distributions, application of Monitors, and any other specific response that might be required by management applications.
MgmtClientHealthMBean 

This entity is located within each General Agent running within the store, and is responsible for:

· Collecting agent information for use in the agent discovery protocol 

· Issuing periodic (based on a configured value) discovery frames for consumption by the MgmtMasterHealthMBean
The communications mechanism used by the discovery protocol is a single simple multicast UDP PDU that is issued by the MgmtClientHealthMBean at regular, configurable intervals. UDP is chosen for simplicity, and for the minimum of dependencies on a healthy machine. It also makes the receiver logic far simpler, and requires extremely low bandwidth. 

The MgmtMasterHealthMBean uses an algorithm such that the arrival of a discovery frame from an agent indicates it is available and causes a missed interval counter to be reset. If a configured number of discovery frames are missed, based on the interval configured for their transmission, then the agent is considered off-line. Bear in mind that this exchange of frames is not meant to be a robust form of health checking, but rather a general purpose way of indicating the monitored status of the agents in the store. Since this mechanism is based on multicast UDP, this multicast traffic is only required within the store, and in fact should be limited to the store only. The protocol uses the following multicast address and port assignments:

· Multicast Address: 225.6.29.63

· Port: 31200
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Figure 1. TMR and TEC servers with multiple ISPs
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#!/bin/sh


echo "Enter Windows administrator ID:"


read windowsId


echo "Enter password for" ${windowsId}


read pw


echo "Enter the package name"


read pkg


echo "Enter the endpoint"


read ep


winstsp -D adminPw=${pw} -D adminId=${windowsId} -f @SoftwarePackage:${pkg}.1 @${ep}
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