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TPC Extendsﬂs eader POS'I'[IOH

What Gartner says about TPC

challengers leaders
Strengths ]
e “IBM has s%/stematlcally invested in and o e
im roved the features and functions provided by S‘“‘“N A
T o Northem Parkife N
ethpp
« “TPC s a full holistic SRM tool that can = | NP sotviarg o
successfully provide all the prlmary reporting ° \ fobg Akori
requirements for IT departments, . G Textlnologion
Hitachi Data
« ‘“IBM is successfully increasing the number of

TPC customers, and grovvth IS outpacing its pesr— /
major compeﬂtors ‘

| completeness of vision —p~

As of September 2010

Source: Gartner (Septermber 2010)

Cautions

 “TPC requires agents to manage and report on various target devices, thereby increasing the
complexity of installation, implementation and ongoing management. Lightweight agents have
improved, but have not resolved this issue.

* “Chargeback functionality requires additional IBM products to provide comprehensive and
accurate results.....”

*  “Pricing ranges from competitive cost-effective starter packs to relatively high-cost acquisition
prices in large environments. But IBM is also willing to offer large discounts. “

This Magic Quadrant graphic was published by Gartner, Inc. as part of a larger research note and should be evaluated in © 2010 IBM Corporation
the context of the entire report. The Gartner report is available upon request from Terese Knicky (tknicky@us.ibm.com)



Delivering Improved Time to Value with
Tivoli Storage Productivity Center v4.2.1

= Enhanced Management of IBM Storage

. Improved performance for IBM Storwize V7000, SVC, XIV and DS8000 via
native interface support

. Automated Device Discovery - simplifies initial configuration task and speeds
addition of storage

= Improved Storage Management of IBM PowerVM AIX Servers EREE%SELS
= Storage Resource Agents DS8800
. Lightweight native code remotely pushed to servers for data collection and R6

removed at completion

. Collects asset and capacity data from supported servers without a resident
agent

. Simplifies server data collection and reduces administrator burden of managing/
monitoring agents

. File level and DB scanning and HP-UX and Solaris platforms

« Probe performance improved up to 75% on IBM Storage and
up to 3x improvement on supported servers

* |n lab conditions, actual customer deployment
times may vary

“Elimination of the agent manager and use of storage resource agents itself should be

reason to upgrade. The amount of resource savings you get is going to pay for itself.”
4 Leading Health Insurance Provider jaton




= TPC 4.2.1 supports IBM System P micro-partitioning

Ability to correlate the LUN’s as seen in the LPAR with the corresponding
storage volume in the case of a 1:1 mapping in the VIOS (Virtual 1/0
Server)*

= Benefits

TPC automatically correlates the LUN as seen inside of the LPAR with the
storage volume on the storage subsystem

TPC Storage Resource Agents now recognize Virtual SCSI Client
Adapters and the Virtual SCSI disks on the LPARs

TPC collects storage subsystem serial number via SCSI inquiries

TPC displays volume groups, logical volumes, and file systems created
with Virtual SCSI disks on the LPARSs

No TPC agent required on the VIO Server
- Does not matter whether the agent on the VIOS itself is used or not

- TPC agent installed on the VIO server is not required in order to
enable LUN correlation

Note - Dominant system configuration in the market today
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Improved Storage Management of IBM PowerVM AlX
Solution Details

= Implementation Considerations

Addresses the VIOS 1:1 mapping scenario only i.e. virtual target device has a one to one
mapping to a storage volume

It does not address any mapping other than 1:1 mapping on VIOS server e.g. virtual target
device mapped to a logical volume

If there is one or more Virtual SCSI disks present on an LPAR, TPC considers the LPAR as a
virtual machine and lists the disks that are assigned directly through the physical Fibre
Channel adapter to the LPAR as virtual disks

- Avoids double counting of Total Disk Space in the reports

= Supported Configurations

AIX and p Linux running in LPAR’s with storage volumes from IBM DS8000, IBM SVC, IBM
Storwize V7000, and IBM DS3000/DS4000/DS5000

AIX MPIO or SDDPCM multi-path driver used on VIO Server

6 © 2010 IBM Corporation
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avigation Tree

SEF, FaDric Basic Frone
PCUser Fabric Standard Probe
PCUser Subsystem Advanced Probe
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TPC v4.2.1. PowerVM enhancement

avigakion Tree
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Disk Allocation
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_TP_C v4.2.1 PowerVM Storage Subsystem Correlation

avigation Tree
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TPC 4.2.1 IBM Storage Management Enhancements eGA Nov 12
0}V
= Storwize V7000

Discovery of Storwize V7000 as a new device type in TPC Ul

Complete performance management support for Storwize V7000,
including performance monitoring, historic reporting and trending

Thin Provisioning and Easy tier support via reports and topology

Storage Optimization and spot management on Storwize V7000

Performance based recommendations for San planning (including DR
planning)

Flash Copy, Metro/Global Mirror
DS8K
Launch In Context and Single Sign-on to SVC/Storwize Ul

= Enhanced support for SVC v6.1 DS8800

R6
= DS8800 R6 support

Launch in context and Single Sign-on to DS8800 GUI

Additional port error counters and thresholds for better performance
management

Open HyperSwap for IBM AIX environment — high availability volume
management for non-disruptive application failover
10 © 2010 IBM Corporation



TPC for Disk Midrange Edition

= Provides the same features and functions
as TPC for Disk (enterprise offering)

- Performance management, monitoring and
reporting

= Restricted to managing Storwize V7000,
VDS, DS3000, DS4000, DS5000 as stand-
alone devices or when attached to an IBM
SVC and IBM SVC Entry Edition.

= Offers highly competitive pricing for IBM’s
midrange offerings

= List price = $8099 per Storwize V7000,
DS3000, DS4000, DS5000 enclosures /
storage controllers

11
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Storwize V7000 with TPC 4.2.1

12 © 2010 IBM Corporation



= Control enclosure : dual controllers and up to twelve 3.5” or twenty-f our 2.5” drives in just 2U
=  Eight 8Gb FC ports plus four 1Gb iSCSI ports per con  troller pair initially (10Gb iSCSI and FCoE post-GA)
= Expansion enclosure : drives only

= Up to nine expansion enclosures attach to one contr ol enclosure

Built-in Software inherited from SVC and DS8000 RAI D Manageability
= |BM Storwize V7000: = New User interface (easy-to-use, web based)
— Based on essential technologies from IBMs world class Integrated SAN-wide Management
enterprise disks systems and virtualization sw designed for the (Tivoli Storage Productivity Center)
mid-size customers
—  2x the performance and 1/2 to 1/3 the size of the competition Integrated IBM server and storage mgmt  (Systems
—  Only Mid-range disk system to virtualize external storage (IBM Director Storage Control)
and non IBM) providing customers with investment protection Replication
= Tivoli Storage Productivity Center enables enterprise storage Aoplication i
, = Application integrated
management of Storewize V7000 (Oracle, DB2, SAP, Domino, Exchange, SQL Server)

= Storage Control enables integrated management of
server and storage resources for small administration
teams likely in mid-size environments

= Efficient use of space
(thin provisioned, incremental, deduplicated)

= DR automation (failover/fail back, site switching)

13 © 2010 IBM Corporation



Storwize V7000 in TPC

Topology Viewer
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Multiple topology views
with drill up/down

— Group by Computers, Fabrics
and Subsystems

— Only see the details needed
at each level

— Drill in for further detail

View Connectivity for
physical and logical devices

Synchronized Graphical
and Tabular views

Minimap for overall context

Overlay Health, Zoning and
Performance information

© 2010 IBM Corporation
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Different Icons for SSDs, HDDs or Backend Disks
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Storwize V7000 Tiering Reports

M avigation Tree

=~Data Manager
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By Hypervizor
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Storwize ¥7000-2076-thirdl | Storwize Y7000 |on inactive qeneric_ssd; generic_hdd |0; 102,40 MB 102,40 ME (£
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e Track historical
performance of storage
systems and view trend
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address performance issues TR s e e
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Comprehensive Set of Reports

L

Basic Edition Features Included

1.

ook W

10.
11.
12.
13.
14.
15.
16.
17.
18.
19.
20.

20

Device Discovery & Configuration
support

Topology Viewer and Storage Health
Management

Launch of Device Element Managers
Basic Asset &Capacity Reporting
Storage System Event Management

Consolidated view of storage
infrastructure

Storage subsystem alerts (capacity
change, volume change, online/offline,
etc)

Switch zoning

SAN asset reporting

Provisioning of storage

Host Capacity Utilization

Host Asset Information

Unallocated space reporting

LUN capacity reporting

HBA / Fabric connectivity

Fabric configuration support

Fabric Event management

Fabric Discovery

Switch Port Error Reporting
Storage capacity forecasting

< By
e St
(L 4 2

Predefined System Reports

21.
22.
23.
24.
25.
26.
27.
28.

29.
0.
31.
32.

W

Subsystem Performance User-Defined Reports

Port Performance 33. By Storage Subsystem
Controller Performance * 34. By Controller *

Controller Cache Performance * 35. By I/O Group **

/0 Group Performance ** 36. By Node **

Managed Disk Group Performance ** /- By Managed Disk Group **
Node Cache Performance ** 38. By Volume

Top Active Volumes Cache Hit 39. By Managed Disk **

Performance * 40. By Port

Top Volumes Data Rate Performance 41. Constraint Violation Report

Top Volumes Disk Performance **
Top Volumes I/O Rate Performance
Top Volumes Response Performance

*Support provided for DS3000, DS4000, and DS5000 only
*Support provided for Storwize V7000 , SVC only

© 2010 IBM Corporation
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» Quickly assess the performance state of your storage infrastructure

» End-to-end view of identifies the impact of a performance issue and
any potential affected components

* Reduces time to problem isolation and resolution by pinpointing the
root cause of performance problems
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Single Sign-On & Launch-in-Context to Storwize Ul

22

Basic (OS) and enterprise level (LDAP) authenticati  on
for element managers and other applications that plug in to TPC and
SSPC

Enables single sign-on
for element managers and other applications that plug in to TPC and
SSPC

Credentials

are automatically passed between
applications via LTPA tokens and
validated by ESS Server

Enables launch-in-context
to and from other applications

© 2010 IBM Corporation
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Launch In otext o Storwize V7O GUI

 BdLKETIN YUILTTIES
39 Digks

11 Fools

143 Yolumes

35 Correlated Disks

a
== -
Laurich Detail Panel
Storwize Wr0O00- T ———— System Summary ighi XYZWOKMLP 123 - Home - IBM Storwize ¥7000 - Windows Internet Explorer
Replication Storage Systems Overview Manage Fools R
Elerment Manager: Manage RAlDs- ey =
) i Manage SAM Disks
Shiaiw Manitaring Status :
; : View Hosks
pen DataPath Wiew i
. il : Wigw Disks
aunch Planner... Traubleshaot 1 123456789 abcdefghi XYZWOKMLP 123 > Home > Getting Started
Launch Optimizer., . ] -
Configure Device
Add to new Storage Resource Group..,

12 Internal

@ Drives
it |
\ . - ‘L:
T E 13 External 0 iSCEI Hosts
% — Storage

, Systemns
% l‘. Overview

%

26 Fibre-
Channel Hasts

e,

39 MDisks 10 Pools 143 Wolumes
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Advanced San Planning for Storwize V7000

= New wizard-based experience for
full provisioning tasks

- Support for the new Storwize V7000

- Performance based
recommendations

- Operator control over which steps
to include

= Includes copy services
configuration capabilities

- Configure FlashCopy or Mirroring
for additional volume protection

= Ad-hoc or scheduled execution
of plan

- Approve all steps in configuration
prior to execution

- Schedule provisioning jobs to be
completed during change control

windows
24
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Identifies hot spots on the
disk controller using sample
| data & provides more
| accurate recommendations
- L — to improve disk efficiency
=== Integrates with IBM
= —=———— - hardware to enable
; ==ZS2: =" migration of data
..— ====Sss-=-= E====
el eemy [T | w|2 [FAOE s

25
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Improved Optimization using sample, hourly

or daily performance data

26

IBM Tivoli Storage Productivity Center: vmOOE.storage.usca.ibm.com -- Create Analysis

| Element Management

Mavigation Tree

rSteps for using Storage Optimizer

T TS

¢ Reporting
¢ My Reports
& root's Repol
& Batch Reporn
& System Reports
¢ Rollup Reports
o= Asset
o Database As
o TPC Server s

o= Data Source Re
¢ Topology
Computers
Fabrics
Switches
Storage
Storage Resour
Other
¢ Monitoring
o Probes
o= TPC Server Prol
Storage Resource ¢
¢ Analytics
o= Configuration k
o= Storage Optimi
o= SAN Planner
& Configuration
¢ Alerting
o= Authentication
o @ Alert Log
& Data Manager
o= Data Manager for Dat
o Data Manager for Cha
o Disk Manager
o= Fabric Manager
o= Tape Manager
@ Element Manager
o Replication Manager

Job Management |~

4. Create and print an optimization report.

1. Before wou begin: create and run a subsystem performance monitor job for the subsystems you want Storage Optimizer to analyze.
2. Use this panel to schedule or run a Storage Optimizer analysis job.  Select storage subsystems and the performance time interval for
3. After the analysis job completes, review the analysis and select any subisystems that you want to migrate or consolidate.

| »

rSelect Storage

o Database Ci__|

Select one or more storage subsystems for analysis

o [ subsystems

| Add... || Remove

‘f-Performance Time Interval

Specify the time interval Storage Optimizer uses to callect performance monitoring data for
analysis.

Data Type:

Daily iv

Daily
Hourly
5jsample
|Septemher|v| |3 |v| |2lJllJ|v|

End Date:
September |v| |8 |+,

2010 |v|

rHow often to run

@ Run Now

i) Run Once at:

4] i | [¥]

4] Il

[

[4]
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Disaster Recovery Management
with Tivoli Storage Productivity Center for Replication

= TPC for Replication is software running on a
server that manages IBM disk based replication
functions, i.e.:

: K/I_ashCopy, Metro Mirror, Global Mirror, Metro Global
irror

= Benefits
- Provides central control of your replication environment
- Helps simplify and automate complex replication tasks

- Provides end to end management and tracking of the
copy services

- Enhances the efficiency of your copy services tasks by
reducing the time it takes to execute replication jobs

Create, Manage, Monitor, Automate,

o7 Practice .... Simplify

© 2010 IBM Corporation



SSPC 1.x
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SSPC and TPC Value Chain

Easy upgrade path to advanced management

Aol s Enferprise
Management Management

DS8000 & SVC « SRM

» Performance
* Analysis & Optimization

» Service Management
» Workflow Automation
* Energy Management

i m '

SSPC SSPC + TPC Standard Edition
+ TPC Standard Edition (SE) + Tivoli Provisioning Manager
+ IBM SERP
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SSPC 1.x Features

= Tivoli Storage Productivity Center 4.2.1
= To support Storwize V7000 and DS8800 R6
* TPC-R entitled function in BE (Flash copy)

= SSPC not required but recommended to manage SVC
6.1/Storwize V7000

= Server update with M/T 2805-MC5
*The new server is System x3550 M3 Type 7944

= SSPC on Microsoft Windows Standard Edition 2008 R2

* Pre-install and default to Firefox as the browser to improve
performance of the GUIs used on SSPC

© 2010 IBM Corporation
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Optional Duel Port Host Bus Adaptor (HBA) Card

— This will include instructions on configuration and how to move
the TPC database to an external disk through the HBA

Optional second Hard Disk Drive
Orderable feature containing an SSPC Recovery media

System Storage DS® Storage Manager

= Version 10.70 of the IBM System Storage DS Storage Manager
user interface is pre-installed on SSPC. The DS Storage
Manager can manage the DS3000, DS4000™, and DS5000

Pre-load DS8k R6.0 DSCIMCLI

© 2010 IBM Corporation



SSPC — Summary

1. IBM’s strategic console for storage

2. Easy of deployment without installation |
and improved configuration through auto RS,
discovery of storage

3. Improved interoperability and stability

4. Centralized management for the 7~
storage infrastructure \ .
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Selling TPC
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Order TPC for Disk Midrange Edition w/Storwize V/00 O

* Purchase controller (2076- Example:
1xx) + expansion encl. (2076- One 12-bay control
2XX) enclosure + _
Three 12-bay expansion
enclosures
« TPC for Disk Midrange List price = $8099 per Storwize V7000
Edition Pricing Example enclosures / storage controllers

TPC for Disk MRE Price = $8099 x 4
enclosures*

* External Storage is charged  gyteral Enclosure count to TPC for Disk MRE

per enclosure (of external = External Enclosures by Storwize V7000
storage) for the storage

virtualized by Storwize V7000
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External Enclosure Exampbles J= Apply enclosure count to these units

MC Clariion CX4-120
onsists of:

DS5100/5300

Consists of:
x Unit — no disk
drives
Up to 28 Exp.

Units or:

Up to 8 Hi-
Density Exp.
Units

6 drives, Hi-Density

drives (5 trays each
ays

1 x Storage Processor

XEncIosure (SPE) —no

. disk drives

Up to 8 Disk Array

Enclosures (DAE)
1 x Standby Power
Supplies (SPS)

1 x Controller

troller Unit — houses
ves (12 or 24

(or 3, limited by 96
ax.) x Expansion Units

)lds 12 or 24 drives for
ation of 96 drives

, 480, and 960 all have
ture with one SPE,
(15 drives each)

00 al Enclosures

the enclosure
and using these
S, you should be
etermine the

of external

es to license.

sists of:

3 to 6 I1/O Modules —
ouses disk drives

3 to 9 Data Modules

X Controller Unit—no disk
rives

p to 8 “Megapacks” in
ase (16 drives/Megapack)

te: Each Module holds
12x 1TB (or 2TB)
SATA drives; I/O
modules scale with
capacity.

andard XiV is 15 mod.
Permutations of 7 and
8 modules not allowed

| IBM Confidential

f, for some

e external

does not

e the definition or
S here, you may

> following

ncy: 15 drives =1
e

p to 4 Expansion Units
roviding up to 1028 drives

Unit includes processor
rocessor complexes);
ler enclosures (device
host adapters); and
nents (power supplies,
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Designed for those customers who need help with:

New Pilot!

Obtaining greater value from TPC without over utilizing existing staff

Controlling escalating storage costs
Planning for capacity upgrades

Minimizing outages and keeping up with SAN changes
Simplifying management of multi-vendor storage devices

Benefits

36

Train staff on product features quickly to get
iImmediate value from the product

Centralize storage mana%_er_nent and improve
Storage Administrative efficiency

Accurately inventory storage assets

Manage storage usage and provide capacity
planning information

Reduce complexity of storage infrastructure
analysis with end to end path information

Correlate disk storage to host usage

For up to 3 customer
professionals

Duration: 5 days delivered
remotely or on site

Deliverables

Configure reporting for detailed storage
assets and storage capacity

Create key storage infrastructure alerts and
verify notification

Demonstrate E2E disk to host volume
correlation and reporting

Demonstrate storage provisioning and
command line tools for provisioning or
reporting

Provide documentation for daily storage and
product maintenance

© 2010 IBM Corporation




New Pilot!

Designed for those customers who need help with: ";T’ ‘,) :

* Obtaining greater value from TPC without over utilizing existing staff S

« Control escalating storage costs For up to 3 customer

« Minimizing performance bottlenecks professionals to gain experience

in advanced TPC configuration

* Minimizing outages & keeping up with changes in the SAN and analysis

Duration: 5 days delivered

Benefits Deliverables remotely or on site
«  Train staff duct feat to get : : A
irﬁ?ﬁggigte ?,gﬁ[eofr‘é,‘ﬁn t?% lIJorr%%u%tge . S;);élé]ure reporting for detailed file and DB level

« Improve storage utilization and service levels _ _
 Demonstrate use of perf. reporting to baseline

» Correlate disk storage to host usage storage usage and snapshots to identify changes
» Track historical performance of storage . :
systems and view trend information to Create key storage !n_frastructure performance
proactively address performance issues alerts and verify notification
« Change configuration management *  Provide analysis of disk subsystem performance

o bottlenecks using native product tools
 Performance analysis with root cause

identification «  Demonstrate use of storage optimizing feature to

help make informed data placement decisions
37 © 2010 IBM Corporation
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. Trade-ugs are available for customers wanting to upgrade from TPC for Data V3

and TP

are tier based as follows:

Per Terabyte (1-12) License and SW S&S 12 Months
Per Terabyte (13-32) License and SW S&S 12 Months
Per Terabyte (33-64) License and SW S&S 12 Months
Per Terabyte (65-100) License and SW S&S 12 Months
Per Terabyte (101-250) License and SW S&S 12 Months
Per Terabyte (251+) License and SW S&S 12 Months

for Data V4 to TPC Standard Edition V4.x

The trade-up part numbers

D0921LL
D092BLL
D0927LL
DO92ILL
D092MLL
D092PLL

. Trade-ugs are available for customers wanting to upgrade from TPC for Disk V3

and TP

are tier based as follows:

Per Terabyte (1-12) License and SW S&S 12 Months
Per Terabyte (13-32) License and SW S&S 12 Months
Per Terabyte (33-64) License and SW S&S 12 Months
Per Terabyte (65-100) License and SW S&S 12 Months
Per Terabyte (101-250) License and SW S&S 12 Months
Per Terabyte (251+) License and SW S&S 12 Months

for Disk V4 to TPC Standard Edition V4

X The trade-up part numbers

DO091ZLL
DO92ALL
D0926LL
DO092HLL
DO92LLL
DO92NLL
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Manageability Features Summary
Systems Director Storage Control and TPC

Perspective
Device
Device + surrounding SAN
Servers + Storage
Capabilities
Health
Capacity
File System Utilization Analytics
Provisioning
Performance Analytics
Replication Management
Recovery Automation

39
39

\
s
ool
[

IBM” Systems
Director

User Interface

Enterprise Storage Management
Tivoli Storage Productivity Center

Server / Storage Management
Systems Director Storage Control

li Tl & FS

% % %

v v

v

% % %

% % %
v

v v v
v
v v
%
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For more Info

Gartner MQ

Sales Kits:

IBM’ers

BP’s

Product Management Wiki (IBM only)

Business Value Analyst Tool
— IBM Sellers

IBM Business Partners

© 2010 IBM Corporation




Sales Contacts

WW Sales
— Omeed Kroll,
e Americas

— Ron Broucek,
e Latin America

David Ruiz Nunez,
AP

Aldrin D'souza,
 Japan

Shoko Takase,
e« NEIOT

Thomas Kovsted,
SWIOT

— Bart Claeys,
« CEEMEA

Jean-Michel Doudot,
41
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Usage Guidelines for the Garther SRM MQ 1 of 3

. Social Media

f you would like to reference the Gartner brand or intellectual property on a corporate platform such as a corporate blog,
you must obtain Gartner approval in advance. If you want to reference this material on a personal blog or micro-blog, you
do not need this permission. We differentiate the rule for the sanIe reason that a corq_orate blog represents a company’s

overall point of view and a personal blog represents an individual’s personal opinion. That said, Gartner will pursue any
gross misrepresentation of Gartner research even in personal blogs and micro-blogs.

Corporate Blogs: Submit initial blog post for review and approval before Iposting; standard Co'g)yr_ight and Quote Policy
rules apply. Subsequent blog responses do not require Gartner approval but must follow the Palicy.

Corporate Micro-Blogs: While you do not need to submit postings to Gartner for review and approval, they must follow the
Policy. If character limits constrain length gor example, Twitter), postings do not need to include full attribution or
disclaimers. As of September 2010 © 2010 Gartner, Inc. and/or its Affiliates. All Rights Reserved. Page 7 of 15

. Samples of what is acceptable:

—  New Gartner research positions XCORP in leaders quadrant for data integration tools
Gartner ranks XCORP #1 for worldwide security market share in 2009; overall market totaled $13.5 billion in revenue

XCORP Rated ‘Positive’ in the Gartner MarkeScope Report for NA Data Center Outsourcing in 2010 [optional URL to
press release or reprint of report here]

. Samples of what is unacceptable:

Garwer ranks XCORP leader in CRM Magic Quadrant and says XCORP continues to demonstrate strong vision in the
market.

—  Gartner says to add XCORP to your shortlist for XYZ products.
—  XCORP receives stronger evaluation by Gartner than YCORP

42
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Usage Guidelines for the Garther SRM MQ 1 of 3

. Social Media

f you would like to reference the Gartner brand or intellectual property on a corporate platform such as a corporate blog,
you must obtain Gartner approval in advance. If you want to reference this material on a personal blog or micro-blog, you
do not need this permission. We differentiate the rule for the sanIe reason that a corq_orate blog represents a company’s

overall point of view and a personal blog represents an individual’s personal opinion. That said, Gartner will pursue any
gross misrepresentation of Gartner research even in personal blogs and micro-blogs.

Corporate Blogs: Submit initial blog post for review and approval before Iposting; standard Co'g)yr_ight and Quote Policy
rules apply. Subsequent blog responses do not require Gartner approval but must follow the Palicy.

Corporate Micro-Blogs: While you do not need to submit postings to Gartner for review and approval, they must follow the
Policy. If character limits constrain length gor example, Twitter), postings do not need to include full attribution or
disclaimers. As of September 2010 © 2010 Gartner, Inc. and/or its Affiliates. All Rights Reserved. Page 7 of 15

. Samples of what is acceptable:

—  New Gartner research positions XCORP in leaders quadrant for data integration tools
Gartner ranks XCORP #1 for worldwide security market share in 2009; overall market totaled $13.5 billion in revenue

XCORP Rated ‘Positive’ in the Gartner MarkeScope Report for NA Data Center Outsourcing in 2010 [optional URL to
press release or reprint of report here]

. Samples of what is unacceptable:

Garwer ranks XCORP leader in CRM Magic Quadrant and says XCORP continues to demonstrate strong vision in the
market.

—  Gartner says to add XCORP to your shortlist for XYZ products.
—  XCORP receives stronger evaluation by Gartner than YCORP
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Usage Guidelines for the Garther SRM MQ 2 of 3

* Use this Magic Quadrant template to assist inthe ¢ reation of your press release.

— Magic Quadrant Research is a qualitative evaluation of a set of vendors in a specific market; it is NOT
a stack ranking. Gartner will decline the use of any Magic Quadrant research to endorse the position
of one vendor over another or to negatively endorse competitors’ positions.

— As of September 2010 © 2010 Gartner, Inc. and/or its Affiliates. All Rights Reserved. Page 10 of 15

« Use this Magic Quadrant template to assist inthe ¢ reation of your press release.

— Magic Quadrant Research is a qualitative evaluation of a set of vendors in a specific market; it is NOT
a stack ranking. Gartner will decline the use of any Magic Quadrant research to endorse the position
of one vendor over another or to negatively endorse competitors’ positions.

— As of September 2010 © 2010 Gartner, Inc. and/or its Affiliates. All Rights Reserved. Page 10 of 15
— No retrospective wording permitted, for example, “fifth consecutive year” or “again”.

— No comparative wording permitted, for example, “only”, “highest” or “sole”.

» If excerpting a quadrant definition from the report , it should be lifted verbatim and in
its entirety.
« Custom quotes from analysts may not appear in press releases based solely on

Magic Quadrant research.
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Usage Guidelines for the Garther SRM MQ 3 of 3

. The Magic Quadrant qraphic may not be excerpted and displayed as a stand-alone graphic in advertisement s, annual reports, brochures, books,
white papers, financial documents, press releases o r, event signage.

. The Magic Quadrant graphic may be excerpted as ast and-alone graphic for use in specific approved cont exts, for example proposals and
presentations provided:

- The graphic is displayed exactly as the original with no edits or changes.
— The full research document title, author and date are footnoted.
- No other content or commentary is permitted.

- Reprints are purchased in order to provide the audience with access to the full research document. Due to the nature of the content, the
graphic must be evaluated in the context of the entire research note. This is a stipulation for approval.

- Please include the following wording in any materials in which the graphic is excerpted:

. “This Magic Quadrant graphic was published by Gartner, Inc. as part of a larger research note and should be evaluated in the context of the
entire report. The Gartner report is available upon request from (client name).”

. To purchase reprints, please contact reprints@gartn er.com.

. Any other reuse or reference MUST have the followin g disclaimer (*) prominently published within the m aterials.
- Magic Quadrant Disclaimer

*  The Magic Quadrant is copyrighted (fill in date of publication) by Gartner, Inc. and is reused with permission, The Magic Quadrant is a
graphical representation of a markefplace at and for a specific time period. It depicts Gartner’s analysis of how certain vendors measure
against criteria for that marketplace, as defined by Gartner. Gartner does not endorse any vendor, product or service depicted in the Magic
Quadrant, and does not advise technology users'to select only those vendors placed in the “Leaders” quadrant. The Magic Quadrantis =
intended solely as a research tool, and is not meant to be a speq_ﬁc guide to action. Gartner disclaims all warranties, express or implied, with
respect to this research, including any warranties of merchantability or fitness for a particular purpose.As of September 2010 © 2010 Gartner,
Inc. and/or its Affiliates. All Rights Reserved. Page 11 of 15

. Example of what Gartner will allow:
- “XCORP is positioned in the Leaders Quadrant of Gartner, Inc.’s Application Integration Magic Quadrant.”
. Example of what Gartner will not allow:

- “XCORP has jumped into the leadership position in Application Integration according to Gartner, Inc.” or “XCORP is the recognized
leader in the Application Integration market according to Gartner, Inc.”
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