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About this Publication

This publication isintended to help you in performance tuning IBM Tivoli Storage
Manager. This document should be used in conjunction with the IBM Tivoli Storage
Manager product publications: Administrator’s Guide, Administrator’ s Reference and the
client User’s Guides.

Notices

Disclaimer

The information contained in this document is distributed on an "asis" basis without any
warranty either expressed or implied. While each item may have been reviewed by IBM
for accuracy in a specific situation, there is no guarantee that the same or similar results
will be obtained elsewhere.

Measured performance data contained in this document was determined in a controlled
environment, and therefore, the results which may be obtained in other operating
environments may vary significantly.

Referencesin this publication to IBM products, programs, or services do not imply that
IBM intends to make these available in all countriesin which IBM operates. Any
reference to an IBM licensed program in this document is not intended to state or imply
that only IBM's program maybe used. Any functionally equivalent program may be used
instead.

Programming | nterface | nformation

This publication isintended to help you use the Tivoli Storage Manager.

This publication documents information not intended to be used as programming
interfaces of IBM Tivoli Storage Manager.

Trademarks
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IBM, Tivoli, AIX, MVSIESA, MVS/XA, OS2, 0S/390, ZOS, 0S/400, VM/ESA,
VSE/ESA, eServer, pSeries, zSeries, xSeries, i Series, $/390, RISC System/6000,
RS/6000, SP, PowerPC, AS/400, VTAM, C/370, Database 2, DB2, DB2 Universal
Database, and RACF are trademarks of International Business Machines Corporation in
the United States, other countries, or both.

Intel and Pentium are trademarks of Intel Corporation in the United States, other
countries, or both.

Microsoft and Windows are trademarks of Microsoft Corporation in the United States,
other countries, or both.

Javaor al Java-based trademarks and logos, and Solaris are trademarks of Sun
Microsystems, Inc. in the United States, other countries, or both.

UNIX isaregistered trademark of The Open Group in the United States and other
countries.

Other company, product, or service names may be trademarks or service marks of others.

Summary of Changesfor this Edition

TSM Client Tuning: Added section for DISKBUFFSIZE. Changed default values for
TCP/IP and transaction settings.

TSM Server Tuning: Added warning about simultaneous disk storage pool volume
format commands

AlX Server Platform Specific Recommendations: Removed incorrect warning regarding
use of raw volumes in HACMP environments.

Linux Server Platform Specific Recommendations. Removed reference to Raw Logical
Volumes. Raw Logical Volumes are not supported on Linux

Apple Macintosh OS Client Platform Specific Recommendations: Added this section.

External Tuning — Network Recommendations: Added recommendation for sizing Al X
minfree and maxfree

Chapter 1. General Overview of TSM
Tuning

Overview of TSM Performance
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TSM performance can be influenced by various tuning parameters. Tuning these
functions for good performance requires diligence and expertise on the part of the
implementer. Tuning TSM can be quite complex because of the many operating systems,
network configurations and storage devices that TSM will support. It isthe purpose of
this tuning guide to provide tips and hints to ease the task of getting good performance
for TSM operations.

Performance tuning for a single platform function is quite complex, but due to years of
experience, it is generally well understood. TSM, however, functionsin the client/server
realm, supports many operating systems, works across networks, and accepts different
communication protocols. Consequently, there are many more factors that affect
performance. These factors can affect TSM performance significantly:

Average client file size

Percentage of files changed since last incremental backup
Percentage of bytes changed since last incremental backup
Client hardware (CPUs, RAM, disk drives, network adapters)
Client operating system

Client activity (non-Tivoli Storage Manager workload)
Server hardware (CPUs, RAM, disk drives, network adapters)
Server storage pool devices (disk, tape, optical)

Server operating system

Server activity (non-Tivoli Storage Manager workload)
Network hardware and configuration

Network utilization

Network reliability

Communication protocol

Communication protocol tuning

Final output repository type (disk, tape, optical)

Clearly, with this many combinations, it is not feasible to discuss all possible
combinations of these parameters within the scope of this guide. The topics will be
limited to those that you can control somewhat without replacing hardware.

This guide is divided into four major sections:

General Tuning Overview
TSM Tuning Options

TSM Optimization

Storage Device Hintsand Tips

ApOODNPRE

Each section provides a brief overview of the four topics, followed by details of the
various parameters affecting performance.

Defaults and recommended values for good performance are provided for each parameter,
where appropriate. There are many terms used throughout the following sections, mostly
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unigue to either TCP/IP, NetBIOS or TSM. In the appendix are two glossaries, one for
NetBIOS, and one for TCP/IP.

Chapter 2. TSM Tuning Options

TSM Server Tuning Consider ations

This chapter focuses on tuning the TSM server and client to obtain maximum
performance. It is adiscussion of the tuning parameters applicable to all TSM servers and
clients, followed by server and client platform specific recommendations.

Tuning Options

The following parameters are tunable on most TSM servers. Not all options are supported
on al server platforms. Check the Administrators Reference for applicability to a
particular platform. These parameters can all be changed in server options
file(dsmserv.opt) or some can be changed with the server SETOPT command. For any
changes made in the server optionsfile, the server must be halted and then restarted for
the changes to take effect.

BUFPoolsize

EXPInterval

LOGPoolsize

MAXNUMMP (Change in the client NODE definition)
MAXSessions

MOV EBatchsize/ MOV ESizethresh
RESTOREINTERVAL
SELFTUNEBUFPOOLSsize
SELFTUNETXNsize
TAPEIOBUFS

TCPNodelay

TCPWindowsize

TXNGroupmax

USELARGEbuffer

BUFPoolsize

The database buffer pool provides cache storage, which allows database pages to remain
in memory for longer periods of time. When database pages remain in cache, the server
can make continuous updates to the pages without requiring I/O operations to external
storage. While alarger database buffer pool can improve server performance, it will aso
require more memory.

optimal setting for the database buffer pool is one in which the cache hit percentage is
ater than or equal to 99%. Performance decreases drastically if the buffer pool cache

<
I

IBM Tivoli Storage Manager Page 7
Performance Tuning Guide


Dave Daun
Moved to SELFTUNEBUFSIZE section


hit ratio decreases below 99%. To check the cache hit percentage, use the query db
format=detail. Increasing the BUFPoolsize parameter can improve the performance of
many TSM server functions such as multi-client backup, storage pool migration, storage
pool backup, expiration processing and move data. If the cache hit percentage is lower
than 99%, increase the size of the BUFPoolsize parameter in the DSMSERV.OPT file (It
is necessary to shutdown and restart the server, for any change to take effect) or use the
SETOPT command.

For most servers, we recommend starting with a value of 32768, which equals 8192
database pages. Based on your cache hit rate, increase in IMB increments. A cache hit
percentage greater than 99% is an indication that the proper BUFPoolsize has been

reached. However, continuing to raise BUFPoolsize beyond that level can be very helpful.

While increasing BUFPoolsize, care must be taken not to cause paging in the virtual
memory system. Monitor system memory usage to check for any increased paging after
the BUFPoolsize change. (Use the RESET BUFP command to reset the cache hit
statistics.) If you are paging, buffer pool cache hit statistics will be misleading since the
database pages will be coming from the paging file.

We have found the optimal size to be 1/8 to 1/2 of real memory.
For AlX, to avoid paging, see the section on 'AIX'sVMTUNE.

See SELFTUNEBUFPOOL regarding automatic tuning of the BUFPOOLSIZE

TABLE 1. BUFPOOL SIZE Recommended Starting Point

\ Recommendations for AlX, HP, Sun, Windows Servers

System Memory (MB) Recommended Buffer Pool | Recommended Buffer Pool
Size (MB) Size (KB)

| 32 2| 2048
| 48| 3| 3072
| 64| 4 4096
| 96| 9| 9216
| 128 14| 14336
| 160 20| 20480
| 256 | 32| 32768
| 512 64| 65536
| 1024 | 128 131072
| 2048 | 256 | 262144
EXPInterval
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Specifiesthe interval, in hours, between an automatic inventory expiration run by the
TSM server. Inventory expiration removes client backup and archive file copies from the
server.

Backup and archive copy groups can specify the criteria that make copies of files eligible
for deletion from data storage. However, even when afile becomes eligible for deletion,
thefileis not deleted until expiration processing occurs. If expiration processing does not
occur periodically, storage pool space is not reclaimed from expired client files, and the
TSM server requires increased disk storage space.

Expiration processing is very CPU and I/O intensive. If possible, it should be run when
other TSM processes are not occurring. To enable this, either schedule expiration once
per day, or set EXPInterval to 0 and manually start the process with the EXPIRE
INVENTORY command at the server. The default is 24. Expiration processing can also
be scheduled in an administrative schedule.

When using the DURATION parameter through an administrative schedule, periodically
check that expiration is actually completing within the specified time.

Recommendation

EXPInterval 0 (which means no expiration processing) and use an administrative schedule to
execute expiration at an appropriate time each day.

L OGPoolsize

Specifies the size of the recovery log buffer pool sizein kilobytes. A large recovery log
buffer pool may increase the rate by which recovery log transactions are committed to the
database, but it also requires more memory. The recovery log buffer pool is used to hold
new transaction records until they can be written to the recovery log. The size of the
recovery log buffer pool can affect the frequency in which the server forces recordsto the
recovery log. To determine if the LOGPoolsize should be increased, monitor the value of
L ogPool Percentage Wait. To check the wait percentage, use the query log
format=detail. If the value is greater than zero, increase the value of LOGPoolsize. As
the size of the recovery log buffer pool isincreased, remember to monitor system
memory usage.

\ Recommendation

'LOGPoolsize 2048 - 8192

MAXNUMMP

The MAXNUMMP setting for the node, in the server, specifies the maximum number of
mount points a node is allowed to use on the server and can be set to an integer from O-
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999. Zero specifies that the node cannot acquire any mount point for a backup or archive
operation. However, the server will till allow the node a mount point for arestore or
retrieve operation. If the client storesits datato a storage pool that has copy storage pools
defined for simultaneous backup, the client may require additional mount points. Asa
general rule, you must assign one mount point for each copy storage pool of sequential
device type. If the primary storage pool is of sequential device type, then assign a mount
point for the primary storage pool aswell.

M AXSessions

Specifies the maximum number of simultaneous client sessions that can connect with the
TSM server. The default value is 25 client sessions. The minimum valueis 2 client
sessions. The maximum value is limited only by available virtual memory or
communication resources. This parameter specifies the maximum number of
simultaneous client sessions that can connect with the TSM Server. By limiting the
number of clients, server performance can be improved, but the availability of TSM
servicesto the clients is reduced. Set this parameter in the TSM server optionsfile (TSM
must be halted and then restarted) or use the SETOPT command.

\ Recommendation

'MAX Sessions 25 (default)

MOVEBatchsize/ MOVESizethresh

This option specifies the number of files that are to be moved and grouped together in a
batch, within the same server transaction. The default value for MOV EBatchsize is 40
and the maximum value is 1000. The default value for MOV ESizethresh is 500 and the
maximum value is 2048.

MOV EBatchsize and MOV ESizethresh options help tune the performance of server
processes that involve the movement of data between storage media. These processes
include storage pool backup and restore, migration, reclamation, and move data. These
options are specified in the server optionsfile.

The number of client files moved for each server database transaction during a server
storage pool backup/restore, migration, reclamation or move data operation will be
determined by the number and size of the filesin the batch. If the number of filesin the
batch equals the MOV EBatchsize before the cumul ative size of the files becomes greater
than the MOV ESizethresh, then the MOV EBatchsize is used to determine the number of
filesmoved or copied in the transaction. If the cumulative size of files being gathered for
amove or copy operation exceeds the MOV ESizethresh value before the number of files
becomes equivalent to the MOV EBatchsi ze, then the MOV ESizethreshvalue is used to
determine the number of files moved or copied in the transaction.
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Note that when the MOV EBatchsize or MOV ESizethresh parameters are increased from
their default values, the server will require more space in the recovery log. The recovery
log may require an alocation of space two or more times larger than arecovery log size
which uses the defaults. In addition, the server requires alonger initialization time at
startup. The impact of alarger Recovery Log size will be felt while running the server
with the logmode set to NORMAL (the default value). If you choose to increase these
values for performance reasons, be sure to monitor recovery log usage during the first
few storage pool backup/restore, migration, reclamation, or move data executions to
ensure sufficient recovery log spaceis available.

The DEFINE LOGVOLUME and EXTEND LOG commands are used to add space to
the server recovery log. Also, ensure additional volumes are available (formatted with the
DSMFMT or ANRFMT program) for extending the recovery log.

\ Recommendation

‘ MOV EBatchsize 1000 MOV ESizethresh 2048

RESTOREINTERVAL

Restartable restores allow restores to continue after an interruption without starting at the
beginning. This reduces duplicate effort or manual determination of where arestore
process was terminated. RESTOREINTERV AL defines the amount of time an
interrupted restore can remain in the restartabl e state.

Specifies how long, in minutes, that a restartable restore session can be in the database
before it can be expired. The minimum value is 0. The maximum is 10080 (one week).
The default is 1440 minutes (24 hours). If the valueis set to 0 and the restore is
interrupted or fails, the restore is still put in the restartable state. However, it is
immediately eligible to be expired. Restartable restore sessions consume resources on
the TSM server. You should not keep these sessions any longer than they are needed.

\ Recommendation

\REST OREINTERVAL (Tuneto your environment)

SELFTUNEBUFPOOLSsize

Controls the automatic adjustment of the buffer pool size and is set to Yesor NO. The
default is NO on the server. Specifying Y ES causes the data base cache hit ratio statistics
to be reset prior to starting expiration processing and examined AFTER expiration
processing compl etes. The buffer pool sizeis adjusted if the cache hit ratio isless than
98%. The percentage increase in buffer pool sizeis half the difference between the 98%
target and the actual buffer pool cache hit ratio. Thisincreaseis not doneif a platform-
specific check fails:
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UNIX

buffer pool size may not exceed 10% of physical memory.
Windows

same as UNIX with an additional check for memory load not exceeding 80%.
MVS

may not exceed 50% of region size.

Be careful when using SELFTUNEFBUFPOOL SIZE on Unix and Windows systems.
Since the upper limit is small (10% or real memory), the self-tuning algorithm might not
achieve the optimal size. Monitor the buffer pool hit ratio and tune manually if necessary.

Y ou must have sufficient physical memory. Lack of sufficient physical memory means
that increased paging will occur. The self-tuning process gradually raises the buffer pool
size to an appropriate value. Y ou should use TABLE 1 to set theinitial size (with the
BUFPOOL SIZE option) and to ensure that the buffer pool size is appropriate each time
the server starts.

\ Recommendation

'SELFTUNEBUFpoolsize Yes

SELFTUNETXNsize

Specifies whether TSM can automatically change the values of the TXNGROUPMAX,
MOVEBATCHSIZE, and MOVESIZETHRESH server options. TSM sets the
TXNGROUPMAX option to optimize client-server throughput and sets the
MOVEBATCHSIZE and MOVESIZETHRESH options to their maximum to optimize
server throughput. The default is NO.

This parameter affects server data movement functions.

Note: Larger transaction sizes will consume more space in the TSM recovery log when
running in Normal mode. To prevent running out of log space when in Roll Forward
mode, we recommend using the DEFINE SPACETRIGGER command to create alog
space trigger

] Recommendation

'SELFTUNETXNsize Yes

TAPEIOBUFS
To use the BSAM overlap I/O buffering methods, a new server option is available:

TAPEIOBUFS number of buffers
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z/OS Platform Only

The number of buffers specifies anumber from 1to 9. If 1 is specified, then Tivoli
Storage Manager does not use the overlapping 1/0 for 3590 tape media. If a number
greater than 1 is specified, Tivoli Storage Manager allocates the buffers based on the
formula shown above.

The use of this option may increase the 1/0 throughput with the 3590 tape media, but it
requires more memory allocation for the address space. An optimized throughput
scenario is using this option set to 9, with the UNIX System Service Socket and a Gigabit
Ethernet.

\ Recommendation

"TAPEIOBUFS 1 (default)

Note: This option does not apply to device classes of the 3590 device type on servers
running OS/390 Version 2 Release 10 or higher and on z/OS.

TCPNodelay

Specifies whether the server allows data packets that are less than the maximum
transmission unit (MTU) size to be sent out immediately over the network.

When set to NO, the server will buffer data packets that are less than the MTU size:

« Buffering can improve network utilization
o Buffering requires adelay that can impact session throughput greatly

When set to Yes, it will disable the TCP/IP Nagle algorithm which alows data packets
less than the MTU size to be sent out immediately. Setting this option to Y ES might
improve performance in higher speed networks. The default is Yes.

] Recommendation

'TCPNodelay Yes

Note: Thisoptionisalso valid onthe TSM client.
TCPWindowsize

The TCPWindowsize option specifies the amount of receive datain Kilobytes that can be
in-transit at one time on a TCP/IP connection. The sending host cannot send more data
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until an acknowledgement and TCP receive window update are received. Each TCP
packet contains the advertised TCP receive window on the connection.

A larger window allows the sender to continue sending data, and may improve
communication performance, especially on fast networks with high latency. Itis
important to recognize that to improve backup performance, increase the TCP receive
window on the TSM server. To improve restore performance, increase the TCP receive
window on the client.

The TCPWindowsize option overrides the operating system's TCP send and receive
gpaces. In AlX, for instance, these parameters are tcp_sendspace and tcp_recvspace and
are set as“no” options. For TSM, the default is 63K B, and the maximum is 2048K B.
Specifying TCPWindowsize 0, will cause TSM to use the operating system default. This
is not recommended because TSM’s optimal setting might not be same as the optimal
setting for other applications.

The TCPWindowsize option specifies the size of the TCP dliding window for al clients
and all servers. A larger window size can improve communication performance, but uses
more memory. It enables multiple frames to be sent before an acknowledgment is
obtained from the receiver. If long transmission delays are being observed, increasing the
TCPWindowsize may improve throughput.

In AlX, rfc1323 must be set on to have window sizes larger than 64K -1,

\ Recommendation #1

'TCPWindowsize 63

\ Recommendation #2 (SP2 environment with a high speed switch)

'TCPWindowsize 128 - 640

\ Reommendation #3 (Gigabit Ethernet with Jumbo Frames— 9000 M TU)

'TCPWindowsize 128

Note: Thisoptionisalso valid onthe TSM client. Use 128 for Jumbo Frame Gigibit
Ethernet.

TXNGroupmax

Specifies the number of files transferred as a group between commit points. This
parameter is used in conjunction with the TXNBytelimit client option. The default is 256.
The maximum is 65000. Y ou can override the value of this option for individual client
nodes with the TXNGROUPMAX parameter in the REGISTER NODE and UPDATE
NODE commands.

The TXNGroupmax option is used in conjunction with the client TXNBytelimit option
(Refer to "TXNBytelimit"). This option reduces the number of server transactions by
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increasing the number of files within any one transaction. Therefore, the amount of
overhead during backup or restore caused by database commitsis reduced.

e Increasing the number of files per transaction will increase recovery log
requirements on the server. Check log and log pool space to ensure thereis
enough space.

e Increasing the number of files per transaction may result in more data being
retransmitted if aretry occurs. This may negatively affect performance.

The benefits of changing this parameter are dependent on configuration and workload
characteristics. In particular, this parameter benefits tape storage pool backup more so
than disk storage pool backup, especialy if many small files are in the workload.

When setting the size of transactions, consider setting a smaller sizeif you are suffering
many resends due to compression or files changing during backup when using static,
shared static, or shared dynamic. Thiswould apply to static as well as to shared because
when the client realizes a file has changed during a backup and decides to not send it, the
filethat is, it would still have to re-send the other files in that transaction.

Lab tests have shown that settings higher than 4096 give no benefit. Set TXNGroup to
256 in your server optionsfile. 1f some clients have small files and go straight to a tape
storage pool then consider raising TXNGroupmax to higher values (up to 4096) for those
clientsonly.

| Recommendation |

TXNGroupmax 256 in server options files, higher values (max 4096) for only those clients with
small files and direct to tape backup

USEL ARGEDbuffer

The USELARGEDuffer server option is now the default setting. This option increases
communication and device 1/O buffers. Both the client/server communication buffer and
disk device I/0O buffers are increased from 32 KB to 256 KB when this option is set to

Y ES. The communication I/O buffer is used during data transfer with a client session,
such as a backup session. The disk 1/0 buffer is used when datais read from or written to
adisk storage pool.

Optimal AIX TSM server performance in the lab, with USELARGEDbuffer YES was
achieved by increasing the amount of AIX disk read-ahead. See "AIX'SVMTUNE".

Significant improvement in data transfer operations and CPU usage has been observed
when the USEL ARGEDbuffer feature is enabled. Increasing the buffer sizes allows
client/server communications and disk 1/0 to be more efficiently performed than in

IBM Tivoli Storage Manager Page 15
Performance Tuning Guide



environments without this feature enabled. Reads and writes are quicker and server
resources are better utilized. By reducing CPU utilization, more clients can concurrently
be serviced, improving overall system performance. These benefits are complemented
with server aggregation. Aggregation groups smaller, logical client filesinto fewer but
larger physical files at the server level. Larger files are better able to take advantage of
the larger buffers.

\ Recommendation

\USELARGEbuffer Yes

Platfor m Specific Recommendations

0S/390 Server

Per formance Recommendations

The following recommendations may help you provide optimized Tivoli Storage
Manager performance for your environment.

o Placethe TSM server database and storage pool volumes on the fastest I/O disk
such as ESS. Also provide enough separate physical disksto minimize 1/O
contention.

e A region size of 256MB (REGION=256M) is recommended for starting the
Tivoli Storage Manager server. However, this value can be decreased or increased
based on server workload. To determine the optimum value for your installation,
monitor server operation and set the region size according to the results.

If the specified region istoo small, server performance can be significantly
impacted, especially during periods of high server activity. For example, the
operating system GETMAIN and FREEMAIN processing can have a major
impact on the performance of transaction-oriented applications such as Tivoli
Storage Manager. To eliminate or minimize GETMAIN and FREEMAIN calls,
the server uses its own method for satisfying storage requests. The ability of the
server to avoid callsto the GETMAIN and FREEMAIN proceduresis highly
dependent on adequate region size for the workload.

When increasing the region size, use 128MB increments until the desired
performanceis achieved, or until it is clear that the additional storage is not
yielding improved performance. Once this occurs, you can reduce the region size
in small increments (for example, 32 MB), to determine the optimum region size
for your workload. It isimportant that performance be monitored for a period of
time and over periods of high activity.

A region size of OM (REGION=0M) is not recommended. Specifying OM will
result in poor server performance.
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e VSAM I/O pages can be fixed to allow afaster throughput of datafor operations
involving the database, the recovery log, and all storage pool volumes. Specifying
asizefor the VSAM pages can significantly reduce the locking and unlocking of
V SAM pages while operations are occurring to and from disk storage pool
volumes.

e Use TSM server option txngroupmax 256 and TSM client option txnbytelimit
25600 to maximize the transaction size. A larger transaction size increases the
size of TSM server file aggregates. File aggregation provides throughput
improvements for many server data movement and inventory functions, such as
storage pool migration, storage pool backup, and inventory expiration. A larger
transaction size when using backup directly to tape reduces the number of tape
buffer flushes and therefore can improve throughput.

e UseTSM server option uselargebuffers yes to improve throughput and server
efficiency for largefiles.

e When enablelanfreeis set to no, use TSM client option largecommbuffers yes for
optimal performance with largecommbuffers on an AIX TSM client. Tune JFS
for good disk read-ahead for large files using vmtune -R256 -f120 -F376. Note:
largecommbuffers has been replaced with diskbuffsize for TSM 5.3 and later
clients.

e Theclient option Resource Utilization can be set to value other than default if the
backup on the client involves many files and they are spanning or residing on
multiple physical disks. A value of 5 or greater is recommended for the Resource
Utilization option (RESOURCEUTIL nn) in client options file. However, for
optimal utilization of the TSM environment, you need to evaluate the load of
TSM server, network bandwidth, client CPU and 1/0 configuration and take into
consideration before changing Resource Utilization option.

e For optimal TSM backup and restore performance when using fast clients and
heavily loaded network or server, use TSM client compression. For optimal TSM
backup and restore performance when using aslow client, or alightly loaded
network or server, do not use TSM compression. However, be sure to consider the
trade-off of greater storage requirements on the server when not using client
compression.

e If the Z/OS or OS/390 processor is connected to the LAN using OSA/E GbE
adapter, use the following TCP/IP settings. TCP/IP (CS OS/390) Profile dataset:
Gateway stanza; Packet-size 9000 TCPCONFIG stanza; TCPSENDBFRSIZE
262144 and TCPRCVBFRSIZE 262144 - AIX TSM client option;
TCPWindowsize 256 - AIX Gigabit Ethernet; Transmit and Receive jumbo
frames Y ES Software transmit queue size 1024 Maximum | P Packet Size for this
device 9000 - AIX no options; rfc1323=1 sb_max=1048578 thewal|=524340

e If the Z/OS or OS/390 processor is connected to the LAN using OSA/E FENET
adapter, use the following TCP/IP settings. TCP/IP (CS 0OS/390) Profile dataset:
Gateway stanza; Packet-size 1500 TCPCONFIG stanza; TCPSENDBFRSIZE
65535 and TCPRCVBFRSIZE 65535 - AlX TSM client option; TCPWindowsize
64 - AIX no options: rfc1323=1 sb_max=131072 thewal|=131072

e TCP/IP profile dataset, GATEWAY statement: Use 9000 byte packet size for
jumbo Ethernet frames or use 1500 byte packet size for standard Ethernet frames
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The TSM OS/390 server now has the capability to exploit multiple CP's. This option is
enabled by putting MPTHREADING Y ES in the server option file. At thistime, the
default for MPTHREADING is OFF. We believe that only customers that are forced to
run multiple concurrent server processes (reclamation, migration, etc.) should use this
option. And then, should carefully monitor CPU usage closely.

\Server OptionsFile

| Recommended Options

IMPTHreading Y es

\USELARGEBUffer Yes

'BUFPoolsize 32768

ILOGPoolsize 1024

'TXNGroupmax 256

MOV EBatchsize 1000

IMOVESizethresh 2048

0S/400 PASE Server

o Formatting disk storagepool volumes which will be placed in the same filesystem
with parallel running dsmfmt processes can cause the storagepool volumes to be
highly fragmented. For disk storage pool volumes in the same filesystem, do not
issue multiple dsmfmt or DEFINE VOLUME commands simultaneously. Format
disk storagepool volumes sequentialy, one at atime, if they are placed into the
same filesystem. This should create files which have only afew gaps and will
improve sequential read/write performance.

\dsmserv.opt

| Recommended Options

'BUFPoolsize (see Table 1)

'LOGPoolsize 512

'TXNGroupmax 256

MOV EBatchsize 1000

MOV ESizethresh 2048

'TCPWindowsize 63

'USELARGEBUffer Yes

'TCPNODELAY Yes
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M S Windows Server

Perfor mance Recommendations

The Tivoli Storage Manager server for Windows has been optimized for performance
with severa interna code changes. The biggest performance improvements occur with
multiple active server threads on multi-processor (SMP) machines. These changes are
transparent to the user and require no additional tuning. A major performance
enhancement of Tivoli Storage Manager is the ability to use multiple sessions with the
server during backup. Thisis accomplished using the client RESOURceutilization
number option, where number specifies the level of resourcesthe TSM server and client
can use during processing.

Using the NTFS filesystem on the disks used by the TSM server will most often be the
best choice. These disks include the TSM recovery log, TSM database, and TSM storage
pool volumes. Although there is generally no performance difference for TSM functions
between using NTFS and FAT on these disks, NTFS has the following advantages.

= Support for larger disk partitions

= Better datarecovery

= Better file security

= Formatting TSM storage pool volumes on NTFS is much faster

Keep in mind that using NTFS on the TSM client does cause a performance degradation
for small file workloads relative to FAT, because of the need to check security
information during backup and the impact of the NTFS filesystem recovery capability
during restore.

= NTFSfile compression should not be used on disk volumes that are used by the
TSM server, because of the potential for performance degradation.

= For optimal Tivoli Storage Manager for Windows server performance with
respect to Windows real memory usage, use the server property setting for
Maximize Throughput for Network Applications. This setting gives priority to
application requests for memory over requests from the Cache Manager for file
system cache. This setting will make the most difference in performance on
systems that are memory constrained.
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= For optimal Tivoli Storage Manager backup and restore performance with alarge
number of clients, consider using Tivoli Storage Manager client compression.
Compressing the data on the client reduces demand on the network and on the
Tivoli Storage Manager server. The reduced amount of data on the server
continues to provide performance benefits whenever this datais moved, such as
for storage pool migration and storage pool backup. However, client compression
may significantly reduce the performance of each individual client, and the
reduction will be more pronounced on the slowest client systems.

Optimizing Windows NT DPC Distribution

When using a multiprocessor server for the Tivoli Storage Manager server, optimal DPC
distribution among those processors may improve backup performance. A deferred
process call (DPC) results from an interrupt from a network adapter when a data packet
arrives. Some multiprocessor servers can dynamically distribute adapter interrupts to the
least busy processor. This hardware feature is helpful in preventing processor bottlenecks
and poor network performance in systems that service many networking requests. This
feature is often referred to as symmetric interrupt distribution and is designed to improve
scaling and to prevent a single processor from becoming a bottleneck while other
processors have excess capacity. It is available on the Windows NT 4.0 Hardware
Abstraction Layer (HAL) for the Pentium family of processors and is also supported on
Windows 2000. By default, Windows NT 4.0 does not take advantage of symmetric
interrupt distribution and assigns DPC activity associated with a network adapter to an
associated processor. Each network adapter is associated with a single processor,
begining with the highest numbered processor. If a processor frequently operates at
capacity (Performance Monitor Processor: % Processor Time > 95%) and more than half
of itstime is spent servicing DPCs (Processor: % DPC Time > 50%), it is possible to
improve performance by balancing this DPC activity across processors.

Thisis accomplished by adjusting the ProcessorAffinityMask registry entry, located in:
HKEY_LOCAL_MACHINE System CurrentControl Set Services NDIS Parameters

Warning! Editing the registry incorrectly can cause serious problems that may require
reinstallation of the operating system. It is recommended that you back up the contents of
the registry prior to performing modifications so that the contents can be restored in case
of problems. The default value of ProcessorAffinityMask is x'ffffffff'. To balance the
network DPC activity across multiple processors, set ProcessorAffinityMask to x'0" and
reboot the system.

Use the TSM server/client option TCPwindowsize to improve network throughput
during backup/restore and archive/retrieve operations.

The maximum TCP receive window supported under Windows NT 3.5, 3.51, and 4.0 is
65535 (64K - 1) bytes. Using an TSM tcpwindowsize value that resultsin alarger
window size being requested actually results in the default Windows NT receive window,
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which may be substantially smaller than what is expected. We therefore recommend not
exceeding avalue of 63 for the TSM tcpwindowsi ze option in these environments.
Windows 2000/X P does provide a larger TCP receive window size when communicating
with hosts that also provide this support, known as RFC1323. In these environments, a
TSM tcpwindowsize greater than 63 may be useful with Windows 2000/XP systems that
are communicating exclusively with other Windows 2000/XP or UNIX systems.

A window size larger than the amount of buffer available on the network adapter may
cause throughput to degrade by 10X or more due to the need to constantly resend packets
that were lost on the adapter. Most adapters have much more memory available now,
however, the point is that the downside risk is very great for exceeding the hardware
capabilities, but the upside performance improvements are more likely limited to 20% to
at best 50%. L ab tests show no real measurable performance improvement , partly
because Ethernet is alow latency network. TR and FDDI are higher latency (because of
the need to wait for access to the token), so they may show more improvement. Anything
talking to MV S seems to benefit with increased tcpwindowsize.

For optimal Tivoli Storage Manager backup and restore performance when using a local
client, use the named pipes communication method. For Windows in the Network
Properties box, move the NetBEUI protocol to first in the list of protocol bindings for the
Workstation service.

Miscellaneous TSM Client/Server | ssues

Anti-virus software can negatively impact backup performance
Disable or do not install unused services

Disable or do not install unused network protocols

Favor background application performance

No screen savers

Make sure the paging file isn't fragmented

Keep device drivers updated, especially for new hardware

Formatting disk storagepool volumes which will be placed in the same filesystem with
parallel running dsmfmt processes can cause the storagepool volumes to be highly
fragmented. For disk storage pool volumes in the same filesystem, do not issue multiple
dsmfmt or DEFINE VOLUME commands simultaneously. Format disk storagepool
volumes sequentially, one at atime, if they are placed into the same filesystem. This
should create files which have only afew gaps and will improve sequential read/write
performance.

dsmserv.opt

| Recommended Options

'BUFPoolsize (see Table 1)
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'LOGPoolsize 512

'TXNGroupmax 256

MOV EBatchsize 1000

MOV ESizethresh 2048

'TCPWindowsize 63

\USELARGEBUffer Yes

Solaris Server

Per formance Recommendations

The following recommendations may help you to provide optimized TSM performance
for your TSM in Solaris environment.

Use raw partitions for server database, recovery log, and disk storage pool
volumes on the Solaris platform. Customer experience and our measurementsin
the lab show that raw logical volumes offer better client backup/restore
throughput and server administrative process performance than UFS or Veritas
file system volumes for Solaris.

The VxFSfile system with direct 1/O offers I/O characteristics similar to raw 1/0O
on raw partitions. By switching to raw or direct 1/0 and by giving enough
memory, a much larger working set of data can be cached, and a much higher
cache hit rate can be sustained with obvious performance benefits. And when
physical 1/0 isrequired, the CPU cost of performing that 1/0 is reduced because
the datais not first copied to file system buffers. We therefore recommend using
VXFS file systems mounted with the direct I/O option (convosync=direct)

When UFS filesystem volumes are used, mount these filesystems using the
forcedirectio flag If the filesystem is mounted using forcedirectio, then datais
transferred directly between user address space and the disk. If the filesystem is
mounted using noforcedirectio, then datais buffered in kernel address space when
dataistransferred between user address space and the disk. Forcedirectio isa
performance option that benefits only from large sequential data transfers. The
default behavior is noforcedirectio.

Formatting disk storagepool volumes which will be placed in the same filesystem
with parallel running dsmfmt processes can cause the storagepool volumes to be
highly fragmented. For disk storage pool volumes in the same filesystem, do not
issue multiple dsmfmt or DEFINE VOLUME commands simultaneously. Format
disk storagepool volumes sequentialy, one at atime, if they are placed into the
same filesystem. This should create files which have only afew gaps and will
improve sequentia read/write performance.

Use the TSM server option TXNGroupmax 256 in dsmserv.opt and the TSM
client option TXNBytelimit 25600 in dsm.sys to maximize the size of the TSM
server file aggregates. File aggregation provides throughput improvements for

IBM Tivoli Storage Manager Page 22
Performance Tuning Guide




many server data movement and inventory functions, such as storage pool
migration, storage pool backup, delete filespace/volume and inventory expiration.

e Toavoid any Disk 1/O contention between TSM server database, recovery log and
disk storage pool volumes, it is also essential to use separate physical disk for
database, recovery log and disk storage pool.

o Placethe Tivoli Storage Manager server database volumes on the fastest disks. If
the write cache exists for the disk adapter that the Database volume is attached to,
enable it for the best Database performance, especially if the database volumes
are mirrored..

e Tunethesize of the Tivoli Storage Manager server database buffer pool
appropriately according to the total amount of installed system memory, as shown
inTable 1.

e For optimal Tivoli Storage Manager backup and restore performance with alarge
number of clients, consider using Tivoli Storage Manager client compression.
Compressing the data on the client reduces demand on the network and on the
Tivoli Storage Manager server. The reduced amount of data on the server
continues to provide performance benefits whenever this datais moved, such as
for storage pool migration and storage pool backup. However, client compression
will significantly reduce the performance of each individual client, and the
reduction will be more pronounced on the slowest client systems.

]dsmserv.opt

\ Recommended Options

IBUFPoolsize (see Table 1)

'LOGPoolsize 512

'TXNGroupmax 256

MOV EBatchsize 1000

MOV ESizethresh 2048

'TCPWindowsize 63

\USEL ARGEBLUffer Yes

'TCPNODELAY Yes

Al X Server
Per formance Recommendations

The following recommendations may help you provide optimized Tivoli Storage
Manager performance for your environment.

o Useraw partitions for server database, recovery log, and disk storage pool
volumes on the AIX platform. Customer experience and measurements in the lab
show that raw logical volumes offer better client backup/restore throughput and
server administrative process performance.
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If you choose not to use raw logical volumes, direct 1/O should always be used for
jfs2 file systems. For jfsfile systems, direct 1/0 may cause degradation,
especially with large-file enabled file systems.

o Formatting disk storagepool volumes which will be placed in the same filesystem
with parallel running dsmfmt processes can cause the storagepool volumesto be
highly fragmented. For disk storage pool volumes in the same filesystem, do not
issue multiple dsmfmt or DEFINE VOLUME commands simultaneously. Format
disk storagepool volumes sequentialy, one at atime, if they are placed into the
same filesystem. This should create files which have only afew gaps and will
improve sequential read/write performance.

o UsetheTivoli Storage Manager server option txngroupmax 256 and the Tivoli
Storage Manager client option txnbytelimit 25600 to maximize the transaction
size. A larger transaction size increases the size of the Tivoli Storage Manager
server file aggregates. File aggregation provides throughput improvements for
many server data movement and inventory functions, such as storage pool
migration, storage pool backup, and inventory expiration. A larger transaction
size when using backup directly to tape reduces the number of tape buffer flushes
and therefore can improve throughput.

o UsetheTivoli Storage Manager server option uselargebuffers yes (the default) to
improve throughput and server efficiency for largefiles.

e For optimal Tivoli Storage Manager backup and restore performance with alarge
number of clients, consider using Tivoli Storage Manager client compression.
Compressing the data on the client reduces demand on the network and on the
Tivoli Storage Manager server. The reduced amount of data on the server
continues to provide performance benefits whenever this datais moved, such as
for storage pool migration and storage pool backup. However, client compression
will significantly reduce the performance of each individual client, and the
reduction will be more pronounced on the slowest client systems.

e If you have new generation SP nodes, we recommend TCPW of 128K for both SP
client and SP AlX server. Thisis especially trueif you have ATM card in the SP
machine. On the newer and faster SP machines (and faster HPS) TCPW of 128K
seems to work well.

e Toavoid any Disk 1/0O contention between TSM server database, recovery log and
disk storage pool volumes, it is also essential to use separate physical disk for
database, recovery log and disk storage pool.

o PlacetheTivoli Storage Manager server database volumes on the fastest disks. If
the write cache exists for the disk adapter and that adapter has attached disks that
contain only Database volumes (no Storage Pool volumes) then enable the write
cached for the best Database performance.

e Tunethesize of the Tivoli Storage Manager server database buffer pool

appropriately according to the total amount of installed system memory, as shown

inTable 1.

\dsmserv.opt

\ Recommended Options
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IBUFPoolsize (see Table 1)

'LOGPoolsize 512

'TXNGroupmax 256

MOV EBatchsize 1000

MOV ESizethresh 2048

\TCP\Ni ndowsi ze 63 (see the recommendation above for SP nodes)

\USEL ARGEBLUffer Yes

'TCPNODELAY Yes

Linux Server

Perfor mance Recommendations

The following recommendations may help you provide optimized Tivoli Storage
Manager performance for your environment.

Formatting disk storagepool volumes which will be placed in the same filesystem
with parallel running dsmfmt processes can cause the storagepool volumes to be
highly fragmented. For disk storage pool volumes in the same filesystem, do not
issue multiple dsmfmt or DEFINE VOLUME commands simultaneously. Format
disk storagepool volumes sequentialy, one at atime, if they are placed into the
same filesystem. This should create files which have only afew gaps and will
improve sequential read/write performance.

Use the Tivoli Storage Manager server option txngroupmax 256 and the Tivoli
Storage Manager client option txnbytelimit 25600 to maximize the transaction
size. A larger transaction size increases the size of the Tivoli Storage Manager
server file aggregates. File aggregation provides throughput improvements for
many server data movement and inventory functions, such as storage pool
migration, storage pool backup, and inventory expiration. A larger transaction
size when using backup directly to tape reduces the number of tape buffer flushes
and therefore can improve throughput.

Use the Tivoli Storage Manager server option uselargebuffers yes (the default) to
improve throughput and server efficiency for largefiles.

Disable any unneeded Daemons (Services). Most enterprise distributions come
with an incredible amount of features, however most of the time only a small
subset of these features will be used. For example, the TCPIP data movement
could be blocked or slowed down significantly by the internal firewall in SUSE 9
x86_64 (It could be terminated by /etc/init.d/SuSEfirewall2_setup stop).

For optimal Tivoli Storage Manager backup and restore performance with alarge
number of clients, consider using Tivoli Storage Manager client compression.
Compressing the data on the client reduces demand on the network and on the
Tivoli Storage Manager server. The reduced amount of data on the server
continues to provide performance benefits whenever this datais moved, such as
for storage pool migration and storage pool backup. However, client compression
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will significantly reduce the performance of each individual client, and the
reduction will be more pronounced on the slowest client systems.

e Toavoid any Disk 1/O contention between TSM server database, recovery log and
disk storage pool volumes, it is also essential to use separate physical disk for
database, recovery log and disk storage pool.

o Placethe Tivoli Storage Manager server database volumes on the fastest disks. If
the write cache exists for the disk adapter and that adapter has attached disks that
contain only Database volumes (no Storage Pool volumes) then enable the write
cached for the best Database performance.

e Tunethesize of the Tivoli Storage Manager server database buffer pool
appropriately according to the total amount of installed system memory, as shown
inTable 1.

]dsmserv.opt

\ Recommended Options

IBUFPoolsize (see Table 1)

'LOGPoolsize 512

'TXNGroupmax 256

MOV EBatchsize 1000

MOV ESizethresh 2048

'TCPWindowsize 63

\USEL ARGEBLUffer Yes

'TCPNODELAY Yes

HP-UX Server

Per formance Recommendations

The following recommendations may help you provide optimized Tivoli Storage
Manager performance for your environment.

e Useraw partitions for Disk Storage Pool on HP-UX TSM server. Raw partitions
are recommended because our measurementsin the lab show that raw partition
volumes offer better backup/restore throughput than when VXFS volumes are
used on HP-UX..

o Formatting disk storagepool volumes which will be placed in the same filesystem
with parallel running dsmfmt processes can cause the storagepool volumes to be
highly fragmented. For disk storage pool volumes in the same filesystem, do not
issue multiple dsmfmt or DEFINE VOLUME commands simultaneously. Format
disk storagepool volumes sequentialy, one at atime, if they are placed into the
same filesystem. This should create files which have only afew gaps and will
improve sequential read/write performance.
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o UsetheTivoli Storage Manager server option txngroupmax 256 and the Tivoli
Storage Manager client option txnbytelimit 25600 to maximize the transaction
size. A larger transaction size increases the size of the Tivoli Storage Manager
server file aggregates. File aggregation provides throughput improvements for
many server data movement and inventory functions, such as storage pool
migration, storage pool backup, and inventory expiration. A larger transaction
size when using backup directly to tape reduces the number of tape buffer flushes
and therefore can improve throughput.

e UsetheTivoli Storage Manager server option uselargebuffers yesto improve
throughput and server efficiency for largefiles.

e Placethe Tivoli Storage Manager server database volumes on the fastest disks. If
the write cache exists for the disk adapter that the Database volume is attached to,
enable it for the best Database performance.

e Tunethesize of the Tivoli Storage Manager server database buffer pool
appropriately. The Tivoli Storage Manager database buffer pool acts as a cache
for database pages, so when a page is needed, and the page already existsin the
buffer pool, an I/O can be avoided. After establishing asignificant Tivoli Storage
Manager server workload, tuning the database buffer pool size should be done
using the cache hit percentage value provided by the Tivoli Storage Manager
server QUERY DB command. Also observe the operating system paging statistics
(viaiostat, vmstat, sam) to be sure that additional memory requirements are not
causing excessive paging.

e For optimal Tivoli Storage Manager backup and restore performance with alarge
number of clients, consider using Tivoli Storage Manager client compression.
Compressing the data on the client reduces demand on the network and on the
Tivoli Storage Manager server. The reduced amount of data on the server
continues to provide performance benefits whenever this datais moved, such as
for storage pool migration and storage pool backup. However, client compression
will significantly reduce the performance of each individual client, and the
reduction will be more pronounced on the slowest client systems.

e Toavoid any Disk 1/0O contention between TSM server database, recovery log and
disk storage pool volumes, it is also essential to use separate physical disksfor
database, recovery log and disk storage pool.

]dsmserv.opt

\ Recommended Options

IBUFPoolsize (see Table 1)

'LOGPoolsize 512

'TXNGroupmax 256

MOV EBatchsize 1000

MOV ESizethresh 2048

'TCPWindowsize 63
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\USELARGEBUffer Yes

'TCPNODELAY Yes

TSM Client Tuning

This chapter focuses on tuning the TSM client to obtain maximum performance when
using TSM. The first section is adiscussion of the tuning parameters applicable to all
TSM clients. The second section discusses general client performance considerations. It
isthen followed by platform specific recommendations..

Tuning Options

The following parameters are tunable on all TSM clientsfor all available releases:

COMPRESSION

COMPRESSALWAYS

COMMRESTARTDURATION / COMMRESTARTINTERVAL
QUIET

DISKBUFFSIZE

LARGECOMmbuffers

MEMORY EFFICIENTBACKUP (previousy SLOWINCREMENTAL)
Multi-Session Restore

RESOURCEUTILIZATION

TAPEPrompt
TCPBuffsize

TCPNodelay
TCPWindowsize

TXNBytelimit

Note: On UNIX clientsthe TSM client options are put in either the DSM.SY Sfile or the
DSM.OPT file.

COMPRESSION
Specifiesif compression is enabled on the TSM client. The default is No.

For optimal Tivoli Storage Manager backup and restore performance with alarge number
of clients, consider using Tivoli Storage Manager client compression. Compressing the
data on the client reduces demand on the network and on the Tivoli Storage Manager
server. The reduced amount of data on the server continues to provide performance
benefits whenever this datais moved, such as for storage pool migration and storage pool
backup. However, client compression may significantly reduce the performance of each
individual client--the reduction will be more pronounced on the slowest client systems.
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For maximum performance with asingle fast client, fast network and fast server, turn
compression off.

Two alternatives exist to using TSM compression:

« If you are backing up to tape, and the tape drive supports its own compaction, use
the tape drive compaction (Refer to "Tape Drives. Compaction” for the
appropriate guidelines).

e Do not use TSM compression if aclient currently has built-in file compression
support. TSM compression on these clients will not yield additional reduction in
the amount of data backed up to the server. The following platforms have optional
built-in file compression: NetWare, Windows.

Compression can cause severe performance degradation when there are many retries due
to failed compression attempts. Compression fails when the compressed fileis larger
than the original. The TSM client detects this and will stop the compression, fail the
transaction and resend the entire transaction uncompressed. This occurs because the file
type is not suitable for compression or the file is aready compressed (zip files, tar files,
etc.). Short of turning off compression, there are two options you can use to reduce or
eliminate retries due to compression:

e Usethe COMPRESSALWAY S option (see below). Thisoption will eliminate
retries due to compression.

o Usethe EXCLUDE.COMPRESSION option in the client optionsfile. This
option will disable compression for specific files or sets of files. Look in the client
output (dsmsched.log) for files that are causing compression retries and then filter
those file types.

\ Recommendation

/COMPression No (single fast client, fast network, fast server)

\COM Pression Y es (multiple clients, slow network, slow server)

COMPRESSALWAYS

The compressalways option specifies whether to continue compressing an object if it
grows during compression, or resend the object, uncompressed. This option is used with
the compression option.

The compressalways option is used with the archive, incremental, and selective
commands. Note: This option can also be defined on the server. If compressalways yes
(the default) is specified, files continue compression even if the file size increases. To
stop compression if the file size grows, and resend the file, uncompressed, specify
compressalways No. This option controls compression only if your administrator
specifies that your client node determines the selection.
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To reduce the impact of retries, use compressalways yes.

\ Recommendation

\COMPRESSAlways Y es

COMMRESTARTDURATION / COMMRESTARTINTERVAL

To make clients are more tolerant of network connectivity interruptions, use the options
COMMRESTARTDURATION and COMMRESTARTINTERVAL to control the restart
window of time and interval between restarts. These options assist in environments which
are subject to heavy network congestion or frequent interruptions, and eases the
manageability of large numbers of clients by reducing intervention on error conditions. In
asense, performanceisimproved if consideration is given to account for time to detect,
correct, and restart as aresult of an error condition.

Note: A scheduled event will continue if the client reconnects with the server before the
commrestartduration value elapses, even if the event's startup window has elapsed.”

Syntax

COMMRESTARTDURATION minutes
COMMRESTARTINTERVAL seconds

minutes

The maximum number of minutes you want the client to attempt to reconnect with a

server after acommunication failure occurs. The range of valuesis zero through 9999;
the default is 60.

seconds
The number of seconds you want the client to wait between attempts to reconnect with a

server after acommunication failure occurs. The range of valuesis zero through 65535;
the default is 15.

\ Recommendation
\COM MRESTARTDURATION (Tune to your environment)
\COM MRESTARTINTERVAL (Tuneto your environment)

QUIET
Specifies the QUIET option. The default is VERBOSE.
The QUIET option keeps messages from being written to the screen during TSM backups.

By default, TSM displaysinformation about each file it backs up. To prevent this, use the

QUIET option. However, messages and summary information are still written to the log
files.

Two main benefits exist when using the QUIET option:
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o For tape backup, the first transaction group of datais aways resent. To avoid this,
use the QUIET option to reduce retransmissions at the client.

e If you are using the client scheduler to schedule TSM backups, using the QUIET
option dramatically reduces disk 1/0 overhead to the schedule log and improves
TSM throughput.

\ Recommendation

Quiet

DISKBUFFSIZE

Specifies the maximum disk 1/0 buffer size (in kilobytes) that the client may use when
reading files.

NOTE: The DISKBUFFSIZE option replaces the LARGECOMMBUFFERS option.

Optimal backup, archive, or HSM migration client performance may be achieved if the
value for this option is equal to or smaller than the amount of file read ahead provided by
the client file system. A larger buffer will require more memory and may not improve
performance.

The default value is 32 for all clients except AIX. For AlX, the default value is 256
except when ENABLELANFREE YES is specified. When ENABLELANFREE YESis
specified on Al X, the default value is 32.

\ Recommendation

IDISKBUFFSIZE (use the default value)

LARGECOM mbuffers

e NOTE: For TSM 5.3 and later clients, this option has been replaced by the
diskbuffsize option. At thistime, largecommbufferswill continue to be accepted
by the TSM client in order to ease the transition to the new option. However, the
value specified by largecommbufferswill be ignored in favor of the diskbuffsize
setting.

o The LARGECOMmbuffers option specifies whether the client usesincreased
buffers to transfer large amounts of data between the client and the server. This
option is used to increase the disk 1/0 buffers from 32KB to 256 KB for aclient
reading or writing data from its disk. This client option, formally called
USEL ARGEDbuffer, has been renamed to LARGECOM mbuffersto avoid
confusion with the server option.

o Need to tune filesystem read ahead to get benefits
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e Can't tune read ahead on most platforms

e Optimal AIX TSM client performance in the lab (with LARGECOM mbuffers
Y ES) was achieved by increasing the amount of AlX disk read-ahead. (See
"AIX'sVMTUNE")

e You can disable this option when your workstation is running low on memory.

Never use LARGECOMmbuffers Y ES with LANFree operations

] Recommendation

LARGECOMmbuffers Yes (for AIX only)

\LARGECOM mbuffers No (All platforms except AIX and al platformswith LANfree)

MEMORYEFFICIENTBACKUP (previously SLOWINCREMENTAL)

Specifiesif the MEMORY EFFICIENTBACKUP option is enabled on the TSM client.
The default is No.

With the MEMORY EFFICIENTBACKUP option, TSM backs up one directory at atime.
By default, TSM backs up all the directories at once. The default option is very memory
intensive. To save memory on clients with alimited amount of memory and large number
of directories and/or files, turn MEMORY EFFICIENTBACKUP on.

The amount of memory required by the TSM client can be substantial when performing
incremental backups of large filesystems. We generally use the rule of about 300 bytes of
inventory data per file, so that afilesystem of 1 million files would require about 300MB
of virtual memory in which to hold the server inventory data used to determine which
files must be backed up. This memory requirement can be reduced by using the TSM
client option MemoryEfficientBackup Yes, However, this can be expected to impact the
incremental backup elapsed time significantly. Some alternatives:

e Partition the filesystem and process each partition sequentially — Use the
virtualmountpoint option (unix only)

e Use Include/Exclude list to backup only what is necessary

e Usemultiple filesystems

e Use Journal Based Backup (Windows only)

\ Recommendation

‘M EMORY EFFICIENTBACKUP No

Multi-Session Backup/Restor e

IBM Tivoli Storage Manager 5.1 introduced Multi-Session restore which allows the
backup-archive clients to perform multiple restore sessions for no-query restore
operations, increasing the speed of restores. Thisis similar to the multiple backup
session support. Please refer to the Tivoli Storage Manager Backup-Archive Installation
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and User’s Guide, for each supported client platform, for more detailed information about
the no-query concept.

The Multi-Session restore exploits the mount points available on the server. If the datato
be restored resides on several tapes, and there are sufficient mount points available, and
the restore is done using the no-query restore protocol, then multiple sessions can be used
to restore the data. |If there are not enough mount points available, only the client, not the
server, will issue the ANS1312E message.

The number of sessions used during the restore is dependant on the number of mount
points available, the MAXNUMMP setting for the client node in the server, and the
RESOURCceutilization parameter setting in the client options file. Since the number of
sessions increase when performing the Multi-Session restore, please use a proper setting
for the dsmserv.opt file parameter MAXSessions. See Resourceutilization for more
information.

Some Multi-Session restore considerations;

e Only one session used when restoring from random access disk storage pools

¢ Only onefilesystem can be restored at a time with the command line — multiple
sessions may still be used for asingle filesystem

e Even small clients can gain throughput for restores requiring many tape mounts
or locates

e Watch out for tape cartridge contention especially when restoring from a
collocated node

Some Multi-Session backup considerations:

e Only one session will compare attributes for incremental backup. Incremental
backup throughput does not improve for asingle filesystem with a small amount
of changed data

o Datatransfer sessions do not have filesystem affinity, so each session could send
files from multiple filesystems. Thisisgood for workload balancing. Thisis not
so good if backing up direct to tape storage pool collocated by filespace — do not
use multisession client to backup directly to a storage pool collocated by
filespace — use multiple commands, one per filespace

e Multiple sessions may not get started if there are not enough entries on the
transaction queue

RESOURCEUTILIZATION

Resourceutilization is a client option used to regulate the level of resources (i.e. number
of concurrent sessions) the TSM client and server can use during processing. Multiple
sessions are created automatically through a single invocation of a TSM backup/restore
or archive/retrieve command.
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Even though the multi-session function is transparent to the end user and is started
automatically, there are some parameters which enable the user to customize the function.

The way to influence the multi-session function is with the option
RESOURCEUTILIZATION. This option increases or decreases the ability of the Tivoli
Storage Manager client to create multiple sessions. For Backup or Archive the value of
RESOURCEUTILIZATION does not directly specify the number of sessions created by
the client. However, this setting specifies the level of resources the Tivoli
StorageManager server and client can use during backup or archive processing. The
higher the value, the more sessions the client can start if it deems necessary. The range
for the parameter isfrom 1 to 10. When the option is not set, which is the default, then
only two sessions are created to the server.

The default resourceutilization level allows up to two sessions with the server, one for
guerying the server and one for sending file data. Resourceutilization=5 permits up to
four sessions (two for queries and two for sending data), while resourceutilization=10
permits up to eight sessions (four for queries and four for sending data) with the server.
The relationship between Resourseutilization and the maximum number of sessions
created is part of an internalized algorithm and, as such, is subject to change. Thistable
lists the relationships between Resourceutilization values and the maximum sessions
created. Producer sessions scan the client system for eligible files. The remaining
sessions are consumer sessions and are used for data transfer. The threshold value affects
how quickly new sessions are created.

Table 2. Resour ce Utilization Settings

\RU Value\Max # of Sessions\Unique#of Producer Sessions\Threshold (sec)
1| 1 | 0 | 45
2| 2 | 1 | 45
3 3 | 1 | 45
4| 3 | 1 | 30
5 | 4 | 2 | 30
6 | 4 | 2 | 20
o7 5 | 2 | 20
8 | 6 | 2 | 20
9 | 7 | 3 | 20
10 | 8 | 4 | 10
default (0) | 2 | 1 | 30
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Backup throughput improvements that can be achieved by increasing the
Resourceutilization level will vary from client node to client node. Factors that affect
throughputs of multiple sessions include the configuration of the client storage subsystem
(i.e. layout of file systems on physical disks), the client's ability to drive multiple sessions
(sufficient CPU, memory), the server's ability to handle multiple client sessions (CPU,
memory, number of storage pool volumes), and sufficient bandwidth in the network to
handle the increased traffic.

The MAXSESSIONS parameter controls the maximum number of simultaneous client
sessions with the Tivoli Storage Manager server. The total number of parallel sessions
for aclient is counted for the maximum number of sessions allowed with the server. For
this reason, you need to consider whether to increase the value of the MAXSESSIONS
parameter in the server option file.

When using the Resourceutilization option to enable multiple client/server sessions for
backup direct to tape, the client node maximum mount points allowed parameter,
MAXNUMMP, must also be updated at the server (using the Update Node command).

If the TSM client has afilesystem spread across multiple disks (RAID 0 or RAID 5), or
multiple large filesystems, we recommend setting the TSM client option
Resourceutilization to avalue of 5 or 10. Thiswill enable multiple sessions with the
server during backup or archive, and can result in substantial throughput improvementsin
some cases. Itisnot likely to improve incremental backup of asingle large filesystem
with asmall percentage of changed data. If backup is direct to tape, then the client node
maximum mount points allowed parameter, MAXNUMMP, must also be updated at the
server using the update node command.

When arestore is requested, the default is to use a maximum of two sessions, based on
how many tapes the requested data is stored on, how many tape drives are available, and
the maximum number of mount points allowed for the node.

The default value for the RESOURceutilization parameter is one (1) and the maximum
valueisten (10).

For example, if the datato be restored are on five different tape volumes, and the
maximum number of mount pointsis five for the node requesting the restore, and
RESOURCceutilization is set to three, then three sessions will be used for the restore. If
the RESOURCceutilization setting is increased to five, then five sessions will be used for
the restore. Thereisaone-to-one (1:1) relationship to the number of restore sessions
allowed and the RESOURceutilization setting.

Resourceutilization Values

e Vaues>2 alowed only when connecting to a>3.7 server
e Non-root UNIX limited to 1 session
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\ Recommendation

]RESOU Rceutilization 1 for workstations, 5 for a small server, 10 for alarge server

TAPEPrompt
Specifiesif the user wants to be prompted for tape mounts.

The TAPEPrompt option specifiesif you want TSM to wait for atape to be mounted for
abackup, archive, restore or retrieve operation, or prompt you for your choice.

\ Recommendation

'TAPEPrompt No

TCPBufsize

The TCPBuffsize option specifies the size of the internal TCP communication buffer, that
is used to transfer data between the client node and the server. A large buffer can improve
communication performance, but requires more memory.

Specifies the size of the buffer in kilobytes. The default is 32KB, and the maximum is
now 512KB.

\ Recommendation

'TCPBufsize 32

TCPNodelay

Specifies the operating system's TCPNodelay parameter is set to Yes or No. The default
isYes.

The TCPNodelay option, when set to Y es, disables the TCP/IP Nagle algorithm which
allows data packets less than the MTU size to be sent out immediately. This generally
results in better performance for TSM client/server communications.

\ Recommendation

'TCPNodelay Yes

Note: Thisoptionisalso valid onthe TSM server.

TCPWindowsize
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This option specifies the size of the TCP sliding window in kilobytes. The
TCPWindowsi ze option overrides the operating system's TCP send and receive spaces.
In AlX, for instance, these parameters are set as “no” options tcp_send space and
tcp_recvspace. Specifying TCPWindowsize 0, will cause TSM to use the operating
system default. Thisis not recommended because TSM’s optimal setting might not be
same as the optimal setting for other applications. The default is 63KB, and the
maximum is 2048KB. TCPWindowsize option specifies the size of the TCP dliding
window for al clientsand all but MV S servers. A larger window size can improve
communication performance, but uses more memory. It enables multiple framesto be
sent before an acknowledgment is obtained from the receiver. If long transmission delays
are being observed, increasing the TCPWindowsize may improve throughpui.

\ Recommendation #1

TCPWindowsize 63

\ Recommendation #2 (SP2 environment with a high speed switch)

'TCPWindowsize 128 - 640

Note: Thisoptionisalso valid onthe TSM server.
TXNBytelimit

The txnbytelimit option specifies the maximum transaction size in kilobytes for data
transferred between the client and server. The range of valuesis 300 through 2097152 (2
GB); the default is 25600. A transaction isthe unit of work exchanged between the
client and server. Because the client program can transfer more than one file or directory
between the client and server before it commits the data to server storage, a transaction
can contain more than onefile or directory. Thisis called atransaction group. This
option permits you to control the amount of data sent between the client and server before
the server commits the data and changes to the server database, thus affecting the speed
with which the client performs work. The amount of data sent applies when files are
batched together during backup or when receiving files from the server during arestore
procedure. The server administrator can limit the number of files or directories contained
within a group transaction using the txngroupmax option (Refer to "TXNGroupmax").
The actual size of atransaction can be less than your limit. Once this number is reached,
the client sends the files to the server even if the transaction byte limit is not reached.

There are several items to consider when setting this parameter:

e Increasing the amount of data per transaction will increase recovery log
requirements on the server. Check log and log pool space to ensure thereis
enough space. Also note that alarger log may result in longer server start-up
times.

e Increasing the amount of data per transaction may result in more data being
retransmitted if aretry occurs. This may negatively affect performance.
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e The benefits of changing this parameter are dependent on configuration and
workload characteristics. In particular, this parameter benefits tape storage pool
backup more so than disk storage pool backup, especially if many small files are
in the workload.

When setting the size of transactions consider setting asmaller sizeif you are suffering
many resends due to files changing during backup when using static, shared static, or
shared dynamic. Thiswould apply to static as well as to shared because when the client
realizes afile has changed during a backup and decides to not send it, thefilethat is, it
would still have to re-send the other filesin that transaction. To enhance performance
with TSM and LTO or DLT tape drives, be sure to set TXNBytelimit to the max 2097152,
and on the server, raise TXNGroupmax to 256. Additionally, for small file workloads,
first stage the backups to adisk storage pool and then migrateto LTO.

\ Recommendation (V4)

TXNBytelimit 25600
TXNBytelimit 2097152 (with LTO or DLT)

Gener al Perfor mance Consider ations

Backup/Restor e Perfor mance: Multi-Client Backups/Restor es

Two or more clients on the same workstation may give better throughputs for
backup/restore. Thisis beneficial for workstations with large file systems on multiple
disks. You may consider running a backup/restore for each filespace. However, the
tradeoffs for running multiple backups/restores are increased memory usage and CPU
utilization.

Network Traffic: Reducing Data Flow from the Client

Use INCLUDE/EXCLUDE lists to eliminate unnecessary backups. The use of virtual
mountpoints will also limit the amount of data that must be backed up.

Overhead: Client Processing

Using the -FROMNODE option creates additional overhead on al clients. Consider
using the VIRTUALNODENAME instead of the -FROMNODE option.

Platform Specific Recommendations

AlX Client

dsmsys.opt

] Recommended Options
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'tcpwindowsize 63 (SP2 128-640)

\tcpbufsi ze 32

]I argecommbuffersyes (no if using LAN-free)

\Diskbuffsi ze (don’t specify, use the default)

txnbytelimit 25600

\RESOU RCEUTtilization (tune to your environment)

Linux Client

]dsmsys.opt

\ Recommended Options

\tcpwi ndowsize 63

\tcpbufsi ze 32

]I argecommbuffers no

\Diskbuffsi ze (don’t specify, use the default)

txnbytelimit 25600

\RESOU RCEUtilization (tune to your environment)

Windows Client

Tuning Tips

e Keepinmind that using NTFS on the TSM client does cause a performance
degradation for small file workloads relative to FAT, because of the need to check

security information during backup and the impact of the NTFS filesystem
recovery capability during restore.

e NTFSfile compression should not be used on disk volumes that are used by the

TSM server, because of the potential for performance degradation.
e For optimal TSM backup and restore performance when using alocal clien
the namedpipes communication method.

t, use

e For optimal TSM backup and restore performance with alarge number of clients,
consider using TSM client compression. Compressing the data on the client
reduces demand on the network and on the TSM server. The reduced amount of
data on the server continues to provide performance benefits whenever this datais
moved, such as for storage pool migration and storage pool backup. However,

client compression will significantly reduce the performance of each indivi

dual

client, and the reduction will be more pronounced on the slowest client systems.

e Anti-virus software can negatively impact backup and restore performance

\dsm.opt
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| Recommended Options

'tcpwindowsize 63

]tcpbufsi ze 32

largecommbuffers no

\Diskbuffsi ze (don’t specify, use the default)

txnbytelimit 25600

]RESOU Rceutilization (tune to your environment)

Windows Journal Based Backup

Instead of cross referencing current state of files with the TSM database we just backup
filesindicated as changed in the change journal. Uses areal-time determination of
changed files/directories and avoids filesystem scan and attribute comparison. Itismuch
faster than classic incremental but improvement depends on amount of changed data.
Also requires less memory usage and less disk usage.

Requires the installation of a Tivoli Journal Engine Service which monitors filesystems
activity for file changes. Impacts performance of the filesystem dlightly. (On the order of
5% during a Netbench test run.)

Especially good for large filesystems with many files that don't change often.

Journal options specified in tsmjbbd.ini. Defaults work well, just add the filesystemsto
be monitored.

Apple Macintosh OS Client

Tuning Tips

o For best performance, try to limit the use of Extended Attributes or, if Extended
Attributes are used, limit their length.

e For optima TSM backup and restore performance with alarge number of clients,
consider using TSM client compression. Compressing the data on the client
reduces demand on the network and on the TSM server. The reduced amount of
data on the server continues to provide performance benefits whenever this datais
moved, such as for storage pool migration and storage pool backup. However,
client compression will significantly reduce the performance of each individual
client, and the reduction will be more pronounced on the slowest client systems.

e Anti-virus software can negatively impact backup and restore performance

System Preferences

| Recommended Options

tcpwindowsize 63
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\tcpbufsi ze 32

\Iargecommbuffers no

txnbytelimit 25600

\RESOU Rceutilization (tune to your environment)

DEC Client

On DEC ULTRIX, the parameter that most affects performance is Maximum
Transmission Unit (MTU). On Ethernet LANS, the largest MTU valueis 1500.

e Maximum Transmission Unit

The ifconfig command can be used to change the MTU size value. If the adapter receive
buffer sizes can be configured to larger values, increasing the MTU size on the
workstation is recommended. As discussed earlier if the frame is going through networks
with smaller MTU's, increasing the MTU size may degrade performance because of
overhead encountered in disassembling packets by routers and assembling packets at the
destination.

Novell Client

PROCESSORUutilization

Specifiesin hundredths of a second the length of time TSM controls the CPU. The
default is 1. The minimum is 0, and there is no maximum value.

If set to lessthan 1, this parameter could have a negative impact on performance.
Increasing this value will increase TSM's priority to the CPU, lessening other process's
priorities. Setting PROCESSORutilization greater than 20 may prevent other scheduled
processes or NetWare requestors from accessing the file server.

\ Recommendation

IPROCESSORUtilization 1 - 20

‘ dsm.opt

| Recommended Options

\tcpwi ndowsize 643

]tcpbufsi ze 32

largecommbuffers no

\Diskbuffsi ze (don’t specify, use the default)

txnbytelimit 25600
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SOLARIS Client

On SunOS, the TCP/IP software parameters can be changed by editing the min
inetinet/in_proto.c file in the release kernel build directory (usually/usr/sys). After
changing the parameters, you need to rebuild the kernel. The parameters that can affect
performance are:

tcp_default_mss
Specifies the default Maximum Segment Size (MSS) for TCP in bytes. The MSS
is based on the Maximum Transmission Unit (MTU) size of the network if the
destination is on the same network. To avoid fragmentation, the conservative
value of 512 isused . For improved performance on Ethernet or Token-Ring,
larger MSS values are recommended. (For example, settings of 1024, 1500, 2048,
or 4096 can be used.) On Ethernet LANS, the largest MTU value is 1500.
tcp_sendspace
Specifies the number of bytes that the user can send to a TCP socket buffer before
being blocked. The default values can be changed on a given socket with the
SO SNDBUF ioctl. The default value is 4096

\ Recommendation

|Set this parameter to 16K B or 32KB.

tcp_recvspace
Specifies the number of bytes that the remote TCP can send to a TCP socket
buffer before being blocked. The default values can be changed on a given socket
with the SO_RCVBUF ioctl. The default value is 4096.

\ Recommendation

|Set this parameter to 16K B or 32KB.

TSM Optionsin the DSM.SYSFile

The following parameters impact performance for the backup and restore functionsin
TSM:

]dsmsys.opt

\ Recommended Options

'tcpwindowsize 63

\tcpbufsi ze 32

]I argecommbuffers no

\Diskbuffsi ze (don’t specify, use the default)

txnbytelimit 25600

TCP buffers tcp_xmit_hiwat and tcp_recv_hiwat must match your tcpwindowsize.
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Do not automatically use the TSM client option LargeCommbuffersyes. The default
setting for thisoption isNO for TSM client for Solaris. Some experiments may be
required to determine which value of this option in the client is appropriate. Some
specific client workload tests, for example, using LargeCommbuffers NO provided better
throughput. Issues concerning the amount of disk file fragmentation, the amount of file
read ahead performed by the operating system, the average client file size, the size of the
physical memory in the client and the type and speed of the disk drivesin use need to be
taken into account in determining the appropriate setting for this option..

Command L ine Options

A group of options exists which can be used with specific commands on the command
line only. When specifying options with a command, always precede the option with a
dash (-). Two command line options which may improve TSM performance are:

o |IFNEWER
« INCRBYDATE

It is also important to note here that the command line interface is generally faster than
the GUI and requires less overhead.

IFNEWER

This option is used in conjunction with the restore command, and restores files only if the
server date is newer than the date of the local file. This option may result in lower
network utilization if less data must travel across the network.

INCRBYDATE

In aregular incremental backup, the server reads the attributes of all thefilesin the
filesystem and passes this information to the client. The client then compares the server
list to alist of its current file system. This comparison can be very time-consuming,
especialy on clients on the following platforms. NetWare, Macintosh and Windows.
These clients sometimes have a limited amount of memory.

With an incremental by date backup, the server only passes the date of the last successful
backup. Now it is no longer necessary to query every active file on the TSM server. The
time savings are significant. However, periodic regular incrementals are still needed to
backup files that have only had their attributes changes. For example: If anew filein
your file system has a creation date previous to the last successful backup date. All
future INCRBY DATEs will not backup this file, because the client will think it has
aready been backed up. Also, filesthat have been deleted are not detected by the
INCRBY DATE backup. These deleted fileswill be restored if you perform afull system
restore.
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Chapter 3. TSM Optimization

Server Optimization

Database Performance

Disk Use

Backup Performance:Number of Backup Versions

Disaster Recovery:IMPORT/EXPORT vs. Storage Pool Backup/Restore
Cached Disk Storage Pool

Migration: Tuning Number of Migration Processes

Migration: Tuning Migration Thresholds

Tape Drives. Collocation

TSM HSM Tuning Considerations

Problem Determination: Server Activity Log and Other System Logs
Server Activity: Scheduling of TSM Sessions and Processes

Database Perfor mance

Database mirroring provides higher reliability, but comes at a cost in performance (thisis
especially noticed with sequential mirroring). To minimize the impact of database write
activity, use disk subsystems with non-volatile write caching ability (I.e. ESS 2105, SSA
Fast/write cache (for AIX), ServerRAID (for Intel,) etc.). Use of disks (and/or disk
adaptors) with write cache can nearly double (or more) the performance of database write
activity (when parallel mirroring.). Thisistrue even if there appears to be plenty of
bandwidth |eft on the database disks.

Disk Use

Server Configuration — Disk: Use as many independent physical disks as you can afford
to minimize I/O contention. Configure one TSM volume per physical disk, or at most
two. Separate the recovery log, database, disk storage pool volumes. Place TSM
volumes at the outside diameter of physical disk. This gives better sequential throughput
and faster seek time. Using raw logical volumes on Unix systems can cut CPU
consumption but may be slower during storage pool migrations. (Due to lack of read
ahead)

Choosing physical disks (JBOD) or RAID arrays. RAID will require more physical disks
for equivalent performance . Be sure to consider the write penalty of RAIDS arrays.
Write throughput is important during backup/archive. TSM recovery log and database
mirroring provides better recoverability than hardware redundancy.

Server Configuration - Disk Write Cache: Use disk subsystem/adapter write cache for all
RAID 5 arrays and physical disks with TSM database volumes (random 1/O). Do not use
disk subsystem/adapter write cache for physical diskswith TSM storage pool volumes
(sequentiad 1/0).
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TSM server database: Use multiple physical disks. Divide database size equally over al
volumes. Place volumes at disk outer diameter to minimize seek time. Use disk
subsystems with non-volatile write cache (ESS 2105, SSA 7133, ServeRAID). Use
optimal database bufferpool size. Use MIRRORWRITE DB PARALLEL and use
database page shadow to reduce overhead of mirrored writes. Use multiple recovery log
and database volumes.

Backup Performance: Number of Backup Versions

If possible, limit the number of versions of any backup file to what isreally needed. File
backup performance will degrade when there are many versions of an object. Use the
DEFINE COPY GROUP command and modify the VEREXISTS parameter to control the
number of version, or use the UPDATE COPY GROUP command. The default number of
backup versionsis 2.

Disaster Recovery: IMPORT/EXPORT vs. Storage Pool Backup/Restore

TSM servers have afacility to backup and restore the storage pools for disaster recovery.
Some customers use |mport/Export for disaster recovery. The performance of Storage
Pool Backup/Recovery is superior to Import/Export for disaster recovery.

Cached Disk Storage Pool

Using cached disk storage pools can increase restore performance by avoiding tape
mounts. The benefit is seen for restoring files that were recently backed up. If the disk
pool islarge enough to hold a day's worth of data, then caching isagood option. Use the
DEFINE STGPOOL command and modify the CACHE option to enable caching, or use
the UPDATE STGPOOL command. However, when the TSM storage pool is large and
Cache Disk Storage Pool has been set to YES, the storage pool may become fragmented
and response will suffer. If this condition is suspected, our recommendation isto turn
disk storage pool caching off. Also, disk caching can affect backup throughput because
TSM database updates are required to delete cached filesin order to create space for the
backup files. To improve backup performance, turn disk storage pool caching off. To
clear your cached files:

Issue query stgpool <disk stgpoolname> f=d (admin client)

Be sure the Percent Migratable is zero

Turn off Caching using UPDate ST Gpool

Issue MOV e Data <stgpool _vol _name> without the STGpool=parm. Files will be
moved to other volumes within the same storage pool and cached files will be
deleted.

Migration: Tuning Number of Migration Processes

Use the DEFINE STGPOOL command and modify the MIGPROCESS parameter to
control the number of migration processes that are used for migrating files from a disk

IBM Tivoli Storage Manager Page 45
Performance Tuning Guide



storage pool to atape storage pool. When datais migrated from disk to tape, multiple
processes can be used if multiple tape drives are available. In some cases, this can
improve the time to empty the disk storage volumes, since each migration process works
on data for different client nodes. For the MIGPROCESS option, you can specify an
integer from 1-999, inclusive, but it should not exceed the number of tape drives
available. The default valueis 1. You can also use the UPDATE STGPOOL command to
modify the number of migration processes.

Migration: Tuning Migration Thresholds

Use the DEFINE STGPOOL command and modify the HIGHMIG and LOWMIG
parameters to tune migration thresholds. Tuning the migration thresholds may help
improve performance. If the thresholds are set too high, migration will be delayed. This
can cause the disk storage pool to fill, and when a client attempts to send data to the disk
storage pool it will seethe full condition and attempt to go to the volume indicated at the
next level in the storage hierarchy. If thisis atape pool, then al drives may be in use by
amigration process, in which case the client session will wait on the tape mediato be
freed by the migration process. The client then sitsidle. In this case, the migration
thresholds should be lowered so migration starts earlier, or more disk space should be
alocated to the TSM disk storage pool. You can also use the UPDATE STGPOOL
command to modify the migration thresholds.

Network Traffic: Reducing Network Traffic to the Server

There are several TSM server SET commands that can help limit the amount of network
traffic due to client sessions. They are asfollows:

e SET QUERY SCHEDPERIOD sets the frequency that a client can contact the
server to obtain scheduled work (polling mode). This overrides the client setting.
A shorter frequency means more network traffic due to polling. Use longer
settings (6-12 hours) to reduce network traffic. Alternately, use Server Prompted
schedule mode to eliminate network traffic due to polling.

e SET MAXCMDRETRIES sets global limit on number of times a client scheduled
command retries. This overrides the client setting. A smaller number of reduce
network traffic due to retries.

e SET RETRYPERIOD specifies the number of minutes between aretry of a
scheduler after afailed attempt to contact the server. This overrides the client
setting. A larger value will reduce network traffic due to retries and will make
successful retry more likely. Be sureto consider your schedule start-up windows
when setting the MAXCMDRETRIES and RETRYPERIOD. If aretry is
attempted outside of the start-up window, it will fail.

Tape Drives. Collocation

Using collocation will significantly improve the performance of restores for large
amounts of data with many files, since fewer tapes will be searched for the necessary files.
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It also decreases the chance for media contention with other clients. The trade-off is that
more tapes will be needed. Use the DEFINE STGPOOL command and modify the
COLLOCATE option to enable collocation, or use the UPDATE STGPOOL command.
The default for a storage pool is no collocation.

TSM HSM Tuning Considerations

It is possible to manually migrate and recall selected filesusing HSM. However, you
should use this method only when you are working with small numbers of files. The
performance of HSM migration will be poor at best for very small fileswhich are
grouped together with wildcard invocation of DSMMIGRATE command as an example.
Thisis because HSM works on onefile at atime, unlike archive, retrieve, restore and
backup which group files at atransaction boundary. There will be one transaction for
each file when HSM migration/recall is used. For agroup of small files, it is better to use
archive or backup to store them to the server.

If you have to migrate a group of small filesto the server, you will get better performance
if you go to disk rather than tape. Once the files are HSM migrated to disk, then you can
use storage pool migration to move the files to tape.

Problem Determination: Server Activity Log and Other System Logs

Many times when performance problems occur, an abnormal system condition may have
been the cause. Often the cause of these problems can be determined by examining TSM
server activity logs, client error file or the appropriate system logs for your operating
system.

Server Activity: Scheduling of TSM Sessions and Processes

TSM throughput can degrade if al client backups are started simultaneously. It is best to
avoid concurrent backups, and it would be better to spread out the number of TSM client
over aperiod of time by using the randomizing feature of scheduling. By scheduling
backups appropriately, server performance may improve.

If possible, schedule server processes such as expiration, storage pool backup, move data,
export/import, etc, when client backups are not active.

L AN Free Backup

Backup/restore to tape or disk using the SAN

Meta datais sent to the server using the LAN

Frees TSM server from handling data --> better scalability
Potentially faster than LAN backup/restore

Great for large file workloads, databases (TDPs)

Small file workloads have bottlenecks other than data movement
Requiresthe TSM Storage Agent on the client
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For LAN-free using disk you must implement Tivoli SANergy

Ensure sufficient data paths to tape drives.

Do not use if you bundle many (>20) separate dsmc commands in a script.
o dsmc start/stop overhead higher due to tape mounts.
o Usethe new filelist feature to backup alist of files.

TSM Storage Agent Tuning

TSM Storage Agent has its own configuration file, dsmsta.opt, containing many
of the same options as the server dsmserv.opt.

Use the dsmsta setstorageserver command for some options

In general use the same settings as recommended for the server.

Ensure TCPNODELAY isYES (the default) on the Storage Agent and TSM
server.

On all platformswith LAN Free client, set LARGECOMmbuffersto NO.

Note: The Storage Agent can not be installed on the same machine as the TSM
server.

TDP for Domino for /390

DFSMS HFS HIPER apars OW51210 and OW51732, and their resolving ptf's, have
identified and fixed a performance problem with TDP for Domino, Domino for $/390 and
HFS. Please ensure the resolving ptf's are installed on your system.

External TSM Tuning Tips

NETWORKS

AIX'sVMTUNE

JFS vs. Raw Logical Volumes

Estimating Throughput

EstimatingThroughput for Other Environments
Tape Device Tuning Tips

NETWORKS

Use dedicated networks for backup (LAN or SAN)

Keep device drivers updated

Ethernet speed and duplex settings - be sure they are the same for all connections
on agiven switch— DO NOT use autodetect settings

Gb Ethernet jumbo frames (9000 bytes) - Only available if supported on client,
server, and switch. Not all Gb Ethernet hardware supports jumbo frames. Jumbo
frames can give improved throughput and lower host CPU usage especially for
larger files.
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AlX'sVMTUNE

The RISC System/6000 Virtual Address space is managed by the Virtua Memory
Manager (VMM). VMM is administered by the AIX command VM TUNE.

AlX -

The vmtune command is used to tune the AIX virtual memory system

Provided in the bos.adt.samples fil eset

The vmtune options can be displayed using the 'vmtune' comand without any
options.

Options can be changed by specifying the appropriate option/value.

Changes to vmtune parameters do not survive reboot. Settings are valid until the
next reboot, so put in /etc/inittab.

The vmtune command usually may be found in the following location:
/usr/samples’kernel/vmtune

Read ahead (vmtune maxpgahead)

When AIX detects sequential file reading is occuring, it can read ahead even
though the application has not yet requested the data
Improves sequential read performance on JFS filesystems
TSM client - Improves large file backup throughput
TSM server - Improves storage pool migration throughput
Recommend setting: maxpgahead to maximum: -R 256
When altering the read ahead parameter (-R) you must also alter the maxfree
parameter (-F) so that there is enough free memory to store the read ahead data.
The following equation must hold: minfree+maxpgahead<=maxfree
To calculate minfree and maxfree use these formulae:

o minfree =120 multiplied by the number of processors

o maxfree =120 + maxpgahead (or j2_maxPageReadAhead) multiplied by

the number of processors

This does not improve read performance on raw logical volumes
Using RLVsfor the TSM server can cut CPU consumption but may be slower
during storage pool migration. (Due to lack of read ahead)

Recommendation

\-R 256 (maximum)

Al X File Cache (vmtune Minperm/M axper m)

e Determines how much memory AlX sets aside for file system cache

e AIX can/will page out application (like TSM) memory in favor of caching filesystem
data. This can cause paging of the database buffer pool leading to slow database
performance.
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Paging of the database buffer pool can cause database cache hit statistics to be overly
optimistic.

TSM server does not benefit greatly from filesystem cache.

Lowering maxperm will make AlIX retain more application memory.

Stop TSM server virtual memory paging by modifying the minperm/maxperm
parameters. Exception: RAM constrained systems. Exception: database bufferpool
sizeistoo large. (see previous BUFPOOL SIZE tuning section for proper settings.)
Good starting poing is setting aside a max of 50% (-P 50) for filesystem caching
(instead of the default of 80%). Lower further if the changes was not effective
(change redltime). As maxperm approaches minperm consider lowering minperm as
well. Watch vmstat for progress, if pageouts go to zero pageinsswill eventually
lower as well.If the client and server are on the same processor use the vmtune
parameter vmtune -R 256 -F376 -c 1.

JFSvs. Raw Logical Volumes

If RLV'sare used for disk storage volumes on the TSM server, performance may be
better than when JFS is used. When RLV's are used, the server does not go through AIX
VMM system. This may result islower cpu utilization for each disk 1/0. On the other
hand when reading from server disk volume, RLV will not use read ahead mechanism.
This may result in poorer performance on restores and server move operations from disk
to tape.

In general, we have seen a performance improvement when the TSM Recovery Log or
TSM DataBase are put on RLV.

If you choose to use RLV instead of JFS, please heed the following warnings:

e Donot use AlX to mirror Raw Logical Volumeswith TSM. Instead use TSM
mirroring facilities. AIX putsinformation in acontrol block on disk which will
overwrite TSM's control information.

e Do not changethe size of RLV'susing SMIT. Please refer to TSM for AIX
Administrators Reference manual for EXTend DB and EXTend LOG commands.

e TheTSM Administrator must be careful not to start multiple instances of TSM
Server code which may use the same RLV's. With AlIX thereis no locking when
using RLV. TSM attempts to fix this by implementing locks using filesin the
/tmp directory. These locks may be deleted if programs are run which clean up the
filesin the /tmp directory. For example, the Skulker program should not be used.

e Do not useraw logical volumes for HACM P implementations that include the
TSM server. During an HACMP failover event, the takeover system can
potentially access raw volumes before the failing system has completely released
them

Solaris direct 1/0 should be used if not using raw volumes. For AlX, if you choose not to
use raw logical volumes, direct I/O should always be used for jfs2 file systems. For jfs
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file systems, direct I/O may cause degradation, especialy with large-file enabled file
systems.

Estimating Throughput

The TSM performance lab has conducted performance evaluations for some
combinations of TSM server and client platforms and with various processor, disk and
tape combinations. The results of these evaluations are not generally available to the
public. However, results can be provided for specific situations. Contact your IBM
representative if you are interested in specific results.

It's easy to estimate the throughput for workloads with average file sizes different from
those that were tested in the TSM performance lab. However, the overall TSM
environment must conform to one of the environments in one of our evaluation reports.

Thefirst stepisto find the table in an evaluation report for the TSM function and
environment that matches your specific requirements.

The next step isto determine the average file size of the client workload for which the
estimate is to be made. The following formulas call this value EstFileS ze and expect this
valuein KB.

Then apply one of the following rules:

1. If the averagefile sizeis greater than 256 M B, then use the throughput in
KB/second or GB/hour for the 256 M B workload.

2. If theaveragefile sizeislessthan 1 KB, then use the throughput in KB/second for
the 1 KB workload. Throughput is effectively limited by the number of files that
can be processed in a given amount of time. Calculate the throughput for the
estimated file size in KB/sec using the following formula:

Throughput(KB/sec) = 1KBThroughput(KB/sec) * EstFileSze(KB)
Convert KB/sec to GB/hr using the following formula:
Throughput(GB/hr) = Throughput(KB/sec) * 3600 / 1048576
3. If theaveragefile sizeis greater than 1 KB and less than 256 M B, then calculate
the throughput using the two known measurement points in the table that most

closely bound the estimate point.

A. Obtain the following values from the table for the function and
environment of interest:

LowerFileSze - averagefile sizein KB at the lower measurement point
Lower Throughput - throughput in KB/s at the lower measurement point
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UpperFileSze - averagefile sizein KB at the upper measurement point
Upper Throughput - throughput in KB/s at the upper measurement point

B. Calculate the throughput in KB/sec using the following formulas:

A = log(Upper Throughput(KB/sec)/Lower Throughput(KB/sec))
B = log(EstFileS ze(KB)/Lower FileS ze(KB))

C = log(UpperFileS ze(KB)/Lower FileS ze(KB))

D = log(Lower Throughput(KB/sec))

Throughput(KB/sec)= 10 ** ((A* B/ C) + D)

All references to log in the formulas shown above imply log base 10.
Estimating Throughput for Other Environments

Estimating throughput for environments that have not been directly tested can be more
difficult. However, the following important observations can be made:

e Throughput over a network can be expected to reach saturation at around 80
percent of itsrated capacity. Efficiency indicates the percentage of maximum
throughput rate that can realistically be achieved. Thisleads to the following
maximum throughputs that can be obtained for given networks:

] Networ k |Mb/sec]MB/sec]GB/hr ]% Efficiency
[Ethernet | 10 | 10 | 57 | 40
TokenRing | 16 | 1.6 | 57 | 80
[Ethernet | 100 | 100 | 176 | 40
[FDDI | 100 | 10 352 | 80
ATM | 155 | 155 | 341 | 50
'SPSwitch | | 120 | 264 | 50
T3 | 45 | 448 | 158 | 80
T1 | 154 | 16 | 56 | 80
Gigibit Ethernet| 1GB | 100 | tbd | 80

e Throughput for backup and restore of small file workloadsis basically
independent of network type, as long as the network remains unsaturated, and
propagation delays are not excessive due to intervening routers or switches.

Tape Device Tuning Tips

Configure enough tape drivesfor:
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e The maximum number of TSM client sessions backing up direct to tape at any time
during the peak backup window

e Add additional tape drives for other functions that run during the backup window:
Storage pool migration, storage pool backup, reclamation.

Tape Drive Cleaning:

¢ Cleaning the tape drive per manufacturer's specifications is very important to ensure
maximum tape drive performance. Failure to clean tape drives can cause read/write
errors, drive failures and generally poor performance at the tape drive.

Tape Drive Compaction:

e Usethe DEFINE DEVCLASS command and modify the FORMAT parameter to
enabl e tape compaction. In many cases, enabling compaction at the tape drive will
improve TSM throughput. To enable the tape drive to use compaction, set the
appropriate recording format at the tape drive. The FORMAT option of the DEFINE
DEVCLASS command specifies the recording format to be used when writing data to
sequential access media. The default is DRIVE, which specifies that TSM selects the
highest format that can be supported by the sequential access drive on which avolumeis
mounted, which usually allows the tape control unit to perform compaction.

\ Warning

Avoid specifying the DRIVE value when a mixture of devices are used within the same library.
For example, if you have drives that support recording formats superior to other drivesin a
library, do not specify the FORMAT=DRIVE option. Please refer to the appropriate TSM
Administrators Guide for more information.

If you do not use compression at the client and your datais compressible, you should
achieve higher system throughput if you use a compaction at the tape control unit. Refer
to the appropriate TSM Administrators Guide for more information concerning your
specific tape drive. If you compress the data at the client, we recommend that you not
use compaction at the tape drive. In this case, you may lose up to 10-12% of the tape
capacity at the tape media.

Chapter 4. Sorage Device Hintsand Tips
IBM LTO Drives

There are many factors that affect atape drive's sustained transfer rate including:

e Nativetransfer rate
e Compression ratio
e Blocksize
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Filesize

Server attachment

Server attachment HBA type
Disk transfer rate

Network bandwidth

Server utilization

Start/stop performance
Application control file activity
Bus bandwidth

Quality of Media

The sustained transfer rate takes into account the net effect of all these factors.
Performance Consider ations

The IBM LTO Ultrium tape drive has a native streaming data rate of up to 15MBs/sec,
and up to 30MBs/sec with 2:1 compression. Streaming rate is the rate at which atape
drive can read/write, not including any start/stop operation. Most uses of tape do include
some start/stop which slows down the sustained rate at which the drive operates.

For example, when writing to atape drive, normally the drive returns control to the
application when the dataisin the tape drive's buffer, but before the data has actually
been written to tape. This mode of operation provides all tape drives a significant
performance improvement. However, the drive's buffer isvolatile. If the application
wants to be absolutely sure the write makes it to tape, the application needs to flush the
buffer. Flushing the buffer causes the tape drive to backhitch (start/stop). The TSM
parameters TXNBytelimit and TXNGroupmax control how frequently TSM issues this
buffer flush command.

When writing to atape drive, network bandwidth must be considered. For example,
100BaseT ethernet LAN can sustain 5 to 6 MBg/sec. Therefore, obviously, you will not
be able to backup to LTO (or any tape drive) any faster than that.

Per formance Recommendations

When using LTO/ULTRIUM driveswith TSM it isimportant to use the following
settings to enhance performance.

TSM Server:
e  TXNGroupmax 256
e MOVESizethresh 2048
« MOVEBatchsize 1000

TSM Client:
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TXNBytelimit 2097152

If TSM clients have, on average, files smaller than 100K B it is recommended that these
clients backup to adisk storage pool for later migration to tape. This allows more
efficient data movement to tape.

When IBM 3580 LTO drives are used make sure that the drive microcode is at the most
current level. Instructions for verifying the current LTO drive microcode release and
how to install the new release can be found in the IBM Ultrium Device Drivers
Installation and Users Guide. This manual can be found at url:

Ftp://ftp.software.ibm.com/storage/devdrvr/

Reference Material

Using IBM LTO Ultrium with Open Systems (SG24-6502-00 IBM Redbook
Redpiece

Implementing IBM LTO Tape in Linux and Windows (SG24-6268 IBM Redbook)
Designing an IBM Storage Area Network, SG24-5758

Planning and Implementing an IBM SAN, SG24-6116

IBM SAN Survival Guide, SG24-6143

Using Tivoli Storage Manager in a SAN Environment, SG24-6132

The IBM LTO Ultrium Tape Libraries Guide, SG24-5946

Other resources

These publications are al so relevant as further information sources:

3584 UltraScalable Tape Library Planning and Operator Guide, GA32-0408

3583 Ultrium Scalable Tape Library Setup and Operator Guide, GA32-0411

3581 Ultrium Tape Autoloader Setup, Operator and Service Guide, GA32-0412
3580 Ultrium Tape Drive Setup, Operator and Service Guide, GA32-0415

IBM Ultrium Device Drivers Installation and User’s Guide, GA32-0430

IBM Storage Area Network Data Gateway Module Setup, Operator and Service
Guide, GA32-0436

TSM for AIX Managed System for SAN Storage Agent User’s Guide GC36-0001
TSM for Sun Solaris Managed System for SAN Storage Agent User's Guide,
GC36-0002

SSA Disks

SSA controllers with cache do indeed make RAID-5 more attractive than the non-cached.
However, thereis still a performance penalty with writes. For the size of writes that the
TSM DB is concerned, the cached controllers may give somewhere in the order of 2x
performance over their non-cached counterparts. These (cached controllers) may give
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about 5-10 MB/s. The cached controllers can achieve about 50% of anon RAID-5
configuration.

Thiswrite penalty happens because RAID-5 needs to do four 1/O's per write request
(versus one I/O per write request in a non RAID-5/mirrored environment).

Asfor TSM performance measurements and recommendations with SSA, at thistime,
there are none. Please consider the trade-off's between performance and costs/disk space.
The guestion becomes, how important isthe TSM DB 1/0? Some will say that it's not a
big deal, so RAID-5 is areasonable consideration. It comes down to finding the
throughput bottleneck. In many cases the bottleneck is found to be the disk I/0O sub-
system. In these cases, RAID-5 is probably not a good choice.

Silver Node SCSI Slot Positioning

We have found that the placement of SCSI adapters on the H50 is very critical. A
document dealing with slot placement for best/better performance (PCl-based systems) is
available on the RS/6000 Home page at: http://www.rs6000.ibm.com/
resource/hardware_docs/,"PCIl Adapter Placement Reference, SA38-0538-04."

Unfortunately, this document does not cover the 332MHz SMP Node (Silver) specifically,
even though it isvery similar to the F50 (Wildcat) and H50 (Silver) systems.

In field tests of a 332MHz SMP Node (Silver node), Ethernet cards were removed from
the dots in the wide node expansion chassis labeled 16, 17, 18 (15 is also on the same PCI
controller asthelast 3 dots). The Al X location codes for these slots were:

e |5 (2F-00 through 2F-07)
e 16 (2F-08 through 2F-0F)
e |7 (2F-10 through 2F-17)
e |8 (2F-18 through 2F-1F)
There are some adapter ruleslisted in the announcement letter for the 332MHz SMP
Nodes, ALET 198-086. The FC 6215 adapter is specifically listed as unable to reside in
the last 4 dots, PClI SSA Multi-Initiator/RAID EL Adapter.
Summary:
To check r/spoolsize use: |sattr -E -I cssO
To reset r/spoolsize use: (from directory /usr/lpp/ssp/css)

e chgcss-l cssO -arpoolsize=in_bytes
e chgcss-l cssO -a spoolsize=in_bytes

If r/spoolsize < 4M, try setting to 4M
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Note: You'll have to reboot the node for the chgcss changes to take effect.

Busses

e If your machine has multiple PCI busses, spread out high-throughput adaptors
among the different busses. For exampleif you are going to do alot of backups
to disk you probably don't want your network card and disk adaptor on the same
PCI bus.

e Theoretical limits of busses are just that, theoretical. Though you should be able
to get close in most cases.

e Asagenerd ruleit isbest to have only one or two tape drives per SCSI bus and
one to four adapters per fiber HBA

Appendix A. Using TSM'sArchive
Function

Abstract

Tivoli Storage Manager (TSM) has offered an archive function since ADSM Version 1.
The archive function has, however, undergone functional changes as TSM has progressed
through several versions. The archive function is a powerful way to store inactive data
with afixed retention time. However, some TSM users have been frustrated when using
the archive function because of inadequate performance or a perceived lack of
functionality. This paper will review the functional changes that the archive function has
undergone plus provide some implementation advice for those TSM users who plan to
use TSM archives.

History

The TSM client provides two basic functions. Backup/Restore and Archive/Retrieve. The
design intent for Backup/Restore is to provide protection against dataloss. The
Backup/Restore function includes versioning and management of the active set of data
for full system restore. The design intent for Archive/Retrieveisto house inactive data
for some fixed retention period. This could be individual files or groups of files. Archive
will work also for large-scale archive of an entire system. In ADSM Version 1 and
Version 2, archive was focused purely on files—directories were not eligible for archive.
ADSM Version 1 would rebuild directories on retrieve, if necessary, but they were rebuilt
with default properties. An archive could assign a“Description” to afile asit isarchived
but the “ Description” had no further significance and the default “ Description” was the
null string.

Archive functionality changed significantly in ADSM Version 3.1. The ADSM Client
Graphical User Interface (GUI) introduced a nested presentation that displays: 1) All
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Descriptions 2) All filesystems within a Description 3) All directories within afilesystem
and 4) All fileswithin adirectory. This gave new significance to the archive
Description—it was now the name of an “ Archive Package”. Also, the default
Description was changed to be Date and Time stamp. To improve TSM database
performance, new internal tables were added for indexing by Description. These tables
were populated when a TSM client first used the Version 3.1 GUI interface to perform an
Archive. This processis known as an “Archive Conversion”. To further improve the
overall functionality, archive of directories was added. To ensure that a directory would
not be expired before all of its archived file entries were expired, directories were, by rule,
assigned the Management Class with the longest retention. These changeswere aso in
effect for the TSM Client Command Line Interface (CL1I).

These changesin ADSM Version 3.1 gave needed functions to archive but they created
problems in some specific circumstances. If clients repeatedly archived the same set of
files or used command file driven archives that repeatedly invoked the CL1, they could
see explosive growth of the TSM Database and many duplicates of archived directories.
The problem was further compounded by the fact that directories were assigned to the
Management Class with the longest retention. In some cases, where an Archive Copy
Group with retention of NO LIMIT was available, directory archives would never expire.

At the Version 3.1.0.7 level, client code was added to ensure that only unique directories
were archived. As part of archiving afile, the client first queriesthe server to seeif a
directory archive exists (Description was included as part of the unique directory
identification). Also, the timestamp was removed from the default Description. Several
changes were made on the TSM server at this code level. Utilities were created to clean
up the excess directory archives. Inventory Expiration was changed such that it would
check to seeif an archived directory was referenced before that directory would be
expired. Since this ensured that no directory would be expired before its files were
expired, the directory archives were now assigned to the Management Class with the
shortest retention. Unfortunately, most pre-Version 3.1.0.7 directory archives included
the timestamp so the utilities were not effective. The other changes had the effect of
slowing the Archives and Inventory Expirations (especially where there already were
many directory archives).

With Version 4.2.1, a change was made such that when the Client queries the Server for a
directory, if it exists, the archive date on the directory is changed to the archive date of
the archived file that most recently referenced it. This delays when the directory qualifies
for expiration and thus reduces the number of “isit referenced” tests at Inventory
Expiration time. A new internal table was added to the TSM database to improve search
time for large numbers of archives of files with the same Description. Also, anew utility,
CONVERT ARCHIVE was added which allows the TSM Administrator to control when
anodeis converted to use the new internal tablesin the TSM database. Additionally, at
thislevel, anew client option was added, “-v2archive”, which, when specified, would
prevent directories from being archived—essentially reverting to the Version 2
functionality. These functions were also built into the TSM Version 3.7.4 level.
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| mplementing Archive

The first step in implementing archive should be to determine if archive isindeed the
proper function for the business problem. Archive of a set of businessrelated files, even
on arepeated basis, is appropriate. Also, use of archive to prepare a*“ snapshot” of a set of
files or directories before making a significant change is acceptable. Some archive
practices that should be avoided are:

o Attempts to implement a point-in-time recovery strategy: this usually means
frequent, large-scale archives. These kinds of archives tend to exacerbate the
problems described above by flooding the TSM Database with many directory
and file entries. Often the requirement can be satisfied with TSM client backup
function or with TSM Server generated Backupsets.

o Replacement for atape rotation strategy: in some cases there is a need to
implement, with TSM, a tape management strategy that regularly and predictably
rotates specific tapes off-site and then, at a predefined time, back on-site. Thisis
not TSM’s normal mode of operation but can be accomplished various ways.
Using Archive to accomplish tape rotation is also likely to create problems with
excessive directory and file entriesin the TSM Database. A more efficient way to
do this by using the client Backup function and a series of Storage Pools. Backups
are directed to the Storage Pools in around-robin fashion. When it istime to
recover the tape volumes from the off-site location, all the volumes are del eted
from that Storage Pool.

Whenever possible, Backupsets should be used as a replacement for archives. Backupsets
do not generate any of the problems described above and Backupsets have a much
smaller impact on the TSM Database—each Backupset creates only one entry in the TSM
Database. If Backupsets are not appropriate then another option might be to aggregate the
files and directories before archiving them (i.e. PKZIP, tar, etc.).

Symptoms
These are some of the symptoms that may indicate an archive induced problem:

o Slow Archive or Retrieve throughput: Archive performance will degrade as more
and more duplicate directory entries are Archived Archive throughput may
degrade over aperiod of days or months and/or Archive throughput may get
gradually worse as the archive progresses—it may even get so slow that it looks
asif the archive has stopped. Be sure to examine all other tuning variablesfirst to
be sure the problem is not one that can be fixed by parameter changes. Use the
TSM Performance Tuning Guide which is available at:
http://www.tivoli.com/support/public/Prodman/public_manual s/storage_mgr
Iv3pubs/pfguide.htm.

e TSM Server Inventory Expiration duration: Inventory Expiration may take longer
and longer because it must process an increasing load of duplicate Archived
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directories. Also, for each expired directory archive, Inventory Expiration must
check for dependant files. This tends to compound the problem when there are
many duplicate Archived directories.

e Excessive Growth of the TSM Database: The TSM Database grows because each
Archived directory requires an entry in the TSM Database. Be sure to consider
other possible causes of TSM Database growth: New clients; changesin
Management Class retention or versioning; or heavy growth from existing clients.

Suggested Actions

If you are experiencing any of the symptoms described above and you think it might be
related to excessive Archived directories, the best action to take is to contact the
IBM/Tivoli Software Support Center. They will help you use the service utilities to
examine your system and to take corrective action if it is appropriate. Y ou may be asked
to run these commands:

Q OCC TYPE=ARCHIVE
CLEANUP ARCHDIR SHOWSTATS

The duplicates value indicated in the CLEANUP ARCHDIR output is based on
duplicates by path and directory name only. What you are looking for in this output is a
large number of duplicates—hundreds of thousands at least—or a high ratio of directories
to files. These may indicate a problem.

NOTE: DO NOT USE THE CLEANUP ARCHDIR UTILITY UNLESSDIRECTED TO
DO SOBY AN IBM OR TIVOLI SUPPORT REPRESENTATIVE.

If it is determined that you are experiencing a problem with excessive directory Archives
you may be directed to one or more of these solutions:

e Upgrade your TSM Server to Version 4.1.2 or beyond. Thislevel introduces new
options and utilities to deal with the excessive directory archives.

e Usethe CLEANUP ARCHDIR to eliminate some or most of the unnecessary
directory Archives. This utility is not effectivein al cases depending on when and
how you arrived at the current condition.

e Unconvert the Node and then Convert the Node. Thiswill force the node to use
the new table structure within the TSM Database. This new structure is more
efficient.

e Usethe—-V2ARCHIVE option when you create the Archives. This option reverts
the Archive process to Version 2 functionality. This means that directories are not
Archived. On Retrieve, TSM will, if necessary, create directories with default
properties. Use this option if you can tolerate Archive of files only.

e Useablank (not null) character string for the Archive Descriptions. This will
prevent excessive “unique’ Archives of the same path and directory name.
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NOTE: The CLEANUP ARCHDIR command has been changed to UPDATE ARCHIVE
inITSM 5.2.2

Summary

Archive functionality has changed over that last several product versions and rel eases.
Understanding these changes can help you to diagnose your problem.

Signs of excessive directory archives are: ow performing Archives or Retrieves; long
running Inventory Expiration; and/or rapid growth of the TSM Database.

If you are having problems with Archives, you should explore alternatives such as
Backupsets.

Contact IBM or Tivoli Software support for help and advice if you think you have a
problem with excessive directory Archives.

Appendix B. Network Protocol Tuning

TCP/IP Tuning Consider ations

Communication Concepts

This chapter will focus on tuning the TCP/IP protocol to obtain maximum TSM
performance. We shall very briefly discuss the underlying conceptsinvolved in TCP/IP
before proceeding to the tuning aspects.

To tune TCP/IP, the most significant performance improvements are found by modifying
parameters that affect the following key areas:

« Datatransfer block size
e Window values
e Connection availability

The following tasks require system resources:
e Keeping communication connections available
o Keeping user data until it is acknowledged (on the transmit side)

e Managing the communications layers.

These resources include memory, CPU, communications adapters, link utilizations, and
involve the limitations of various communication layer implementations. Data sizes and
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flow control are the two main factors that cause resource over-commitment, which results
in system performance degradation.

TCP/IP Protocol and Functions

The TCP/IP protocols and functions can be categorized by their functional groups: the
network layer, internetwork layer, transport layer, and application layer. Table 2 shows
the functional groups and their related protocols.

Table 2. TCP/IP Functional Groups

] Group | Protocols and Functions
Network layer Token-Ring

Ethernet

Others

Internetwork Layer |[Internet Protocol (1P)
Internet Control Message Protocol (ICMP)
Address Resolution Protocol (ARP)

Transport Layer  [Transmission Control Protocol (TCP)
User Datagram Protocol (UDP)

Application Layer |Telnet

File Transfer Protocol (FTP)
Remote Procedure Call (RPC)
Socket Interfaces

Others

Protocol Functions
The protocol functions can be categorized as the following:

Reliable delivery

Message assembly and disassembly
Connection control

Flow control

Error handling

Reliable Delivery

Reliable delivery services guarantee to deliver a stream of data sent from one machine to
another without duplication or loss of data. The reliable protocols use a technique called
acknowledgment with retransmission, which requires the recipient to communicate with
the source, sending back an acknowledgment after it receives data.

Assembly and Disassembly of Packets
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Each layer of a communications protocol can potentially perform some sort of Assembly
or Disassembly function. If the source and destination nodes do not lie on the same
physical network, then the TCP/IP software has to fragment the packets traveling from
one network to another if the Maximum Transmission Units (MTUs) on the networks do
not match. The TCP/IP software at the receiving station then reassembles the fragments.

There are a number of advantages to Assembly/Disassembly:

e A communications network may only accept data blocks up to a certain size,
hence requiring that larger blocks be broken down. For example, an Ethernet
LAN hasan MTU size of 1500 bytes, whereas a Token-Ring LAN hasan MTU
size of up to 16000 bytes.

o Error control may be more efficient for smaller blocks.

e More equitable access, with shorter delay, may be provided to shared
transmission facilities. For example, if thelineis slow, allowing too big ablock to
be transmitted could cause a monopolization of the line.

Disadvantages of Assembly/Disassembly are:

o Each transmitted unit of data requires some fixed amount of overhead. Hence the
smaller the block, the larger the percentage of overhead

o More blocks have to be processed for both sending and receiving sides in order to
transmit equal amounts of user data, which can take more time.

Flow Control

Flow Control isafunction provided by areceiving system that limits the amount or rate
of datathat is sent by atransmitting system. The aim isto regulate traffic to avoid
exceeding the receiver’ s system resources.

Error Control

Error Control is needed to guard against |oss or damage of data and control information.
Most techniques involve error detection and retransmission.

Sliding Window

The need to use communication channels efficiently, both in terms of Flow Control and
Error Control, gave rise to the concept of the Sliding Window. To achieve reliability, the
sender sends a packet and waits until it gets an acknowledgment before transmitting
another. The Sliding Window protocol enables the sender to transmit multiple packets
before waiting for an acknowledgment. The advantages are:

e Simultaneous communication in both directions
o Better utilization of network bandwidth, especially when there are large
transmission delays.
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o Traffic flow with reverse traffic data, known as piggybacking. Thisreverse traffic
may or may not have anything to with the acknowledgment that isriding on it.

e Variable window size over time. Each acknowledgment specifies how many
octets have been received and contains a window advertisement that specifies
how many additional octets of datathe receiver is prepared to accept, that is, the
receiver's current buffer size. In response to decreasing window size, the sender
decreases the size of its window. Advantages of using variable window sizes are
flow control and reliable transfers.

A client continually shrinking its window sizeis an indication that the client cannot
handle the load, and thus increasing the window size does not improve performance.

TCPWindowsize (TSM option)

TCPBuffsize (TSM option)
TCPNodelay (TSM option)

Platform Specific Recommendations

Al X Serversand Clients

It isimportant to minimize all performance constraints on AlX to achieve maximum
throughput on the server. Thisis accomplished by tuning the network option parameters
on AlX.

TSM uses TCP/IP communication protocol over the network. It isimportant to tune the
TCP protocols to obtain maximum throughput. This requires changing the network
parameters that control the behavior of TCP/IP protocols and the system in general.

In AlX, an application using the TCP/IP communication protocol opens a TCP socket
and writes data to this socket. The datais copied from the user space into the socket send
buffer, called the tcp_sendspace in kernel space. The receive buffers are called
tcp_recvspace. The send and receive buffers are made up of smaller buffers called mbufs.

An mbuf isakernel buffer that uses pinned memory and comes in two sizes, 256 bytes
and 4096 bytes called mbuf clusters or simply clusters. The maximum socket buffer size
limit is determined by the sb_max kernel variable. Be cause mbufs are primarily used to
store data for incoming and outgoing network traffic, they must be configured to have a
positive effect on network performance. To enable efficient mbuf alocation at all times, a
minimum number of mbuf buffers are always kept in the free bufferpool. The minimum
number of mbufsis determined by lowmbuf, whereas the minimum number of clustersis
determined by the lowclust option. The mb_cl_hiwat option controls the maximum
number of free buffersthe cluster pool can contain.
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The thewall network option controls the maximum RAM that can be allocated from the

Virtua Memory Manager (VMM) to the mbuf management routines. The netstat -m can
be used to obtain detailed information on the mbufs. The netstat - | trO command can be
used to determine if there are errors in packet transmissions.

If the number is greater than O, overflows have occurred. At the device driver layer, the
mbuf chain containing the datais put on the transmit queue, and the adapter is signaled to
start the transmission operation. On the receive side, packets are received by the adapter
and then are queued on the driver-managed receive queue. The adapter transmit and
receive gueue sizes can be configured using the System Management Interface Tool
(SMIT).

At the device driver layer, both the transmit and receive queues are configurable. It is
possible to overrun these queues. To determine this use netstat -v command, which shows
Max Transmits Queued and Max receives Queued.

Table 3. Transmit Adapter Queue Settings

| BusType |Queue Setting‘
. PCl | 256
Micro-Channel |  512-2048 |

Table4. MTU and M SS Settings

Network TypeMTU |MSS (RFC1323 0) M SS (RFC1323 1)

| FDDI 4352 | 4312 | 4300
| TokenRing | 4096 | 4056 | 4044
| Ethernet 1500 | 1460 | 1448

The MTU is another important factor. For best throughput for systems on the same type
of network, it is advisable to use alarge MTU. In multi-network environments, if data
travels from a network with alarge MTU to asmaller MTU, the IP layer has to fragment
the packet into smaller packets (to facilitate transmission on asmaller MTU network),
which costs the receiving system CPU time to reassembl e the fragment packets. When
the data travels to aremote network, TCPin AIX defaults to a Maximum Segment Size
(MSS) of 512 bytes. This conservative value is based on arequirement that all 1P routers
support an MTU of at least 576 bytes. The default MSS can be overridden in the
following three ways:

1. Specify astatic route to a specific remote network and use the -mtu option of the
route command to specify the MTU to that network. Disadvantages of this
approach are:

o It does not work with dynamic routing.
o Impractical when the number of remote networks increases.
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o Routes must be set at both ends to negotiate a value larger than a default
MSS.

2. Usethetcp_mssdflt option of the no command to change the default value of
MSS. Thisis a system wide change. In a multi-network environment with
multiple MTUs, the value specified to override the MSS default should be the
minimum MTU value (of all specified MTUS) less 40. In an environment with a
large default MTU, this approach has the advantage that M SS does not need to be
set on a per-network basis. The disadvantages are:

o Increasing the default can lead to IP router fragmentation if the destination
ison aremote network, and the MTUs of intervening networksis not
known.

o Thetcp _mssdflt parameter must be set to the same value on the
destination host.

3. Subnet and set the subnetsarelocal option of the no command. Several physical
networks can be made to share the same network number by subnetting. The
subnetsarelocal option specifies, on a system-wide basis, whether subnets are to
be considered local or remote networks. With subnetsarel ocal=1 (the default),
Host A on subnet 1 considers Host B on subnet 2 to be on the same physical
network. The consequence of thisis that when Host A and Host B establish
connection , they negotiate the M SS assuming they are on the same network.

This approach has the following advantages:

o It does not require any static bindings MSS is automatically negotiated.
o It doesnot disable or override the TCP M SS negotiation so that small
differencesin the MTU between adjacent subnets can be handled

appropriately.
The disadvantages are:
o Potential IP router fragmentation when two high-MTU networks are
linked through alower-MTU network.

o Source and destination networks must both consider subnets to be local.

Please refer to the AIX Performance Tuning Guide (SC23-2356) for details.

\ Recommendation

\I n an SP2 environment with a high speed switch, use MTU of 64KB.

AlX - no (network options)
The network option parameters can be configured using the no command.

e Useno-ato view current settings
e When using TCP window sizes > 64, set rfc1323to 1
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e If you see non-zero "No mbuf errors’ in entstat, fddistat, or atmstat, raise thewall
e Recommend setting thewall to at least 131072 and sb_max to at least 1310720
o Newer versionsof AIX have larger defaults (don't lower)
e NO settings do not survive reboot, so add to /etc/inittab. Recommended changes:
o no-orfcl323=1
o no-othewall=131072
0 no-osb max=1310720

Recommended values for the parameters described in this section areas follows:

Network options

| owcl ust = 200

| ownbuf 400

t hewal | 131072
nmb_cl _hiwat = 1200
sb_max = 1310720
rfcl323 =1

Note: The lowmbuf, lowclust and mb_cl_hiwat options are applicable only for AIX
v3.2.x and not for AIX v4.1.x. In AIX v4.1.x,if setting sb_max to 1310720 resultsin an
error message when running TCP/IP applications, then please set the sh_max value to
757760.

MVS Server with IBM TCP/IP for MVS

This section describes how to configure the TCP/IP address space for IBM TCP/IP for
MVS. During initialization of the TCP/IP address space, system operation and
configuration parameters are read from a configuration dataset. The program searches for
the data set job_name.node_name.TCPIP, where node is the node name of the system as
specified on the VMCEF initialization record. VMCEF is a subsystem defined by alinein
the IEFSSNxx member that causes the VM CF address space to be created and initialized.
If this dataset is not found, the program uses the first of the following data setsit finds:

e tcpip.node_name.TCPIP
e job_name.PROFILE.TCPI
e tcpip.PROFILE.TCPIP

We only discuss the configuration parameters that affect overall system performance. The
various free pool sizes can be configured depending on the user environment and are
discussed below. In our lab environment, default values were used, except as noted.
These settings serve as our recommended values. However, these values may need to be
altered depending on system capacity requirements.

TCPIP.DATA
TCPIP.DATA contains hostname, domainorigin, nsinteraddr (name server), etc.
The content of TCPIP.DATA isthe same as for previous releases of TCP/IP for
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MVS. For asample TCPIP.DATA, please see the IP Configuration manual
(SC31-8513) or reference the sample shipped with the product. One important
recommendation is to keep the statement "TRACE RESOLVER" commented out
to avoid complete tracing of all name server queries. This trace should be used for
debugging purposes only.

PROFILE.TCPIP
During initialization of the TCPIP stack, configuration parameters for the stack
are read from the PROFILE.TCPIP configuration data set. Reference the 0S/390
| P Configuration manual (SC31-8513) for additional information on the
parameters that are used in thisfile.

The PROFILE.TCPIP contains TCP buffer sizes, LAN controller definitions,
server ports, home I P addresses, gateway statements, VTAM LU'sfor Telnet use,
etc.

TCP/IPin CS 0OS390 V2R5 and later releases have been simplified by removing
TCP/IP buffer pool and control block definitions from PROFILE.TCPIP, i.e., no
tuning is needed for TCP/IP buffersin the PROFILE.TCPIP,; buffers are
dynamically alocated by communication storage manager (CSM).

TCP SEND/RECV BUFFER SIZES --------nmrmmemmemmemmeammeees

When send/recv buffer size(s) are not specified in the PROFILE, a default size of 16K
will be used for send/recv buffers and a default of 32K will be used for the TCP window
size. If send/recv buffer size(s) are specified, they will be used as specified and the TCP
window size will be set to twice the TCP recv buffer size up to a maximum of 65535. .

Note: RFC 1323 which supports larger than 64K-1 TCP window sizeisavailablein V2R?7.
Customers can specify the send/recv buffer size(s) on the TCPCONFIG statement:

TCPCONFI G TCPSENDBFRSI ZE 64K
TCPRCVBUFRSI ZE 64K

TCPSENDBFRSI ZE 256K (0OS/ 390 server using Junbo Frane
TCPRCVBUFRSI ZE 256K G gabit Ethernet)

TCPSENDBFRSI ZE 64K- 128K (0s/ 390 server using ATM
TCPRCVBUFRSI ZE 64K- 128K

Socket applications can override these values for a specific socket by using the
setsockopt call:

o setsockopt(SO_SNDBUF) or
o setsockopt(SO_RCVBUF) in socket application.

Important notefor FTP Server and Client: The FTP server and client application
override the default settings and use 64K -1 as the TCP window size and 180K bytes for
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send/recv buffers. Therefore there is no change required in the TCPCONFIG statement
for FTP server and client.

The DATABUFFERPOOL SIZE is no longer used in TCP/IP on OS/390. The new
parameters TCPSENDBFRSIZE and TCPRCVBUFRSIZE do need to be set on OS/390
as well asthe TCPWIndowsize on the client.

GATEWAY Statement

The GATEWAY statement indicates how to route datagrams to the specified network or
host.

| GATEWAY

GATEWAYnet wor k first_hop |ink_name max_packet _si ze
subnet _mask subnet val ue9.0.0 = PCN1 4000 0.255.255.0 0.113.1.0

The parameter in the GATEWAY statement that affects performanceisthe
max_packet _size, which is discussed in detail. The other parameters are discussed briefly.

networ k
Theinternet address in dotted decimal form for the network.
host
The host address specified as four octets.
first_hop
Is either an (=) implying that messages are routed directly to destination on that
network (or directly to that host) or is the internet address of a gateway or router.
link_name
The name of the link through which packets are sent to the specified network. The
link name is defined in LINK statement.
max_packet_size
The maximum transmission unit in bytes for the network or host. The default is
576 bytes.
subnet_mask
A bit mask expressed in dotted-decimal form that shows the bits of the host field
that make up the subnet field.
subnet_value
The value of the subnet field. It is expressed in dotted decimal notation.

M aximum transmission unit size considerations:

e The maximum packet size that the TCP/IP for MV S can handle isthe large
envelope size. Some networks limit the packet size to asmaller value.

e Information istransferred over a TCP connection in discrete packets. Each packet
includes a TCP header and an IP header. The header size isindependent of the
amount of user information included, so the larger the packets sent, the less
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relative bandwidth is consumed by protocol headers. Also, the TCP software
consumes a fixed amount of CPU time for each packet, independent of the packet
size, so the larger the packets sent, the less CPU is consumed.

o Large packets can be fragmented, each with its own headers by intervening
gateways. Fragmentation and re-assembly of packets are expensive in their use of
bandwidth and in CPU time. Therefore, packets sent through gateways to other
networks should use the default size unless all intervening gateways and networks
are known to accept larger packets.

PACKET SIZE on GATEWAY and BSDROUTINGPARMS

Make sure that you specify a packet size explicitly instead of using the word
DEFAULTSIZE. Theword DEFAULTSIZE requests that TCPIP supply a default value
of 576 bytes, which might not be optimal in your configuration.

We recommend using the following sizes instead of DEFAUL TSIZE as the packet size
for the specified networks:

e 1492 bytesfor Ethernet 802.3

e 1500 bytes for Ethernet Version 2 IEEE

e 1500, or 2000 or 4000 bytes (or greater if your environment permits) for token
ring

e 4000 or 2000 bytesfor FDDI (use larger value as permitted by your environment)

e 65527 bytesfor CTC

e 4096 bytesfor CLAW

Example:
GATEWAY
; Packet Subnet Subnet
Net wor k First hop Driver size mask val ue
9 9.67.118.43 FDDI 1 4000 255.255.255.0 9.67.115.0

DEFAULTNET 9.67.115.1 FDDI1 4000 0

or, if you use dynamic routing:

BSDROUTI NGPARMS TRUE

Subnet Subnet
Driver Packet size nmetric nmsk val ue
FDDI 1 4000 0 255. 255.255.0 9.67.115.0

ENDBSDROUTI NGPARMS

Please note the true/fal se option on the BSDROUTINGPARMS statement. If you specify
FALSE, al 1P packets that are sent to a destination that is more than one hop away will
not use the packet size of the interface, but will use a default packet size of 576 bytes. If
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you specify TRUE, all IP packets that are sent over an interface will use the interface's
packet size, regardless of whether the destination is one or multiple hops away.

\ Recommendation

MTU = 4000 if no fragmentation occurs enroute (TR).
MTU = 1500 if no fragmentation occurs enroute (EN).

TCP/IP and OS/390 Unix System Ser vices Perfor mance Tuning

o Make sure client/server TCP Window sizeis set to allowed maximum.
Recommendation: Set the TCP window size on MV S to the alowed maximum by
setting TCPRCVBUFRSIZE to 32K or larger and, if client workstation permits,
use 65535 as the client window size. If the installation is storage constrained,
however, use the default TCPRCVBUFRSIZE of 16K.

e Makesureclient and server MTU/packet size are equal. Follow the
recommendations given in the PROFILE.TCPIP section

o Makesure TCP/IP and all other traces are turned off for optimal performance.
Trace activity does create an extra processing overhead

e Follow the OS/390 Unix System Services performance tuning guidelinesin the
0S/390 Unix System Services Planning manual (SC28-1890) or at this URL :
http://www.s390.ibm.com/oe/bpxaltun.html

e Region size(s) and dispatching priority: It is highly recommended to set the region
sizeto OK or OM for the TCPIP stack address space and for started tasks such as
the FTP server, the SMTP/NJE server, the Web server, the TSM server, etc.

If your environment permits, set the dispatching priority for TCPIP and VTAM
equivalent and keep servers dightly lower than TCPIP and VTAM.

For other started tasks such as FTP, TSM: slightly lower than TCPIP task

If you are using Work Load Manager, follow the recommendations above when
your installation defines performance goalsin a service policy. Service policies
are defined through an | SPF application and they set goals for all types of MVS
managed work.

e If youareusing TCP/IP V3R2 reference "MV S TCP/IP V3R2 Performance
Tuning Guide" (SC31-7188). This tuning guide aso includes step by step process
for tuning other TCP/IP platforms such as Al1X, OS2, DOS and VM.

e Update your PROFILE.TCPIP, TCPIP.DATA and FTP.DATA fileswith the
applicable recommendations discussed in this APAR.

o Estimate how many OS/390 Unix System Services users, processes, ptys, sockets
and threads would be needed for your OS/390 Unix installation. Update your
BPXPRMxx member in SY SL.PARMLIB.

e Spread OS/390 Unix user HFS datasets over more DASD volumes for optimal
performance.
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e Monitor your OS/390 Unix resources with RMF and/or system commands
(DISPLAY ACTIVE, and DISPLAY OMVS, etc.)

MVS Server with Interlink TCP/IP for MVS

This section describes how to configure Interlink SNS/TCPaccess for optimum TSM
client/server performance. SNS/TCPaccess is a communication subsystem for Internet
protocols that runson MVS.

SNS/TCPaccess isimplemented as an authorized subsystem with multiple task groups.
The Application Control Protocol (ACP) task group supports the Internet application
protocols and interfaces to the network hardware. The Application Program Interface
(API) task group interfaces between the ACP transport protocol provider and transport
protocol users in other address spaces. Other task groups may be required to build a
complete system, but we will limit our discussion to these, as they are the ones most
likely to influence TSM client/server performance.

For each of the task groups there is a configuration parameter definition member in the
SNS/TCPaccess PARM dataset. ACP parameters are defined in the ACPCFGxxmember.
API parameters are defined in the APICFGyymember. The values for xx and yy can be
determined from the startup command definition member in the SNS/TCPaccess CMND
dataset.

ACP Configuration

The ACP configuration statements that are important to TSM client/server performance
arethe NETWORK and the TIB statements. Other statements are required to build a
complete system.

NETWORK statement

The NETWORK statement describes the interface between the network and the MV S

host running SNS/TCPaccess. The complete syntax of the NETWORK statement is
shown below:

| NETWORK statement syntax

NETWORK HOST(i nt ernet _address) LN D(narmel [name2 ...])

[ SUBNET(mask) ] [NAME(nane) ] [MIU(nunber) ] [MSSOPT(NEVER | SUBNET | NET
| ALWAYS) | [ MSSDEF(nunber) ] [FWD | NOFWD | [ ARPTABLE(nare) ] [LOCOP

| NOLOOP ]

The parameters that are important to TSM client/server performance include the
following:

MTU(number)
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Specifies the local network maximum transmission unit (MTU) size excluding the
network header.

M SSDEF(number)
Specifies the default maximum transmission unit (MTU) size sent when no MSS
option has been received from the other end of a TCP connection. It must be less
than or equal to the MTU for the local network. The standards pecification is 512
bytes and is useful for traffic across an unknown set of networks and gateways. If
the networks defined by this NETWORK statement can support alarger size, then
set MSSDEF to that size.

MSSOPT(NEVER | SUBNET | NET | ALWAYYS)
Specifies when the TCP maximum segment size (M SS) option will be sent. The
standards for TCP/IP require that a packet no larger than 512 bytes be sent unless
the sender is certain that the receiver can handleit. The MSS option informs the
other end of the connection what the limit is. It is recommended to specify
MSSOPT(ALWAYS).

M aximum transmission unit size considerations:

o Information istransferred over a TCP connection in direction in discrete packets.
Each packet includes a TCP header and an IP header. The header sizeis
independent of the amount of user information included, so the larger the packets
sent, the less relative bandwidth is consumed by protocol headers. Also, the TCP
software consumes a fixed amount of CPU time for each packet, independent of
the packet size, so the larger the packets sent, the less CPU is consumed.

o However, large packets can be fragmented by intervening gateways.
Fragmentation and re-assembly of packets are expensive in their use of bandwidth
and in CPU time. Therefore, packets sent through gateways to other networks
should use the default size unless all intervening gateways and network are known
to accept larger packets.

\ Recommendation

MTU = 4000 if no fragmentation occurs enroute (TR).
MTU = 1500 if no fragmentation occurs enroute (EN).

Transport Services I nformation Block (TIB) statement

The Transport Services Information Block (TI1B) statement specifies TCP or UDP
transport services parameter values. In most cases, default TIB statements should be
included in the configuration for both TCP and UDP.

The complete syntax of the TIB statement is shown below:

| TIB statement syntax

‘TIB PROTOCOL(TCP | UDP) [ MAXQLSTN(listen) ] [ MAXQSEND(send)]
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[ MAXQRECV(receive) ] [ MAXLSEND(send) ] [ MAXLRECV(receive) ]
[ DEFQSEND( send) ]

[ DEFQRECV(receive) ] [DEFLSEND(send) ] [ DEFLRECV(receive) ]
[ MAXLTSND( send) ]

[ MAXLTRCV(receive) ] [TADDRUSE (nl1 [:ml] [n2 [:n2]] ... ) ]
[ TADDRASSI GN(ni[ : mi]

[n2 [:n2]] ... ) ]

The parameters that are important to TSM client/server performance include the
following, which should be specified on the TCP TIB statement:

MAXQSEND(send)
Specifies the maximum number of outstanding APl TSEND or TSENDTO
requests for each endpoint. During arestore or retrieve operation, TSM may use
up to this maximum, or 8 requests, whichever islower. Limiting thisvalueto a
smaller number may reduce client session virtual storage requirements in the
TSM and SNS/TCPaccess address spaces, but may also degrade restore or retrieve
throughput. This parameter will have no effect on TSM backup or archive
throughput, or the client session virtual storage requirements for these operations.

MAXL SEND(send)
Specifies the maximum number of bytes for al outstanding APl TSEND or
TSENDTO requests for each endpoint.

MAXL TSND(send)
Specifies the maximum number of bytes that can be sent in one TSEND or
TSENDTO request.

MAXLTRCV(receive)
Specifies the maximum number of bytes that can be received in one TRECV or
TRECVFR request.

TADDRUSE(Nn1[:m1] [n2[:m2]] ...)
Specifies the range(s) of port numbers that are valid for an API application to use.
The port number for the TSM server must be included in this statement.

| Recommended TIB example

TIB PROTOCOL (TCP) MAXQSEND(8) MAX L SEND(256000) MAX L TSND(32000)
MAXLTRCV (32000) TADDRUSE(1:4095) TADDRASGN(4096:8191)

API Configuration

The API configuration POOL DEF statements define pools of control blocks needed to
run the Application Program Interface and put limits on API usage.

POOLDEF statement

The complete syntax of the POOL DEF statement is shown below:

\ POOL DEF statement syntax

IBM Tivoli Storage Manager Page 74
Performance Tuning Guide



\POOLDEF NAME(polonium) INITIAL (poolside) MINIMUM (poolside) EXPAND (amount)

NAM E(polonium)
Specifies the name of the pool to be defined. One POOL DEF statement must be
entered for each of the following pools:
TPCB
one element per transport provider
ARCB
one element per address space using the AP
TSQB
one element per task (TCB) using the AP
TUCB
one element per AOPEN macro issued
EPCB
one element per endpoint opened
SRE
one element per service request made to the API
CBUF
one element per circular buffer built, which is two per endpoint (one for sending
and one for receiving)
INITIAL (poolside)
Specifiesthe initial number of pool elements to be obtained for the pool.
MINIM UM (poolside)
Specifies the minimum number of pool elementsto be left in the pool if
contraction is performed.
EXPAND(amount)
Specifies the number of elements to be obtained when and if the pool must be
expanded.

The default values were used in our lab environment, however, these values may need to
be altered depending on system capacity requirements. It is recommended that pool
utilization be monitored with the POOL command and adjustments made if they appear
indicated.

NetWar e Clients

NetWare Cache Tuning

The following parametersin NetWare 4.10 (via SERVMAN utility) are tunable and have
achieved very good results with TSM.

Table 4. NetWare Cache Tuning Parameters

| NetWareParameter | Default | Range  |Recommendation |
MAXIMUM NUMBER OF 100 40-1000 1000 ‘

INTERNAL DIRECTORY
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'HANDLES | |

DIRECTORY CACHE 2.2 0.5-120 05
ALLOCATION WAIT TIME

MAXIMUM PHY SICAL tha tha 4202
receive PACKET SIZE (TR)

MAXIMUM PHY SICAL tba tba 1442
receive PACKET SIZE (EN)

MINIMUM DIRECTORY tba tba 2000
CACHE BUFFERS

MAXIMUM DIRECTORY 100 20-20000 4000
CACHE BUFFERS

MAXIMUM CONCURRENT tha tba 1000
DISK CACHE WRITES

MAXIMUM CONCURRENT tha tba 25
DIRECTORY CACHE
WRITES

MINIMUM PACKET receive tba tba 100
BUFFERS

MTU

The MTU must be tuned to the appropriate size. In multi-network environments, data
traveling from a network with alarger MTU to asmaller MTU, the IP layer must
fragment the packet into smaller packets. Thiswill cost the receiving system CPU timeto
reassembl e the fragment packets.

The MTU sizeis configured by editing STARTUP.NCF (NetWare V3.x) or
AUTOEXEC.NCF file (NetWare V4.x) as shown below:

TcpM SSinter netlimit

When data travels to aremote network or a different subnet, the TCPIP. NLMsets the
MTU size to the default Maximum Segment Size (MSS) value of 536 bytes. The

TcpM SSinternetlimit parameter can be used to override the default M SS value and to set
alarger MTU. For NetWare v4.x with TCP/IP v3.0, setting TcpM SSinternetlimit off in
SYS\ETC\TCPIP.CFG will cause the TCPIP. NLM to use the MTU value specified in
STARTUP.NCF file (maximum physical receive packet size). Also, note that the
TcpMSSinternetlimit parameter is case sensitive. If this parameter is not specified
correctly, it will be dropped automatically from the tcpip.cfg file by NetWare.

| TCPIP.CFG

]TcpM SSinternetlimit off
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For NetWare v3.x, Novell patch TCP31A.EXE (for TCP/IP v2.75) can provide the
same option.

Solaris Servers and Clients

Per formance Recommendations

e The client option ResourceUtilization can be set to value other than default if the
backup in the client involves with multiple file spaces(directory, file system) and they are
spanning or residing on multiple physical disks. A value of 5 isrecommended for the
ResourceUtilization option in dsm.sys file. However, for optimal utilization of the TSM
environment, you need to take the load of TSM server, network bandwidth , CPU and 1/0
configuration of the client machine into consideration before using ResourceUTtilization
option.

e TcpWindowsize 32K, whichis set in client's dsm.sysfile, is recommended for Solaris
client in the FDDI and fast(100mbit) ethernet network environment.

e TcpWindowsize 63K or higher is recommended for Gigabit ethernet network
environment. One good way to find the optimal TcpWindowsize value in your specific
network environment is to run TTCP program multiple times, with different
TcpWindowsize set for each run. The raw network throughput number reported by TTCP
can be used as a guide for selecting the best Tcpwindowsize for your TSM server and
client. TTCP isfreeware which can be downloaded from many SUN freeware web site.
Since the default value for TCP xmit and recv buffers are only 8k for Solaris. The default
value for tcp_xmit_hiwat and tcp_recv_hiwat need also be changed to the value of
TcpWindowsize to avoid any TCP buffer overrun problem. Solaris command "ndd -set"
can be used to change the value of these two TCP buffers.

HP-UX Serversand Clients

Perfor mance Recommendations

The following recommendations may help you provide optimized Tivoli Storage
Manager performance for your environment.

e Useraw partition for Disk Storage Pool on HP-UX TSM server. Raw partition is
recommended because our measurements in the lab show that raw partition
volumes offer better backup/restore throughput than when VXFS volumes are
used on HP-UX. However, for the data integrity and recoverability of TSM
database and recovery log volume, the TSM database and recovery log volume
should be allocated in the file systems.

o UsetheTivoli Storage Manager server option txngroupmax 256 and the Tivoli
Storage Manager client option txnbytelimit 25600 to maximize the transaction
size. A larger transaction size increases the size of the Tivoli Storage Manager
server file aggregates. File aggregation provides throughput improvements for
many server data movement and inventory functions, such as storage pool
migration, storage pool backup, and inventory expiration. A larger transaction
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size when using backup directly to tape reduces the number of tape buffer flushes
and therefore can improve throughput.

e UsetheTivoli Storage Manager server option uselargebuffers yesto improve
throughput and server efficiency for large files. Thisisthe default for Tivoli
Storage Manager 3.7.

e Do not set largecommbuffers client option to yes automatically. For both the SUN
Solaris TSM client and HP-UX TSM client, setting largecommbuffers to yes may
not give you better throughputs al the time. Therefore, experiment with this
option with the yes or no in the dsm.sysfile to find the appropriate value for your
environment.

« Allocate enough separate physical disksto the server to minimize I/O contention.

o For optimal performance of Tivoli Storage Manager functions that drive a
significant amount of Tivoli Storage Manager server database activity, including
client backup and restore of workloads with many small files, and inventory
functions such as inventory expiration and del ete filespace, the following actions
should be taken: 1) Place the Tivoli Storage Manager server database volumes on
the fastest disks. If the write cache exists for the disk adapter that the Database
volume is attached to, enable it for the best Database performance. 2) Tune the
size of the Tivoli Storage Manager server database buffer pool appropriately. The
Tivoli Storage Manager database buffer pool acts as a cache for database pages,
so when a page is needed, and the page already existsin the buffer pool, an 1/0
can be avoided.

Glossary

Acknowledgment - A message sent from one machine to another confirming receipt of
data.

Client (TCP/IP) - A client is a computer or process that requests services on the network.
A server isacomputer or process that that responds to a request for service from aclient.

Conversation (APPC) - The actual exchange of information between two TP's.
Conversations are TP-to-TP links that are carried out ?receivea? session.

CPU Utilization - CPU utilization is computed as total system CPU time divided by the
elapsed time.

Data Link Control (DL C)(APPC) - The communications link protocol used to transmit
data between two physically linked machines. User datais transmitted inside DL C frames.
Token-ring, Ethernet, and SDL C protocols are examples of commonly used DLC' son
SNA networks today.

Elapsed time - All elapsed time is calculated by extracting the time from the TSM
activity log for the function being performed. Therefore, the connect time for client
backup and restore is not included.
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Gigabyte - GByte (or GB) is 1,073,741,824 bytes (two to the thirtieth power) when used
in this publication.

Internet address (TCP/IP) - Internet Addressis a unique 32 bit address identifying each
node in an internet. An internet address consists of a network number and alocal address.
Internet addresses are represented as a dotted-decimal notation and are used to route
packets through the network.

ITR- ITRisthe Internal Throughput Rate measured in units of work, for example, files
processed, per unit of CPU time.

Kilobyte- KByte (or KB) is 1024 (two to the tenth power) when used in this publication.

KB per CPU second: - The number compares how effectively asingle CPU transfers
kbytes of data per one CPU busy second. The number is calculated as follows:

KB per CPU Second = (Throughput (kb/sec) x 100) /
( number of CPUs x % server CPU utilization)

A larger number means CPU is more efficient in transferring the data. This number can
be used to compare effectiveness of CPU across different workloads or to compare
different CPU types for a given performance evaluation. For SMP systemsit is important
to understand that this metric appliesto the efficiency of asingle cpu. The total
effectiveness for multiple CPUs in an SMP system working together can be estimated by
multiplying by "KB per CPU Second" by the number of available CPUs.

Logical Unit (LU)(APPC) - The "socket" used by a TP to obtain access to an SNA
network. LU isthe SNA software which accepts and executes the verbs from your
Transaction Programs. An LU manages the network on behalf of TP'sand is responsible
for datarouting. A TP gains accessto SNA viaan LU.

Maximum Transmission Unit (TCP/IP) -

MAXDATARCYV (NetBIOS) - The maximum receive data size, in bytes. Thisisthe
maximum size of the user datain any frame that this node will receive on a session.

MAXIN (NetBIOS) - The number of NetBIOS message packets received before sending
an acknowledgment.

MAXOUT (NetBIOS) - The number of NetBIOS message packets to send before
expecting an acknowledgment.

Megabyte - MByte (or MB) is 1,048,576 bytes (two to the twentieth power) when used
in this publication.

NETBIOSTIMEOUT (NetBIOS) - The number of seconds that must elapse before a

timeout occurs for aNetBlOS send or receive. It isfound in the DSM.OPT.
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MTU (TCP/IP) - Maximum Transmission Unit. Network parameter which defines the
TCP upper limit of the segment size.

NETBIOSBUFFERSI ZE (NetBI OS) - The size of the NetBIOS communications buffer
in kilobytes. It isfound in the DSM.OPT.

Pacing (APPC) - A mechanism used to control the flow of datain SNA. Pacing allows
large, fast machines to communicate with smaller, less capable, machines. Pacing is
unidirectional. That means that a machine can have a different send window than its
receive window.

PACKETS (NetBI OS) - The number of I-frame packet descriptors that the NetBIOS
protocol can use to build DLC frames from NetBIOS messages.

Packet (TCP/IP) - A packet refers to the unit or block of data of one transaction between
ahost and its network. A packet usually contains a network header, at |east one high-
protocol header and data blocks. Packets are the exchange medium used at the
Internetwork layer to send receive data.

Physical Unit (PU)(APPC) - A program on an SNA node that manages physical network
resources on behalf of all LU's on that node. For example a PU manages the connections
of the node to adjacent nodes. The PU manages the physical data links on behalf of LU's,
which in turn manage the sessions or logical needs between nodes.

PIGGYBACKACKS (NetBI OS) - Specifies whether NetBIOS will send and receive
acknowledgments piggy backed with incoming data.

Port (TCP/IP) -A port is an end point for communication between applications,
generally referring to alogical connection. TCP/IP uses protocol port numbers to identify
the ultimate destination within a machine.

Request/Response Unit (RU)(APPC) - A unit of SNA packet which carries user and
network control data. It isused to carry user application data from one machine to
another and can vary greatly in size.

Segment (TCP/IP) - TCP views the data stream as a sequence of octets or bytes that it
divides into segments for transmission. Each segment travels across an internet in asingle
|P Datagram.

Server CPU Time - Thisisthe total CPU time on the TSM server divided by the total
workload in logical MB and expressed as CPU seconds per MB. For measurements with
alocal TSM client, thisincludes both the client and server CPU time.

Server CPU Utilization - Thisisthe total CPU time on the TSM server divided by the
elapsed time and expressed as a percentage. For measurements with alocal TSM client,
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this includes both the client and server CPU time. On multiple processor machines, thisis
an average across all processors.

Server Efficiency - Thisisthetotal client workload executed divided by the total CPU
time on the TSM server and expressed as KB per CPU second. For measurements with a
local TSM client, thisincludes both the client and server CPU time. This value can be
used to compare the CPU efficiency of execution of different tests or workloads.

Server ITR -Thisistheinternal throughput rate (ITR) in workloadfiles processed
divided by the CPU time on the TSM server and expressed as files per CPU second. For
measurements with alocal TSM client, this includes both the client and server CPU time.

SNA session (APPC)- A logical connection between two LU's across an SNA network.

Throughput - Throughput, mentioned in this guide, is total bytes in the workload backed
up or restored divided by elapsed time. The total bytes does not include communication
protocol and TSM overhead. Note that this differs from the throughput rate which
appears on the client screens. The latter is the instantaneous data transfer rate and does
not include any delays due to client or server processing or any wait timein
communications Throughput is reported in Kbytes per second, where Kbytesi s 1024
bytes. Note that network devices and protocols often quote Kbits or Mbits per seconds
(such as a 16 Mbit token ring). For example, 16 Mbitsis equivalent to 2 MBytes.

Throughput Ratio: - Denoted with headings " Throughput Ratio" or "Thru Ratio" for
table columns. This compares the relative throughput between two performance
measurements. For a given description, the first row of each group in the table is used as
areference. The throughput in the following rows is compared to the reference using the
following calculation:

Thr oughput Ratio = 100 x (Throughput neasured / Reference Throughput)
The most prevalent example is how throughput scales when multiple clients are added. A
larger throughput ratio means better scaling, conversely smaller number translates to poor
scaling, and a number close to 100 indicates little change. This metric acts as a quick
comparison tool for the comparison of different environments. Thisincludes but is not
limited to:

e adding clients
e adding CPUs (for SMP systems)
o different levels of server codes

Transaction Program (TP)(APPC) - The logical network name used by an application
program to communicate with another application program receive an SNA network.

Window (APPC) - A quantity, or count, of data frames which machines remember they
have sent. Each window
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Window size (TCP/IP) - The number of packets that can be unacknowledged at any
given timeis called the window size. For example in a sliding window protocol with
window size 8 the sender is permitted to send 8 packets before it receives an
acknowledgment. of data transmitted requires an acknowledgment to be sent in return.
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