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Note

 

Before

 

using

 

this

 

information

 

and

 

the

 

product

 

it

 

supports,

 

read

 

the

 

general

 

information

 

under

 

“Notices”

 

on

 

page

 

97.

Second

 

Edition

 

(December

 

2003)

 

This

 

edition

 

applies

 

to

 

Version

 

5.2,

 

Modification

 

1.0

 

of

 

IBM

 

Tivoli

 

Storage

 

Manager

 

for

 

Hardware

 

Data

 

Protection

 

for

 

Enterprise

 

Storage

 

Server

 

Databases

 

(Oracle)

 

(product

 

number

 

5698–APH)

 

and

 

to

 

any

 

subsequent

 

releases

 

until

 

otherwise

 

indicated

 

in

 

new

 

editions

 

or

 

technical

 

newsletters.

 

Make

 

sure

 

you

 

are

 

using

 

the

 

correct

 

edition

 

for

 

the

 

level

 

of

 

the

 

product.

 

Changes

 

since

 

the

 

September

 

2002

 

edition

 

are

 

marked

 

with

 

a

 

vertical

 

bar

 

(|)

 

in

 

the

 

left

 

margin.

 

Ensure

 

that

 

you

 

are

 

using

 

the

 

correct

 

edition

 

for

 

the

 

level

 

of

 

the

 

product.

 

Order

 

publications

 

through

 

your

 

sales

 

representative

 

or

 

branch

 

office

 

serving

 

your

 

locality.

 

Your

 

feedback

 

is

 

important

 

in

 

helping

 

to

 

provide

 

the

 

most

 

accurate

 

and

 

high-quality

 

information.

 

If

 

you

 

have

 

comments

 

about

 

this

 

book

 

or

 

any

 

other

 

IBM

 

Tivoli

 

Storage

 

Manager

 

documentation,

 

please

 

see

 

“Contacting

 

customer

 

support”

 

on

 

page

 

viii.
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Summary

 

of

 

Changes

 

Changes

 

for

 

this

 

publication

 

are

 

summarized

 

below.

 

December

 

2003,

 

Version

 

5

 

Release

 

2.1

 

This

 

release

 

contains

 

the

 

following

 

changes:

 

v

   

New

 

features:

 

–

   

Data

 

Protection

 

for

 

ESS

 

provides

 

flashcopy

 

restore

 

(referred

 

to

 

as

 

Quick

 

Restore)

 

for

 

your

 

Oracle

 

database.

 

–

   

Support

 

for

 

incremental

 

flashcopy.

Note:

  

The

 

Flashcopy

 

Incremental

 

feature

 

requires

 

AIX

 

5.1

 

or

 

AIX

 

5.2.

 

It

 

is

 

not

 

available

 

on

 

AIX

 

4.3.3.

 

–

   

File

 

system

 

consistency

 

check

 

for

 

flashcopied

 

database

 

volumes.
v

   

New

 

Setup

 

File

 

parameters:

 

–

   

backup_destination

 

–

   

database_control_file_restore

 

–

   

database_ops_host_sid_orchome

 

–

   

shark_query_interval

 

–

   

shark_query_lun_status

v

   

New

 

commands:

 

–

   

backup

 

–

   

restore

 

–

   

monitor

 

–

   

withdraw

 

–

   

querydisk

 

–

   

help

See

 

“What’s

 

new”

 

on

 

page

 

1

 

for

 

descriptions

 

of

 

these

 

items.

  

©
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Preface

 

IBM

 

Tivoli

 

Storage

 

Manager

 

for

 

Hardware

 

Data

 

Protection

 

for

 

Enterprise

 

Storage

 

Server

 

Databases

 

is

 

referred

 

to

 

as

 

Data

 

Protection

 

for

 

ESS

 

throughout

 

this

 

book.

 

Data

 

Protection

 

for

 

ESS

 

is

 

a

 

comprehensive

 

storage

 

management

 

software

 

application.

 

It

 

allows

 

you

 

to

 

perform

 

online

 

and

 

offline

 

backups

 

of

 

Oracle

 

databases

 

to

 

Tivoli

 

Storage

 

Manager

 

Server

 

storage.

 

This

 

publication

 

explains

 

how

 

to

 

install,

 

configure,

 

and

 

use

 

Data

 

Protection

 

for

 

ESS.

 

Tivoli

 

Storage

 

Manager

 

is

 

a

 

separate

 

client-server

 

licensed

 

product

 

that

 

provides

 

storage

 

management

 

services

 

in

 

a

 

multi-platform

 

computer

 

environment.

 

Who

 

should

 

read

 

this

 

publication

 

The

 

target

 

audience

 

for

 

this

 

publication

 

are

 

system

 

installers,

 

system

 

users,

 

and

 

system

 

administrators.

 

In

 

this

 

book,

 

it

 

is

 

assumed

 

that

 

you

 

have

 

an

 

understanding

 

of

 

the

 

following

 

applications:

 

v

   

Tivoli

 

Storage

 

Manager

 

Server

 

v

   

Tivoli

 

Storage

 

Manager

 

backup-archive

 

client

 

v

   

Tivoli

 

Storage

 

Manager

 

Application

 

Program

 

Interface

 

v

   

IBM

 

Enterprise

 

Storage

 

Server

 

administration

 

v

   

Oracle

 

database

 

administration

It

 

is

 

also

 

assumed

 

that

 

you

 

have

 

an

 

understanding

 

of

 

the

 

following

 

operating

 

system:

 

v

   

AIX

IBM

 

Tivoli

 

Storage

 

Manager

 

Web

 

site

 

Technical

 

support

 

information

 

and

 

publications

 

are

 

available

 

at

 

the

 

following

 

address:

 

www.ibm.com/software/sysmgmt/products/support/IBMTivoliStorageManager.html

 

By

 

accessing

 

the

 

Tivoli

 

Storage

 

Manager

 

home

 

page,

 

you

 

can

 

access

 

subjects

 

that

 

interest

 

you.

 

You

 

can

 

also

 

keep

 

up-to-date

 

with

 

the

 

newest

 

Tivoli

 

Storage

 

Manager

 

product

 

information.

 

IBM

 

Tivoli

 

Storage

 

Manager

 

publications

  

Table

 

1.

 

Related

 

Tivoli

 

Storage

 

Manager

 

publications

 

Title

 

Order

 

Number

 

IBM

 

Tivoli

 

Storage

 

Manager

 

for

 

UNIX

 

Backup-Archive

 

Clients

 

Installation

 

and

 

User’s

 

Guide

 

GC32-0789

 

IBM

 

Tivoli

 

Storage

 

Manager

 

for

 

AIX

 

Administrator’s

 

Guide

 

GC32-0768

 

IBM

 

Tivoli

 

Storage

 

Manager

 

for

 

AIX

 

Administrator’s

 

Reference

 

GC32-0769

 

IBM

 

Tivoli

 

Storage

 

Manager

 

for

 

Sun

 

Solaris

 

Administrator’s

 

Guide

 

GC32-0778

  

©

 

Copyright

 

IBM

 

Corp.

 

2000,

 

2003

 

vii

http://www.ibm.com/software/sysmgmt/products/support/IBMTivoliStorageManager.html


Table

 

1.

 

Related

 

Tivoli

 

Storage

 

Manager

 

publications

 

(continued)

 

Title

 

Order

 

Number

 

IBM

 

Tivoli

 

Storage

 

Manager

 

for

 

Sun

 

Solaris

 

Administrator’s

 

Reference

 

GC32-0779

 

IBM

 

Tivoli

 

Storage

 

Manager

 

Messages

 

SC32-9090

 

IBM

 

Tivoli

 

Storage

 

Manager

 

Using

 

the

 

Application

 

Program

 

Interface

 

GC32-0793

 

IBM

 

Tivoli

 

Storage

 

Manager

 

for

 

Windows

 

Storage

 

Agent

 

User’s

 

Guide

 

GC32-0785

   

The

 

following

 

IBM

 

publications

 

provide

 

additional

 

information.

  

Table

 

2.

 

Related

 

IBM

 

publications

 

Title

 

Order

 

Number

 

IBM

 

TotalStorage

 

Enterprise

 

Storage

 

Server

 

Model

 

800

 

SG24-6424

 

IBM

 

TotalStorage

 

Enterprise

 

Storage

 

Server

 

Model

 

800

 

Performance

 

Monitoring

 

SG24-6422

 

IBM

 

Enterprise

 

Storage

 

Server

 

Host

 

Systems

 

Attachment

 

Guide

 

2105

 

Models

 

E10,

 

E20,

 

F10,

 

and

 

F20

 

SC26–7296

 

IBM

 

Enterprise

 

Storage

 

Server

 

User’s

 

Guide

 

2105

 

Models

 

E10,

 

E20,

 

F10,

 

and

 

F20

 

SC26-7295

   

Contacting

 

customer

 

support

 

For

 

support

 

for

 

this

 

or

 

any

 

Tivoli

 

product,

 

you

 

can

 

contact

 

IBM

 

Tivoli

 

Software

 

Support

 

in

 

one

 

of

 

the

 

following

 

ways:

 

v

   

Visit

 

the

 

IBM

 

Tivoli

 

Software

 

Support

 

Web

 

site

 

at:

 

www.ibm.com/software/sysmgmt/products/support

 

v

   

The

 

IBM

 

Support

 

Solutions

 

database

 

contains

 

a

 

knowledge

 

base

 

of

 

articles

 

and

 

information

 

on

 

issues

 

related

 

to

 

backup

 

and

 

restore

 

issues.

 

Access

 

this

 

information

 

at:

 

www.ibm.com/software/sysmgmt/products/support/

 

IBMTivoliStorageManagerforHardware.html

 

Click

 

the

 

Hints

 

and

 

Tips,

 

Solutions,

 

and

 

Support

 

Flashes

 

links

 

in

 

the

 

Self

 

help

 

table

 

for

 

search

 

information.

 

v

   

Submit

 

a

 

problem

 

management

 

record

 

(PMR)

 

electronically

 

at

 

IBMSERV/IBMLINK.

 

You

 

can

 

access

 

the

 

IBMLINK

 

from

 

the

 

IBM

 

Web

 

site

 

at:

 

www.ibm.com/ibmlink

 

v

   

Submit

 

a

 

problem

 

management

 

record

 

(PMR)

 

electronically

 

at:

 

www.ibm.com/software/support/probsub.html

 

v

   

Hearing-impaired

 

customers

 

should

 

visit

 

the

 

TDD/TTY

 

Voice

 

Relay

 

services

 

and

 

Accessibility

 

Center

 

Web

 

site

 

at:

 

www.ibm.com/able/voicerelay.html

 

Customers

 

in

 

the

 

United

 

States

 

can

 

also

 

call

 

1-800-IBM-SERV

 

(1-800-426-7378).

 

International

 

customers

 

should

 

consult

 

the

 

Web

 

site

 

for

 

customer

 

support

 

telephone

 

numbers.

   

viii
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ESS
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You

 

can

 

also

 

review

 

the

 

IBM

 

Software

 

Support

 

Guide,

 

which

 

is

 

available

 

on

 

our

 

Web

 

site

 

at:

 

techsupport.services.ibm.com/guides/handbook.html

 

When

 

you

 

contact

 

IBM

 

Software

 

Support,

 

be

 

prepared

 

to

 

provide

 

identification

 

information

 

for

 

your

 

company

 

so

 

that

 

support

 

personnel

 

can

 

readily

 

assist

 

you.

 

Company

 

identification

 

information

 

is

 

needed

 

to

 

register

 

for

 

online

 

support

 

available

 

on

 

the

 

Web

 

site.

 

The

 

support

 

Web

 

site

 

offers

 

extensive

 

information,

 

including

 

a

 

guide

 

to

 

support

 

services

 

(IBM

 

Software

 

Support

 

Guide);

 

frequently

 

asked

 

questions

 

(FAQs);

 

and

 

documentation

 

for

 

all

 

IBM

 

Software

 

products,

 

including

 

Release

 

Notes,

 

Redbooks,

 

and

 

white

 

papers,

 

defects

 

(APARs),

 

and

 

solutions.

 

The

 

documentation

 

for

 

some

 

product

 

releases

 

is

 

available

 

in

 

both

 

PDF

 

and

 

HTML

 

formats.

 

Translated

 

documents

 

are

 

also

 

available

 

for

 

some

 

product

 

releases.

 

All

 

Tivoli

 

publications

 

are

 

available

 

for

 

electronic

 

download

 

or

 

order

 

from

 

the

 

IBM

 

Publications

 

Center:

 

www.ibm.com/shop/publications/order/

 

We

 

are

 

very

 

interested

 

in

 

hearing

 

about

 

your

 

experience

 

with

 

Tivoli

 

products

 

and

 

documentation.

 

We

 

also

 

welcome

 

your

 

suggestions

 

for

 

improvements.

 

If

 

you

 

have

 

comments

 

or

 

suggestions

 

about

 

our

 

documentation,

 

please

 

complete

 

our

 

customer

 

feedback

 

survey

 

by

 

selecting

 

the

 

Feedback

 

link

 

in

 

the

 

left

 

navigation

 

bar

 

at

 

the

 

following

 

Web

 

site:

 

www.ibm.com/software/sysmgmt/products/support/IBMTivoliStorageManager.html

 

Please

 

have

 

the

 

following

 

information

 

ready

 

when

 

you

 

report

 

a

 

problem:

 

v

   

The

 

Tivoli

 

Storage

 

Manager

 

Server

 

version,

 

release,

 

modification,

 

and

 

service

 

level

 

number.

 

You

 

can

 

get

 

this

 

information

 

by

 

entering

 

the

 

query

 

status

 

command

 

at

 

the

 

Tivoli

 

Storage

 

Manager

 

command

 

line.

 

v

   

The

 

Tivoli

 

Storage

 

Manager

 

client

 

version,

 

release,

 

modification,

 

and

 

service

 

level

 

number.

 

You

 

can

 

get

 

this

 

information

 

by

 

entering

 

dsmc

 

at

 

the

 

command

 

line.

 

v

   

The

 

communication

 

protocol

 

(for

 

example,

 

TCP/IP),

 

version,

 

and

 

release

 

number

 

you

 

are

 

using.

 

v

   

The

 

activity

 

you

 

were

 

doing

 

when

 

the

 

problem

 

occurred,

 

listing

 

the

 

steps

 

you

 

followed

 

before

 

the

 

problem

 

occurred.

 

v

   

The

 

exact

 

text

 

of

 

any

 

error

 

messages.

Conventions

 

used

 

in

 

this

 

book

 

This

 

document

 

uses

 

several

 

typeface

 

conventions

 

for

 

special

 

terms

 

and

 

actions.

 

These

 

conventions

 

have

 

the

 

following

 

meaning:

  

Table

 

3.

 

Typeface

 

conventions

 

Example

 

Description

 

bold

 

Commands,

 

keywords,

 

authorization

 

roles,

 

or

 

other

 

information

 

that

 

you

 

must

 

use

 

appear

 

in

 

bold.

 

Example:

 

Log

 

on

 

to

 

the

 

server

 

as

 

root

 

user.

   

Preface

 

ix
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Table

 

3.

 

Typeface

 

conventions

 

(continued)

 

Example

 

Description

 

italics

 

Values

 

or

 

variables

 

that

 

you

 

must

 

provide

 

appear

 

in

 

italics.

 

Emphasized

 

words

 

and

 

phrases

 

also

 

appear

 

in

 

italics.

 

Example:

 

The

 

node

 

name

 

of

 

the

 

production

 

node

 

and

 

backup

 

node

 

must

 

not

 

be

 

the

 

same.

 

bold

 

italics

 

Options

 

and

 

parameters

 

appear

 

in

 

bold

 

italics.

 

Example:

 

Specify

 

the

 

value

 

for

 

the

 

compression

 

option.

 

monospace

 

Directories,

 

parameters,

 

URLs,

 

and

 

output

 

examples

 

appear

 

in

 

monospace.

 

Example:

 

The

 

product

 

is

 

installed

 

in

 

the

 

/usr/tivoli/tsm/client/ba/bin

 

directory.

 

UPPER

 

CASE

 

Environment

 

variables

 

associated

 

with

 

Tivoli

 

Storage

 

Manager,

 

operating

 

systems,

 

or

 

Oracle

 

appear

 

in

 

UPPER

 

CASE.

 

Example:

 

Make

 

sure

 

the

 

DSM_DIR

 

environment

 

variable

 

is

 

set

 

correctly.
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Chapter

 

1.

 

Introducing

 

Data

 

Protection

 

for

 

ESS

 

Data

 

Protection

 

for

 

ESS

 

minimizes

 

the

 

impact

 

of

 

performing

 

Tivoli

 

Storage

 

Manager

 

database

 

backups

 

on

 

Oracle

 

servers.

 

Data

 

Protection

 

for

 

ESS

 

off-loads

 

the

 

transfer

 

of

 

backup

 

data

 

from

 

a

 

production

 

database

 

server

 

to

 

a

 

backup

 

database

 

server.

 

The

 

Oracle

 

database

 

must

 

reside

 

on

 

an

 

IBM

 

Enterprise

 

Storage

 

Server.

 

Data

 

Protection

 

for

 

ESS

 

features

 

high-efficiency

 

backup

 

and

 

recovery

 

of

 

business-critical

 

applications.

 

This

 

feature

 

minimizes

 

backup-related

 

downtime

 

and

 

user

 

disruption

 

on

 

the

 

Production

 

System

 

host.

 

The

 

Data

 

Protection

 

for

 

ESS

 

operating

 

environment

 

is

 

shown

 

in

 

Figure

 

1

 

on

 

page

 

4.

 

What’s

 

new

 

This

 

section

 

describes

 

new

 

features

 

for

 

this

 

release

 

of

 

Data

 

Protection

 

for

 

ESS.

 

Features

 

Quick

 

Restore

 

Data

 

Protection

 

for

 

ESS

 

uses

 

the

 

IBM

 

Enterprise

 

Storage

 

Server

 

flashcopy

 

feature

 

to

 

restore

 

an

 

Oracle

 

database

 

from

 

the

 

latest

 

flashcopy

 

image

 

available

 

on

 

the

 

Enterprise

 

Storage

 

Server

 

Target

 

Volumes.

 

This

 

allows

 

faster

 

restore

 

processing

 

in

 

the

 

event

 

of

 

a

 

major

 

failure

 

as

 

well

 

as

 

off-loaded

 

backups.

 

See

 

Chapter

 

6,

 

“How

 

to

 

restore

 

your

 

database

 

using

 

Quick

 

Restore,”

 

on

 

page

 

47

 

for

 

detailed

 

instructions.

 

Attention:

  

Quick

 

Restore

 

requires

 

AIX

 

5.1

 

or

 

AIX

 

5.2.

 

It

 

is

 

not

 

available

 

on

 

AIX

 

4.3.3.

Incremental

 

flashcopy

 

backup

 

and

 

restore

 

Data

 

Protection

 

for

 

ESS

 

now

 

allows

 

the

 

point

 

in

 

time

 

copy

 

of

 

an

 

Oracle

 

database

 

using

 

the

 

Enterprise

 

Storage

 

Server

 

incremental

 

flashcopy

 

feature.

 

This

 

feature

 

makes

 

it

 

possible

 

to

 

perform

 

a

 

background

 

copy

 

between

 

the

 

Enterprise

 

Storage

 

Server

 

Source

 

Volumes

 

and

 

Target

 

Volumes

 

without

 

having

 

to

 

copy

 

all

 

the

 

tracks

 

from

 

the

 

Source

 

Volumes

 

to

 

the

 

Target

 

Volumes.

 

This

 

results

 

in

 

improved

 

performance

 

for

 

the

 

Oracle

 

Servers

 

that

 

are

 

configured

 

to

 

the

 

Enterprise

 

Storage

 

Server.

 

Enterprise

 

Storage

 

Server

 

incremental

 

flashcopy

 

applies

 

only

 

to

 

the

 

storage

 

hardware

 

level

 

copy

 

(the

 

flashcopy

 

made

 

between

 

the

 

ESS

 

source

 

and

 

target

 

volumes).

 

Enterprise

 

Storage

 

Server

 

incremental

 

flashcopy

 

does

 

not

 

apply

 

to

 

the

 

application

 

level

 

copy

 

(the

 

backup

 

copy

 

of

 

the

 

database

 

to

 

the

 

Tivoli

 

Storage

 

Manager

 

Server).

  

Use

 

the

 

incremental

 

flashcopy

 

for

 

backups

 

and

 

restores

 

during

 

normal

 

production

 

operations.

 

Enterprise

 

Storage

 

Server

 

background

 

copy

 

processing

 

normally

 

takes

 

several

 

hours

 

to

 

complete

 

and

 

this

 

time

 

can

 

increase

 

with

 

larger

 

databases.

 

With

 

flashcopy,

 

the

 

production

 

database

 

server

 

is

 

available

 

immediately

 

after

 

the

 

flashcopy

 

is

 

initiated

 

(a

 

process

 

that

 

lasts

 

only

 

a

 

few

 

minutes).

 

As

 

a

 

result,

 

background

 

copy

 

processing

 

does

 

not

 

affect

 

the

 

availability

 

of

 

the

 

production

 

database

 

server.

 

However,

 

you

 

cannot

 

perform

 

a

 

Quick

 

Restore

 

or

 

another

 

flashcopy

 

backup

 

while

 

the

 

background

 

copy

 

for

 

the

 

previous

 

backup

 

is

 

still

 

processing.

 

Thus

 

by

 

using

 

the

 

incremental

 

flashcopy

 

feature,

 

you

 

can

 

have

 

a

 

backup

 

version

 

available
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for

 

Quick

 

Restore

 

sooner

 

and

 

are

 

also

 

able

 

to

 

schedule

 

backups

 

more

 

frequently.

 

Note

 

that

 

if

 

an

 

entire

 

database

 

is

 

lost,

 

the

 

Quick

 

Restore

 

will

 

be

 

a

 

full

 

volume

 

background

 

copy.

  

See

 

“Incremental

 

flashcopy”

 

on

 

page

 

35

 

for

 

detailed

 

information

 

about

 

how

 

this

 

feature

 

performs

 

in

 

relation

 

to

 

Setup

 

File

 

parameters,

 

software

 

levels,

 

Data

 

Protection

 

for

 

ESS

 

commands,

 

and

 

flashcopy

 

relationships.

Attention:

  

The

 

incremental

 

flashcopy

 

feature

 

requires

 

AIX

 

5.1

 

or

 

AIX

 

5.2.

 

It

 

is

 

not

 

available

 

on

 

AIX

 

4.3.3.

Data

 

Protection

 

for

 

ESS

 

on

 

HACMP

 

and

 

Oracle

 

OPS/RAC

 

Setup

 

Data

 

Protection

 

for

 

ESS

 

can

 

be

 

set

 

up

 

to

 

operate

 

in

 

a

 

High

 

Availability

 

Cluster

 

Multi-Processing

 

(HACMP)

 

and

 

Oracle

 

Parallel

 

Server/Real

 

Application

 

Cluster

 

(OPS/RAC)

 

environment.

 

See

 

“Sample

 

HACMP

 

and

 

Oracle

 

OPS/RAC

 

Setup

 

for

 

use

 

with

 

Data

 

Protection

 

for

 

ESS”

 

on

 

page

 

82

 

for

 

this

 

procedure.

 

File

 

system

 

consistency

 

check

 

Data

 

Protection

 

for

 

ESS

 

backup

 

processing

 

can

 

fail

 

when

 

flashcopied

 

file

 

systems

 

are

 

inconsistent.

 

For

 

example,

 

inconsistency

 

can

 

occur

 

when

 

datafiles

 

or

 

tablespace

 

containers

 

extend

 

during

 

flashcopy

 

processing,

 

a

 

JFS

 

log

 

logical

 

volume

 

is

 

striped

 

across

 

multiple

 

volumes

 

within

 

the

 

same

 

volume

 

group,

 

or

 

changes

 

are

 

made

 

to

 

the

 

file

 

system

 

during

 

flashcopy

 

processing.

 

Inode

 

changes

 

can

 

also

 

create

 

inconsistency

 

such

 

as

 

when

 

a

 

file

 

is

 

created

 

or

 

deleted,

 

or

 

when

 

a

 

write

 

call

 

causes

 

a

 

block

 

to

 

be

 

allocated.

 

To

 

prevent

 

backup

 

failures,

 

Data

 

Protection

 

for

 

ESS

 

checks

 

for

 

file

 

system

 

consistency

 

on

 

flashcopied

 

database

 

volumes.

 

This

 

is

 

especially

 

important

 

when

 

a

 

database

 

is

 

backed

 

up

 

to

 

Enterprise

 

Storage

 

Server

 

Target

 

Volumes

 

for

 

use

 

in

 

Quick

 

Restore

 

processing.

 

See

 

29

 

for

 

more

 

information.

Attention:

  

The

 

File

 

system

 

consistency

 

check

 

feature

 

requires

 

AIX

 

5.1

 

or

 

AIX

 

5.2.

 

It

 

is

 

not

 

available

 

on

 

AIX

 

4.3.3.

Commands

 

Backup

  

Previous

 

versions

 

of

 

Data

 

Protection

 

for

 

ESS

 

only

 

performed

 

backups

 

of

 

your

 

Oracle

 

database

 

and

 

did

 

not

 

require

 

specifying

 

″backup″

 

on

 

the

 

command

 

line.

 

With

 

several

 

new

 

commands

 

available

 

in

 

Version

 

5.2.1,

 

″backup″

 

can

 

now

 

be

 

specified

 

on

 

the

 

command

 

line.

 

See

 

“backup”

 

on

 

page

 

39

 

for

 

detailed

 

information.

 

Restore

 

This

 

command

 

allows

 

you

 

to

 

restore

 

the

 

Oracle

 

database

 

specified

 

in

 

the

 

Setup

 

File.

 

See

 

“restore”

 

on

 

page

 

40

 

for

 

detailed

 

information.

 

Monitor

 

This

 

command

 

allows

 

you

 

to

 

ensure

 

that

 

the

 

background

 

copy

 

process

 

for

 

each

 

of

 

the

 

Source

 

Volumes

 

and

 

Target

 

Volumes

 

completes

 

successfully.

 

See

 

“monitor”

 

on

 

page

 

39

 

for

 

detailed

 

information.

 

Querydisk

 

This

 

command

 

allows

 

you

 

to

 

display

 

information

 

about

 

the

 

Enterprise

 

Storage

 

Server

 

Source

 

Volumes

 

and

 

Target

 

Volumes

 

related

 

to

 

your

 

databases.

 

See

 

“querydisk”

 

on

 

page

 

40

 

for

 

detailed

 

information.

 

Attention:

  

The

 

querydisk

 

command

 

requires

 

AIX

 

5.1

 

or

 

AIX

 

5.2.

 

It

 

is

 

not

 

available

 

on

 

AIX

 

4.3.3.
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Withdraw

 

This

 

command

 

allows

 

you

 

to

 

withdraw

 

the

 

persistent

 

flashcopy

 

relationship

 

between

 

all

 

the

 

Enterprise

 

Storage

 

Server

 

Source

 

Volumes

 

and

 

Target

 

Volumes

 

related

 

to

 

your

 

databases.

 

See

 

“withdraw”

 

on

 

page

 

40

 

for

 

detailed

 

information.

 

Attention:

  

The

 

withdraw

 

command

 

requires

 

AIX

 

5.1

 

or

 

AIX

 

5.2.

 

It

 

is

 

not

 

available

 

on

 

AIX

 

4.3.3.

Help

 

This

 

command

 

displays

 

Data

 

Protection

 

for

 

ESS

 

command

 

syntax.

 

See

 

“help”

 

on

 

page

 

39

 

for

 

detailed

 

information.

Options

 

backup_destination

 

This

 

optional

 

Setup

 

File

 

parameter

 

allows

 

you

 

to

 

select

 

the

 

destination

 

of

 

your

 

flashcopied

 

Oracle

 

database.

 

See

 

page

 

29

 

for

 

more

 

information.

 

database_ops_host_sid_orchome

 

This

 

optional

 

Setup

 

File

 

parameter

 

allows

 

you

 

specify

 

remote

 

Oracle

 

host

 

information

 

when

 

operating

 

in

 

an

 

OPS

 

environment.

 

See

 

page

 

30

 

for

 

more

 

information.

 

database_control_file_restore

 

This

 

optional

 

Setup

 

File

 

parameter

 

allows

 

you

 

specify

 

whether

 

to

 

restore

 

Oracle

 

control

 

files

 

after

 

Quick

 

Restore

 

processing

 

completes.

 

See

 

page

 

29

 

for

 

more

 

information.

 

shark_query_interval

 

This

 

optional

 

Setup

 

File

 

parameter

 

allows

 

you

 

specify

 

the

 

interval

 

between

 

queries

 

to

 

the

 

Copy

 

Services

 

server

 

to

 

determine

 

if

 

the

 

background

 

copy

 

process

 

for

 

a

 

flashcopy

 

backup

 

or

 

restore

 

operation

 

has

 

completed

 

successfully.

 

See

 

page

 

31

 

for

 

more

 

information.

 

shark_query_lun_status

 

This

 

optional

 

Setup

 

File

 

parameter

 

allows

 

you

 

to

 

specify

 

whether

 

Data

 

Protection

 

for

 

ESS

 

determines

 

if

 

the

 

Source

 

Volumes

 

and

 

Target

 

Volumes

 

are

 

involved

 

in

 

another

 

flashcopy

 

or

 

peer-to-peer

 

remote

 

copy

 

(PPRC)

 

operation.

 

See

 

page

 

31

 

for

 

more

 

information.

Data

 

Protection

 

for

 

ESS

 

operating

 

environment

 

The

 

operating

 

environment

 

consists

 

of

 

an

 

Oracle

 

database

 

Server

 

executing

 

on

 

an

 

AIX

 

server

 

attached

 

to

 

an

 

IBM

 

Enterprise

 

Storage

 

Server.

 

This

 

AIX

 

server

 

is

 

the

 

Production

 

System.

 

Another

 

AIX

 

server,

 

the

 

Backup

 

System,

 

is

 

attached

 

to

 

the

 

Enterprise

 

Storage

 

Server

 

to

 

back

 

up

 

the

 

copied

 

database

 

to

 

a

 

Tivoli

 

Storage

 

Manager

 

Server.
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1.

 

Production

 

System

 

The

 

Production

 

System

 

is

 

a

 

pSeries

 

(RS/6000)

 

workstation

 

connected

 

to

 

an

 

IBM

 

Enterprise

 

Storage

 

Server.

 

These

 

applications

 

must

 

be

 

installed

 

on

 

the

 

Production

 

System:

 

v

   

Data

 

Protection

 

for

 

ESS

 

v

   

Data

 

Protection

 

for

 

Oracle

 

for

 

AIX

 

v

   

Oracle

 

Server

 

v

   

Tivoli

 

Storage

 

Manager

 

backup-archive

 

client

 

v

   

Tivoli

 

Storage

 

Manager

 

API

 

v

   

IBM

 

Enterprise

 

Storage

 

Server

 

Copy

 

Services

 

Command

 

Line

 

Interface

2.

 

Backup

 

System

 

The

 

Backup

 

System

 

is

 

a

 

pSeries

 

(RS/6000)

 

workstation

 

connected

 

to

 

an

 

IBM

 

Enterprise

 

Storage

 

Server.

 

These

 

applications

 

must

 

be

 

installed

 

on

 

the

 

Backup

 

System:

 

v

   

Data

 

Protection

 

for

 

ESS

 

v

   

Data

 

Protection

 

for

 

Oracle

 

for

 

AIX

 

v

   

Oracle

 

Server

 

v

   

Tivoli

 

Storage

 

Manager

 

backup-archive

 

client

 

v

   

Tivoli

 

Storage

 

Manager

 

API

 

v

   

IBM

 

Enterprise

 

Storage

 

Server

 

Copy

 

Services

 

Command

 

Line

 

Interface

3

4

7 7

5

21

66

  

Figure

 

1.

 

Data

 

Protection

 

for

 

ESS

 

operating

 

environment
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3.

 

IBM

 

Enterprise

 

Storage

 

Server

 

The

 

IBM

 

Enterprise

 

Storage

 

Server

 

contains

 

the

 

Oracle

 

database

 

to

 

be

 

backed

 

up.

 

4.

 

Tivoli

 

Storage

 

Manager

 

Server

 

The

 

backed

 

up

 

Oracle

 

database

 

is

 

managed

 

by

 

Tivoli

 

Storage

 

Manager

 

Server

 

policies.

 

5.

 

Backups

 

on

 

Tivoli

 

Storage

 

Manager

 

storage

 

Oracle

 

databases

 

backed

 

up

 

by

 

Data

 

Protection

 

for

 

ESS

 

are

 

stored

 

on

 

Tivoli

 

Storage

 

Manager

 

storage.

 

6.

 

Flashcopy

 

back

 

up

 

A

 

point-in-time

 

copy

 

of

 

Oracle

 

database

 

volumes

 

from

 

the

 

Production

 

System.

 

7.

 

Quick

 

Restore

 

(flashcopy

 

restore)

 

A

 

quick

 

recovery

 

of

 

a

 

Oracle

 

database

 

from

 

the

 

latest

 

flashcopy

 

image

 

available

 

on

 

the

 

Enterprise

 

Storage

 

Server

 

Target

 

Volumes.

Data

 

Protection

 

for

 

ESS

 

functions

 

Data

 

Protection

 

for

 

ESS

 

provides

 

these

 

features:

 

v

   

Back

 

up

 

Oracle

 

databases

 

with

 

minimal

 

impact

 

and

 

downtime

 

on

 

the

 

production

 

Oracle

 

database

 

server

 

v

   

Restore

 

Oracle

 

databases

 

from

 

Tivoli

 

Storage

 

Manager

 

storage

 

to

 

your

 

Production

 

System

 

or

 

your

 

Backup

 

System.

 

v

   

Perform

 

a

 

Quick

 

Restore

 

(flashcopy

 

restore)

 

of

 

your

 

Oracle

 

database

 

from

 

the

 

backup

 

image

 

on

 

the

 

Enterprise

 

Storage

 

Server

 

Target

 

Volumes

 

to

 

the

 

Production

 

System.

 

v

   

Automate

 

backup

 

operations

 

v

   

Integrate

 

with

 

Tivoli

 

Storage

 

Manager

 

Media

 

Management

 

functions

 

v

   

Support

 

IBM

 

Subsystem

 

Device

 

Driver

 

(SDD)

 

functions

 

v

   

Globalization

 

support

Oracle

 

database

 

backup

  

Data

 

Protection

 

for

 

ESS

 

uses

 

the

 

IBM

 

Enterprise

 

Storage

 

Server

 

flashcopy

 

feature

 

to

 

create

 

a

 

point-in-time

 

copy

 

of

 

database

 

volumes

 

from

 

the

 

Oracle

 

Production

 

System.

 

The

 

copied

 

database

 

volumes

 

are

 

then

 

made

 

available

 

for

 

back

 

up

 

to

 

a

 

Tivoli

 

Storage

 

Manager

 

Server

 

by

 

a

 

secondary

 

host

 

(Backup

 

System)

 

running

 

Data

 

Protection

 

for

 

Oracle.

 

Because

 

the

 

Backup

 

System

 

performs

 

most

 

of

 

the

 

processing,

 

the

 

Production

 

System

 

can

 

dedicate

 

processor

 

time

 

to

 

other

 

applications.

 

This

 

greatly

 

reduces

 

any

 

backup-related

 

performance

 

impact

 

on

 

the

 

Production

 

System.

  

Although

 

Data

 

Protection

 

for

 

ESS

 

uses

 

a

 

single

 

Backup

 

System,

 

you

 

can

 

perform

 

a

 

flashcopy

 

backup

 

of

 

multiple

 

Oracle

 

databases.

 

These

 

databases

 

can

 

reside

 

on

 

either

 

a

 

single

 

Production

 

System

 

or

 

multiple

 

Production

 

Systems.

 

However,

 

you

 

cannot

 

back

 

up

 

multiple

 

databases

 

concurrently.

 

Back

 

ups

 

of

 

multiple

 

databases

 

must

 

be

 

serialized.

 

For

 

the

 

best

 

performance

 

results,

 

use

 

one

 

Backup

 

System

 

for

 

each

 

Production

 

System.

 

Oracle

 

database

 

restore

  

Data

 

Protection

 

for

 

ESS

 

uses

 

the

 

Oracle

 

8.1.7

 

or

 

Oracle

 

9i

 

Recovery

 

Manager

 

(RMAN)

 

utility

 

in

 

conjunction

 

with

 

Data

 

Protection

 

for

 

Oracle

 

to

 

conduct

 

restore

 

procedures.

 

After

 

initiating

 

a

 

restore

 

with

 

the

 

Oracle

 

8.1.7

 

RMAN

 

utility,

 

Data

 

Protection

 

for

 

Oracle

 

uses

 

the

 

Tivoli

 

Storage

 

Manager
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API

 

to

 

interface

 

with

 

the

 

Tivoli

 

Storage

 

Manager

 

Server

 

to

 

transmit

 

data.

 

As

 

a

 

result,

 

Data

 

Protection

 

for

 

ESS

 

supports

 

multiple

 

parallel

 

restores.

 

Oracle

 

database

 

Quick

 

Restore

 

Data

 

Protection

 

for

 

ESS

 

uses

 

the

 

IBM

 

Enterprise

 

Storage

 

Server

 

flashcopy

 

feature

 

to

 

restore

 

an

 

Oracle

 

database

 

from

 

the

 

latest

 

flashcopy

 

image

 

available

 

on

 

the

 

Enterprise

 

Storage

 

Server

 

Target

 

Volumes.

 

Note

 

that

 

Oracle

 

databases

 

backed

 

up

 

with

 

Data

 

Protection

 

for

 

ESS

 

Version

 

5.2.0

 

(or

 

earlier)

 

must

 

be

 

restored

 

with

 

RMAN

 

and

 

Data

 

Protection

 

for

 

Oracle.

 

Quick

 

Restore

 

processing

 

is

 

only

 

available

 

for

 

Oracle

 

databases

 

backed

 

up

 

with

 

Data

 

Protection

 

for

 

ESS

 

Version

 

5.2.1

 

(or

 

later).

 

Scheduled

 

backups

  

You

 

can

 

schedule

 

automated

 

Oracle

 

backups

 

from

 

the

 

Tivoli

 

Storage

 

Manager

 

Server.

 

You

 

can

 

select

 

when

 

the

 

backups

 

occur

 

without

 

waiting

 

for

 

off-peak

 

hours

 

or

 

maintenance

 

downtime.

 

Integration

 

with

 

Tivoli

 

Storage

 

Manager

  

All

 

Tivoli

 

Storage

 

Manager

 

storage

 

devices

 

and

 

media

 

management

 

capabilities

 

are

 

available

 

to

 

Data

 

Protection

 

for

 

ESS.

 

You

 

can

 

share

 

the

 

devices

 

used

 

for

 

other

 

backups

 

or

 

give

 

Oracle

 

exclusive

 

use

 

of

 

certain

 

devices

 

and

 

media.

 

Data

 

Protection

 

for

 

ESS

 

supports

 

media

 

and

 

tape

 

management

 

for

 

off-site

 

vaulting.

 

IBM

 

Subsystem

 

Device

 

Driver

 

support

  

Data

 

Protection

 

for

 

ESS

 

provides

 

basic

 

support

 

for

 

IBM

 

Subsystem

 

Device

 

Driver.

 

SDD

 

resides

 

on

 

the

 

host

 

servers

 

(Production

 

System

 

and

 

Backup

 

System)

 

with

 

the

 

native

 

device

 

driver

 

for

 

the

 

Enterprise

 

Storage

 

Server.

 

SDD

 

uses

 

redundant

 

connections

 

between

 

the

 

host

 

server

 

and

 

disk

 

storage

 

in

 

an

 

Enterprise

 

Storage

 

Server

 

to

 

provide

 

enhanced

 

performance

 

and

 

data

 

availability.

 

Refer

 

to

 

your

 

SDD

 

documentation

 

for

 

further

 

information.

 

Globalization

 

support

 

Data

 

Protection

 

for

 

ESS

 

supports

 

the

 

following

 

languages:

 

v

   

Brazilian

 

Portuguese

 

v

   

French

 

v

   

German

 

v

   

Italian

 

v

   

Japanese

 

v

   

Korean

 

v

   

Simplified

 

Chinese

 

v

   

Spanish

 

v

   

Traditional

 

Chinese

How

 

Data

 

Protection

 

for

 

ESS

 

uses

 

Data

 

Protection

 

for

 

Oracle

 

Data

 

Protection

 

for

 

Oracle

 

supports

 

Oracle

 

8.1.7

 

and

 

Oracle

 

9i

 

databases

 

with

 

the

 

RMAN

 

utility.

 

RMAN

 

backs

 

up

 

and

 

restores

 

Oracle

 

databases

 

in

 

both

 

online

 

and

 

offline

 

settings.

 

While

 

RMAN

 

initiates

 

a

 

backup

 

or

 

restore,

 

Data

 

Protection

 

for

 

Oracle

 

acts

 

as

 

the

 

interface

 

to

 

the

 

Tivoli

 

Storage

 

Manager

 

Server.

 

The

 

Tivoli

 

Storage

 

Manager

 

Server

 

then

 

applies

 

administrator-defined

 

storage

 

management

 

policies

 

to

 

the

 

data.

 

The

 

version

 

of

 

Data

 

Protection

 

for

 

Oracle

 

used

 

with

 

Data

 

Protection

 

for

 

ESS

 

must

 

operate

 

with

 

a

 

Version

 

5.1.0

 

(or

 

later)

 

Tivoli

 

Storage

 

Manager

 

Server.

 

Data
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Protection

 

for

 

Oracle

 

translates

 

Oracle

 

API

 

commands

 

into

 

Tivoli

 

Storage

 

Manager

 

API

 

calls

 

to

 

transfer

 

data

 

to

 

or

 

from

 

the

 

Tivoli

 

Storage

 

Manager

 

Server.

   

Chapter

 

1.
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for

 

ESS
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Chapter

 

2.

 

Installing

 

Data

 

Protection

 

for

 

ESS

  

Attention

 

For

 

current

 

information

 

concerning

 

installation

 

of

 

Data

 

Protection

 

for

 

ESS,

 

refer

 

to

 

the

 

README.TDPESS.ORACLE

 

file

 

shipped

 

on

 

the

 

product

 

installation

 

media.

 

This

 

chapter

 

provides

 

information

 

on

 

environment

 

requirements

 

and

 

installation

 

instructions

 

for

 

Data

 

Protection

 

for

 

ESS.

 

This

 

information

 

is

 

presented

 

in

 

two

 

sections:

 

Pre-installation

 

requirements

 

This

 

section

 

describes

 

the

 

hardware,

 

software,

 

and

 

environment

 

required

 

before

 

installing

 

Data

 

Protection

 

for

 

ESS.

 

An

 

overview

 

of

 

the

 

Data

 

Protection

 

for

 

ESS

 

operating

 

environment

 

is

 

shown

 

in

 

Figure

 

1

 

on

 

page

 

4.

 

Installing

 

Data

 

Protection

 

for

 

ESS

 

This

 

section

 

describes

 

how

 

to

 

install

 

Data

 

Protection

 

for

 

ESS.

Data

 

Protection

 

for

 

ESS

 

must

 

be

 

configured

 

after

 

successful

 

installation.

 

See

 

Chapter

 

3,

 

“Configuring

 

Data

 

Protection

 

for

 

ESS,”

 

on

 

page

 

15

 

for

 

detailed

 

instructions.

 

Pre-installation

 

requirements

 

Hardware

 

The

 

following

 

hardware

 

must

 

exist

 

before

 

installing

 

Data

 

Protection

 

for

 

ESS:

 

v

   

Two

 

pSeries

 

(RS/6000)

 

workstations

 

(one

 

for

 

the

 

Production

 

System

 

and

 

one

 

for

 

the

 

Backup

 

System)

 

v

   

IBM

 

Enterprise

 

Storage

 

Server

 

2105

 

with

 

the

 

flashcopy

 

feature

 

at

 

a

 

level

 

expected

 

to

 

match

 

flashcopy

 

backup

 

requirements

 

v

   

Disk

 

space:

 

2

 

MB

 

v

   

Memory:

 

64

 

MB

Software

 

The

 

following

 

software

 

must

 

be

 

installed

 

and

 

configured

 

on

 

both

 

the

 

Backup

 

System

 

and

 

Production

 

System

 

before

 

installing

 

Data

 

Protection

 

for

 

ESS:

 

v

   

One

 

of

 

the

 

following

 

versions

 

of

 

Oracle

 

Server:

 

–

   

Oracle

 

Server

 

Version

 

8.1.7

 

for

 

AIX

 

(or

 

later)

 

-

   

or

 

Oracle

 

Server

 

Version

 

8.1.7

 

for

 

AIX

 

in

 

an

 

Oracle

 

Parallel

 

Server

 

environment
–

   

Oracle

 

Server

 

Version

 

9i

 

for

 

AIX

 

-

   

or

 

Oracle

 

Server

 

Version

 

9i

 

for

 

AIX

 

in

 

a

 

Real

 

Application

 

Cluster

 

environment
v

   

Data

 

Protection

 

for

 

Oracle

 

for

 

AIX

 

Version

 

5.2.0

 

(or

 

later)

 

v

   

One

 

of

 

the

 

following

 

versions

 

of

 

AIX:

 

–

   

AIX

 

4.3.3

 

–

   

AIX

 

5.1

 

–

   

AIX

 

5.2

 

©
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Note:

  

The

 

following

 

features

 

require

 

AIX

 

5.1

 

or

 

AIX

 

5.2.

 

They

 

are

 

not

 

available

 

on

 

AIX

 

4.3.3:

 

–

    

Incremental

 

flashcopy

 

–

   

File

 

system

 

consistency

 

check

 

–

   

Quick

 

Restore

 

–

   

withdraw

 

command

 

–

   

querydisk

 

command
v

   

Enterprise

 

Storage

 

Server

 

Copy

 

Services

 

Command-Line

 

Interface

 

(CLI)

 

1.5.2.1

 

(or

 

later)

Note:

  

The

 

incremental

 

flashcopy

 

feature

 

requires

 

Enterprise

 

Storage

 

Server

 

Version

 

2.3

 

(or

 

later)

 

and

 

Copy

 

Services

 

CLI

 

2.3.0

 

(or

 

later)

 

v

   

Tivoli

 

Storage

 

Manager

 

backup-archive

 

client

 

Version

 

5.1.5

 

(or

 

later)

 

v

   

Tivoli

 

Storage

 

Manager

 

API

 

Version

 

5.1.5

 

(or

 

later)

  

The

 

Tivoli

 

Storage

 

Manager

 

API

 

is

 

a

 

separate

 

installation

 

package

 

that

 

is

 

part

 

of

 

the

 

backup-archive

 

client

 

package.

 

When

 

running

 

in

 

a

 

64-bit

 

environment,

 

you

 

must

 

install

 

the

 

32-bit

 

Tivoli

 

Storage

 

Manager

 

API

 

for

 

Data

 

Protection

 

for

 

ESS

 

and

 

64-bit

 

Tivoli

 

Storage

 

Manager

 

API

 

for

 

Data

 

Protection

 

for

 

Oracle.

The

 

following

 

software

 

must

 

be

 

accessible

 

to

 

both

 

the

 

Backup

 

System

 

and

 

Production

 

System

 

before

 

installing

 

Data

 

Protection

 

for

 

ESS:

 

v

   

Tivoli

 

Storage

 

Manager

 

Server

 

Version

 

5.1

 

(or

 

later)

Environment

 

The

 

following

 

environment

 

must

 

exist

 

before

 

installing

 

Data

 

Protection

 

for

 

ESS:

 

Enterprise

 

Storage

 

Server

 

v

   

Both

 

pSeries

 

(RS/6000)

 

workstations

 

must

 

be

 

connected

 

to

 

the

 

Enterprise

 

Storage

 

Server.

 

v

   

The

 

Enterprise

 

Storage

 

Server

 

microcode

 

level

 

must

 

match

 

the

 

version

 

of

 

the

 

Enterprise

 

Storage

 

Server

 

Copy

 

Services

 

CLI.

 

For

 

example,

 

since

 

the

 

Enterprise

 

Storage

 

Server

 

incremental

 

flashcopy

 

feature

 

requires

 

Enterprise

 

Storage

 

Server

 

CLI

 

2.3.0,

 

the

 

Enterprise

 

Storage

 

Server

 

must

 

be

 

microcode

 

version

 

2.3.0.

 

v

   

The

 

Enterprise

 

Storage

 

Server

 

must

 

be

 

configured

 

so

 

that

 

proper

 

logical

 

unit

 

numbers

 

(LUNs)

 

are

 

available

 

to

 

the

 

Production

 

System

 

and

 

the

 

Backup

 

System.

 

v

   

Enterprise

 

Storage

 

Server

 

Copy

 

Services

 

CLI

 

code

 

must

 

be

 

installed

 

on

 

the

 

Production

 

System

 

and

 

the

 

Backup

 

System.

 

The

 

path

 

to

 

the

 

Copy

 

Services

 

code

 

is

 

specified

 

with

 

the

 

shark_copy_service_code

 

parameter

 

in

 

the

 

Setup

 

File.

 

You

 

must

 

update

 

this

 

parameter

 

when

 

upgrading

 

to

 

Enterprise

 

Storage

 

Server

 

Version

 

2.2.0

 

as

 

the

 

Enterprise

 

Storage

 

Server

 

Copy

 

Services

 

CLI

 

Version

 

2.2.0

 

default

 

installation

 

directory

 

differs

 

from

 

earlier

 

releases.

 

See

 

“Setup

 

File

 

parameters”

 

on

 

page

 

25

 

for

 

information

 

about

 

this

 

parameter.

 

v

   

Enterprise

 

Storage

 

Server

 

LUNs

 

containing

 

the

 

Oracle

 

database

 

(Source

 

Volumes)

 

must

 

be

 

accessible

 

to

 

the

 

Production

 

System.

 

v

   

Enterprise

 

Storage

 

Server

 

LUNs

 

intended

 

to

 

be

 

used

 

as

 

the

 

Target

 

Volumes

 

for

 

backing

 

up

 

the

 

Oracle

 

database

 

must

 

be

 

accessible

 

to

 

the

 

Backup

 

System.

 

v

   

The

 

Source

 

Volumes

 

and

 

Target

 

Volumes

 

must

 

reside

 

in

 

the

 

same

 

logical

 

subsystem

 

(LSS)

 

on

 

Enterprise

 

Storage

 

Server

 

versions

 

earlier

 

than

 

2.2.0.

 

v

   

The

 

Target

 

Volumes

 

and

 

Source

 

Volumes

 

must

 

be

 

the

 

same

 

size.

 

v

   

The

 

Source

 

Volumes

 

and

 

Target

 

Volumes

 

must

 

reside

 

on

 

the

 

same

 

Enterprise

 

Storage

 

Server.
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Oracle

 

v

   

Oracle

 

is

 

installed

 

on

 

both

 

the

 

Production

 

System

 

and

 

Backup

 

System.

 

v

   

Create

 

the

 

Oracle

 

target

 

database

 

on

 

the

 

Production

 

System

 

so

 

that

 

the

 

datafiles

 

reside

 

on

 

the

 

Enterprise

 

Storage

 

Server

 

Source

 

Volumes,

 

as

 

defined

 

above.

 

v

   

When

 

creating

 

file

 

systems

 

for

 

your

 

database

 

on

 

volume

 

groups

 

with

 

Enterprise

 

Storage

 

Server

 

volumes,

 

make

 

sure

 

the

 

JFS

 

log

 

is

 

located

 

on

 

a

 

single

 

volume

 

within

 

the

 

volume

 

group.

 

The

 

flashcopy

 

backup

 

may

 

fail

 

if

 

the

 

JFS

 

log

 

is

 

striped

 

across

 

multiple

 

volumes

 

within

 

the

 

volume

 

group.

 

v

   

Oracle

 

datafiles

 

to

 

be

 

backed

 

up

 

must

 

reside

 

completely

 

on

 

the

 

Enterprise

 

Storage

 

Server

 

and

 

must

 

be

 

visible

 

to

 

the

 

Production

 

System.

 

Oracle

 

databases

 

must

 

be

 

located

 

on

 

Journaled

 

File

 

Systems

 

(JFS)

 

or

 

on

 

AIX

 

raw

 

logical

 

volumes.

 

JFS

 

and

 

raw

 

volumes

 

must

 

be

 

configured

 

on

 

Enterprise

 

Storage

 

Server

 

volumes.

 

v

   

Perform

 

the

 

following

 

configuration

 

tasks

 

when

 

planning

 

and

 

designing

 

your

 

Oracle

 

databases

 

for

 

use

 

with

 

the

 

Enterprise

 

Storage

 

Server:

 

–

   

Place

 

Oracle

 

redo

 

logs

 

on

 

one

 

or

 

more

 

volume

 

groups.

 

You

 

can

 

place

 

these

 

logs

 

on

 

the

 

Enterprise

 

Storage

 

Server

 

or

 

on

 

a

 

local

 

disk.

 

–

   

Place

 

Oracle

 

control

 

files

 

on

 

one

 

or

 

more

 

volume

 

groups.

 

You

 

can

 

place

 

these

 

files

 

on

 

the

 

Enterprise

 

Storage

 

Server

 

or

 

on

 

a

 

local

 

disk.

 

–

   

Place

 

Oracle

 

datafiles

 

on

 

one

 

or

 

more

 

volume

 

groups.

 

These

 

datafiles

 

must

 

be

 

placed

 

on

 

the

 

Enterprise

 

Storage

 

Server

 

as

 

they

 

will

 

be

 

backed

 

up

 

and

 

restored

 

using

 

the

 

Enterprise

 

Storage

 

Server

 

flashcopy

 

feature.

 

–

   

Keep

 

the

 

volume

 

groups

 

for

 

data

 

separate

 

from

 

the

 

volume

 

groups

 

for

 

redo

 

logs

 

and

 

control

 

files.

SDD

 

Data

 

Protection

 

for

 

ESS

 

supports

 

the

 

following

 

SDD

 

configurations:

 

v

   

SDD

 

is

 

not

 

installed

 

on

 

the

 

Production

 

System

 

and

 

the

 

volume

 

group

 

that

 

contains

 

the

 

Oracle

 

database

 

has

 

AIX

 

hdisk

 

devices.

 

v

   

SDD

 

is

 

installed

 

on

 

the

 

Production

 

System

 

and

 

the

 

volume

 

group

 

that

 

contains

 

the

 

Oracle

 

database

 

has

 

AIX

 

vpath

 

devices.

 

v

   

SDD

 

is

 

installed

 

on

 

the

 

Production

 

System

 

and

 

the

 

volume

 

group

 

that

 

contains

 

the

 

Oracle

 

database

 

has

 

AIX

 

hdisk

 

devices.

 

v

   

SDD

 

is

 

installed

 

on

 

the

 

Production

 

System

 

but

 

not

 

on

 

the

 

Backup

 

System.

 

v

   

SDD

 

is

 

installed

 

on

 

the

 

Backup

 

System

 

but

 

not

 

on

 

the

 

Production

 

System.

Note

 

that

 

Data

 

Protection

 

for

 

ESS

 

does

 

not

 

support

 

SDD

 

volume

 

groups

 

that

 

contain

 

an

 

Oracle

 

database

 

which

 

has

 

a

 

combination

 

of

 

hdisk

 

and

 

vpath

 

devices.

 

Installation

 

procedure

 

Important!

 

Data

 

Protection

 

for

 

ESS

 

must

 

be

 

installed

 

on

 

both

 

the

 

Backup

 

System

 

and

 

Production

 

System.

 

Perform

 

these

 

instructions

 

to

 

install

 

Data

 

Protection

 

for

 

ESS:

  

1.

   

Insert

 

the

 

CD-ROM

 

containing

 

the

 

client

 

package

 

into

 

the

 

CD-ROM

 

drive.

  

2.

   

Log

 

on

 

to

 

the

 

Production

 

System

 

as

 

root

 

user.

  

3.

   

Enter

 

smitty

 

install

 

at

 

the

 

command

 

prompt.

  

4.

   

Select

 

Install

 

and

 

Update

 

Software.

 

Press

 

Enter.

  

5.

   

Select

 

Install

 

and

 

Update

 

from

 

LATEST

 

Available

 

Software.

 

Press

 

Enter.

  

6.

   

Enter

 

/dev/cd0

 

in

 

the

 

Entry

 

Field

 

for

 

INPUT

 

device

 

/

 

directory

 

for

 

software.

 

Press

 

Enter.

   

Chapter

 

2.

 

Installing

 

Data

 

Protection

 

for

 

ESS

 

11

|
|
|
|

|
|
|
|

|
|

|
|

|
|

|
|
|

|
|



7.

   

Highlight

 

the

 

SOFTWARE

 

to

 

install

 

option.

 

Press

 

F4

 

to

 

list

 

available

 

software.

  

8.

   

Highlight

 

the

 

Data

 

Protection

 

for

 

ESS

 

installable

 

package

 

(tivoli.tsm.client.essorc.aix43.32bit)

 

and

 

press

 

F7.

  

9.

   

Highlight

 

the

 

Data

 

Protection

 

for

 

ESS

 

publications

 

installable

 

package

 

(tivoli.tsm.client.essorc.books)

 

and

 

press

 

F7.

 

10.

   

Press

 

Enter.

 

11.

   

When

 

the

 

Install

 

and

 

Update

 

from

 

LATEST

 

Available

 

Software

 

window

 

displays,

 

press

 

Enter.

 

12.

   

A

 

window

 

displays

 

with

 

this

 

message:

   

ARE

 

YOU

 

SURE?

 

Press

 

Enter

 

to

 

continue

 

the

 

installation

 

procedure.

 

13.

   

After

 

successfully

 

installing

 

Data

 

Protection

 

for

 

ESS,

 

press

 

F10

 

to

 

exit

 

the

 

smitty

 

install

 

environment.

 

14.

   

Verify

 

that

 

the

 

correct

 

version

 

of

 

Data

 

Protection

 

for

 

ESS

 

is

 

installed

 

by

 

running

 

the

 

following

 

command:

 

lslpp

 

-L

 

|

 

grep

 

-i

 

tivoli

 

The

 

tivoli.tsm.client.essorc.aix43.32bit

 

should

 

display

 

5.2.1.0.

Repeat

 

this

 

installation

 

procedure

 

on

 

the

 

Backup

 

System.

Note:

  

Make

 

sure

 

you

 

have

 

installed

 

the

 

Tivoli

 

Storage

 

Manager

 

32-bit

 

API

 

(even

 

when

 

operating

 

in

 

a

 

64-bit

 

environment)

 

as

 

the

 

32-bit

 

API

 

is

 

required

 

by

 

Data

 

Protection

 

for

 

ESS.

 

Data

 

Protection

 

for

 

ESS

 

files

 

The

 

following

 

Data

 

Protection

 

for

 

ESS

 

files

 

are

 

installed

 

in

 

the

 

/usr/tivoli/tsm/client/tdpess/oracle/bin

 

directory:

 

v

   

Sample

 

Server

 

Script

 

(serverscript.smp.oracle)

 

v

   

Sample

 

Setup

 

File

 

(setupfile.smp.oracle)

 

v

   

Production

 

Executable

 

(essorcp)

 

v

   

Backup

 

Executable

 

(essorcb)

 

v

   

License

 

File

 

(agent_o.lic)

 

v

   

Message

 

catalog

 

file

 

(tdpho.cat)

 

in

 

the

 

following

 

language

 

directories:

 

–

   

de_DE

 

(German)

 

–

   

en_US

 

(American

 

English)

 

–

   

es_ES

 

(Spanish)

 

–

   

fr_FR

 

(French)

 

–

   

it_IT

 

(Italian)

 

–

   

ja_JP

 

(Japanese)

 

–

   

Ja_JP

 

(Japanese)

 

–

   

ko_KR

 

(Korean)

 

–

   

pt_BR

 

(Brazilian

 

Portuguese)

 

–

   

zh_CN

 

(Simplified

 

Chinese)

 

–

   

zh_TW

 

(Traditional

 

Chinese)

 

–

   

Zh_TW

 

(Traditional

 

Chinese)
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The

 

Readme

 

First

 

File

 

(README.TDPESS.ORACLE)

 

is

 

installed

 

in

 

the

 

/usr/tivoli/tsm/client/tdpess/oracle

 

directory.

 

Note:

  

You

 

cannot

 

run

 

the

 

backup

 

executable

 

(essorcb)

 

concurrently

 

on

 

the

 

Backup

 

System

 

to

 

back

 

up

 

multiple

 

databases.

 

Data

 

Protection

 

for

 

ESS

 

documentation

 

The

 

IBM

 

Tivoli

 

Storage

 

Manager

 

for

 

Hardware

 

Data

 

Protection

 

for

 

Enterprise

 

Storage

 

Server

 

Databases

 

(Oracle)

 

Installation

 

and

 

User’s

 

Guide

 

is

 

installed

 

in

 

HTML

 

and

 

PDF

 

formats

 

in

 

the

 

following

 

directories:

 

v

   

HTML

 

format

 

(/usr/tivoli/tsm/client/tdpbooks/htm/ess)

 

–

   

ahiotfrm.htm

 

is

 

the

 

top

 

file
v

   

PDF

 

format

 

(/usr/tivoli/tsm/client/tdpbooks/pdf/ess)
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Chapter

 

3.

 

Configuring

 

Data

 

Protection

 

for

 

ESS

 

This

 

chapter

 

provides

 

the

 

following

 

instructions

 

on

 

how

 

to

 

configure

 

Data

 

Protection

 

for

 

ESS

 

so

 

you

 

can

 

back

 

up

 

and

 

restore

 

your

 

databases:

 

1.

   

Register

 

your

 

workstations

 

with

 

the

 

Tivoli

 

Storage

 

Manager

 

Server.

 

2.

   

Specify

 

a

 

Tivoli

 

Storage

 

Manager

 

management

 

class

 

for

 

your

 

backups.

 

3.

   

Configure

 

your

 

Enterprise

 

Storage

 

Server

 

environment.

 

4.

   

Configure

 

your

 

Data

 

Protection

 

for

 

ESS

 

and

 

Data

 

Protection

 

for

 

Oracle

 

environment.

 

This

 

includes:

 

v

   

specifying

 

options

 

in

 

the

 

Data

 

Protection

 

for

 

Oracle

 

options

 

file

 

(tdpo.opt)

 

v

   

configuring

 

your

 

client

 

software

 

by

 

specifying

 

options

 

in

 

the

 

client

 

user

 

options

 

file

 

(dsm.opt)

 

and

 

the

 

client

 

system

 

options

 

file

 

(dsm.sys)

 

v

   

setting

 

your

 

client

 

environment

 

variables:

 

–

   

DSM_DIR

 

–

   

DSM_CONFIG

 

–

   

DSM_LOG

 

–

   

DSMI_DIR

 

–

   

DSMI_CONFIG

 

–

   

DSMI_LOG

Note:

  

These

 

environment

 

variables

 

are

 

defined

 

in

 

the

 

Data

 

Protection

 

for

 

Oracle

 

options

 

file

 

(tdpo.opt)

 

v

   

create

 

your

 

RMAN

 

Backup

 

Script
5.

   

Create

 

a

 

Setup

 

File

 

with

 

information

 

about

 

the

 

database

 

you

 

want

 

to

 

back

 

up.

Step

 

1

 

and

 

Step

 

4

 

must

 

be

 

performed

 

on

 

both

 

the

 

Production

 

System

 

and

 

Backup

 

System.

 

1.

 

Register

 

your

 

workstations

 

with

 

the

 

Tivoli

 

Storage

 

Manager

 

Server

 

Data

 

Protection

 

for

 

ESS

 

requires

 

both

 

the

 

Backup

 

System

 

and

 

Production

 

System

 

to

 

be

 

registered

 

as

 

Tivoli

 

Storage

 

Manager

 

clients.

 

A

 

node

 

name

 

and

 

a

 

password

 

(if

 

one

 

is

 

required)

 

is

 

required

 

to

 

identify

 

each

 

client.

 

Tivoli

 

Storage

 

Manager

 

maintains

 

a

 

password

 

for

 

each

 

node

 

name.

 

If

 

a

 

Tivoli

 

Storage

 

Manager

 

client

 

already

 

exists

 

on

 

the

 

system,

 

it

 

is

 

recommended

 

that

 

a

 

separate

 

and

 

unique

 

node

 

name

 

for

 

Data

 

Protection

 

for

 

ESS

 

be

 

used

 

on

 

the

 

same

 

system.

 

See

 

IBM

 

Tivoli

 

Storage

 

Manager

 

for

 

AIX

 

Administrator’s

 

Guide

 

and

 

IBM

 

Tivoli

 

Storage

 

Manager

 

for

 

AIX

 

Administrator’s

 

Reference

 

for

 

more

 

information

 

about

 

registering

 

workstations

 

to

 

the

 

Tivoli

 

Storage

 

Manager

 

Server.

 

2.

 

Specify

 

a

 

Tivoli

 

Storage

 

Manager

 

management

 

class

 

When

 

you

 

back

 

up

 

a

 

database,

 

the

 

default

 

management

 

class

 

for

 

your

 

node

 

is

 

used.

 

Rather

 

than

 

binding

 

a

 

different

 

management

 

class

 

for

 

Oracle

 

backups,

 

we

 

recommend

 

that

 

you

 

specify

 

a

 

different

 

domain.

 

Create

 

a

 

new

 

domain

 

to

 

be

 

used

 

for

 

the

 

Oracle

 

backups

 

and

 

register

 

your

 

node

 

to

 

this

 

new

 

domain.

 

The

 

Oracle

 

backups

 

will

 

be

 

bound

 

to

 

the

 

Default

 

Management

 

Class

 

within

 

this

 

new

 

domain.
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When

 

defining

 

the

 

backup

 

copy

 

group

 

within

 

this

 

Default

 

Management

 

Class,

 

set

 

the

 

following

 

parameter

 

values

 

so

 

that

 

deleted

 

backups

 

are

 

immediately

 

removed

 

from

 

server

 

storage:

 

v

   

VERDELETED=0

 

v

   

RETONLY=0

You

 

can

 

override

 

the

 

default

 

value

 

for

 

the

 

Management

 

Class

 

by

 

specifying

 

a

 

different

 

value

 

with

 

the

 

client

 

include

 

option.

 

The

 

include

 

option

 

can

 

be

 

placed

 

directly

 

in

 

the

 

dsm.sys

 

file

 

located

 

in

 

the

 

directory

 

pointed

 

to

 

by

 

$DSMI_DIR

 

or

 

in

 

the

 

include-exclude

 

options

 

file.

 

The

 

name

 

of

 

the

 

include-exclude

 

options

 

file

 

is

 

placed

 

in

 

the

 

client

 

system

 

options

 

file

 

(dsm.sys)

 

located

 

in

 

the

 

directory

 

pointed

 

to

 

by

 

$DSMI_DIR.

 

For

 

example,

 

to

 

assign

 

the

 

management

 

class

 

name

 

orcbackup

 

to

 

all

 

of

 

the

 

Oracle

 

backups

 

with

 

a

 

default

 

file

 

space

 

name

 

of

 

tsmorc,

 

the

 

include

 

statement

 

is:

   

include

 

/tsmorc/.../*

 

orcbackup

 

All

 

the

 

files

 

backed

 

up

 

with

 

a

 

default

 

file

 

space

 

name

 

of

 

tsmorc

 

are

 

assigned

 

to

 

management

 

class

 

orcbackup.

 

Increase

 

the

 

value

 

of

 

the

 

commtimeout

 

option

 

on

 

the

 

Tivoli

 

Storage

 

Manager

 

Server

 

to

 

600

 

seconds

 

to

 

prevent

 

a

 

time-out

 

from

 

occurring

 

during

 

large

 

database

 

backups.

 

You

 

must

 

increase

 

the

 

value

 

of

 

the

 

maxnummp

 

option

 

on

 

the

 

Tivoli

 

Storage

 

Manager

 

Server

 

to

 

a

 

value

 

greater

 

than

 

the

 

default

 

value

 

of

 

1

 

if

 

you

 

operate

 

with

 

multiple

 

processors.

 

3.

 

Configure

 

your

 

Enterprise

 

Storage

 

Server

 

environment.

 

Perform

 

these

 

steps

 

so

 

that

 

the

 

proper

 

LUNs

 

are

 

defined

 

on

 

both

 

the

 

Production

 

System

 

and

 

Backup

 

System:

 

1.

   

Use

 

the

 

Enterprise

 

Storage

 

Server

 

Specialist

 

to

 

create

 

two

 

(or

 

more)

 

LUNs

 

on

 

the

 

Production

 

System:

 

Storage

 

Allocation

 

->

 

Open

 

Systems

 

Storage

 

->

 

Add

 

Volumes

 

Note

 

the

 

following:

 

v

   

This

 

example

 

creates

 

two

 

LUNs.

 

v

   

These

 

LUNs

 

are

 

the

 

location

 

where

 

your

 

database

 

will

 

reside.

 

v

   

The

 

size

 

of

 

the

 

LUNs

 

is

 

dependent

 

upon

 

the

 

size

 

of

 

the

 

database.

 

v

   

The

 

size

 

of

 

the

 

LUNs

 

on

 

both

 

the

 

Production

 

System

 

and

 

Backup

 

System

 

must

 

be

 

the

 

same.

 

v

   

The

 

LUNs

 

do

 

not

 

have

 

to

 

be

 

in

 

the

 

same

 

LSS

 

on

 

Enterprise

 

Storage

 

Server

 

Version

 

2.3.0

 

(or

 

later).
2.

   

Use

 

the

 

Enterprise

 

Storage

 

Server

 

Specialist

 

to

 

create

 

the

 

same

 

number

 

of

 

LUNs

 

on

 

the

 

Backup

 

System

 

as

 

were

 

created

 

on

 

the

 

Production

 

System

 

in

 

Step

 

1:

 

Storage

 

Allocation

 

->

 

Open

 

Systems

 

Storage

 

->

 

Add

 

Volumes

 

These

 

LUNs

 

must

 

also

 

be

 

the

 

same

 

size

 

as

 

the

 

LUNs

 

created

 

on

 

the

 

Production

 

System.

 

3.

   

Identify

 

the

 

serial

 

numbers

 

of

 

the

 

target

 

LUNs

 

using

 

the

 

Enterprise

 

Storage

 

Server

 

Specialist:
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Storage

 

allocation

 

->Tabular

 

View

 

Select

 

the

 

target

 

LUNs

 

created

 

on

 

the

 

Backup

 

System

 

in

 

Step

 

2.

 

Identify

 

the

 

serial

 

numbers

 

with

 

the

 

matching

 

size

 

in

 

the

 

source

 

LUNs.

 

For

 

example:

 

Host/SSID

 

LSS/LCU

 

Volume

    

SIZE

 

delhif1

 

LSS:0x011

 

136-21175

 

002.0GB

 

delhif1

 

LSS:0x011

 

214-21175

 

002.0GB

 

In

 

this

 

example,

 

the

 

serial

 

numbers

 

are

 

13621175

 

and

 

21421175.

 

4.

   

Define

 

the

 

shark_target_volume

 

parameter

 

in

 

the

 

Setup

 

File

 

with

 

the

 

appropriate

 

serial

 

numbers

 

of

 

the

 

target

 

LUNs:

 

shark_target_volume:

 

13621175

 

--

 

shark_target_volume:

 

21421175

 

--

 

This

 

setting

 

specifies

 

the

 

Target

 

Volumes

 

to

 

which

 

the

 

database

 

will

 

be

 

backed

 

up.

 

The

 

serial

 

numbers

 

of

 

the

 

Source

 

Volumes

 

and

 

the

 

size

 

of

 

the

 

LUNs

 

are

 

automatically

 

added

 

to

 

the

 

Setup

 

File

 

when

 

the

 

flashcopy

 

backup

 

completes

 

successfully.

4.

 

Configure

 

your

 

Data

 

Protection

 

for

 

ESS

 

and

 

Data

 

Protection

 

for

 

Oracle

 

environment

 

Data

 

Protection

 

for

 

Oracle

 

Version

 

2.2

 

introduced

 

the

 

tdpo.opt

 

options

 

file.

 

This

 

file

 

contains

 

the

 

options

 

that

 

determine

 

the

 

behavior

 

and

 

performance

 

of

 

Data

 

Protection

 

for

 

Oracle.

 

In

 

Data

 

Protection

 

for

 

ESS

 

Version

 

1.1.0,

 

Data

 

Protection

 

for

 

Oracle

 

options

 

were

 

declared

 

in

 

Oracle

 

RMAN

 

scripts.

 

For

 

example:

 

allocate

 

channel

 

ch1

 

type

 

’sbt_tape

 

’parms’

 

ENV=(DSMI_ORC_CONFIG=/usr/tivoli/tsm/client/api/bin/dsm.opt,

 

DSMO_NODE=dewey)’;

 

However,

 

because

 

Data

 

Protection

 

for

 

Oracle

 

Version

 

2.2

 

requires

 

that

 

all

 

options

 

be

 

specified

 

in

 

the

 

tdpo.opt

 

file,

 

the

 

only

 

Data

 

Protection

 

for

 

Oracle

 

option

 

you

 

can

 

specify

 

in

 

Oracle

 

RMAN

 

scripts

 

is

 

the

 

fully

 

qualified

 

path

 

name

 

to

 

the

 

tdpo.opt

 

file.

 

For

 

example:

 

allocate

 

channel

 

ch1

 

type

 

’sbt_tape

 

’parms’

 

ENV=(TDPO_OPTFILE=/usr/tivoli/tsm/client/oracle/bin/tdpo.opt)’;

 

As

 

a

 

result,

 

Data

 

Protection

 

for

 

ESS

 

Version

 

5.2.1

 

requires

 

that

 

you

 

set

 

all

 

Data

 

Protection

 

for

 

Oracle

 

options

 

in

 

the

 

tdpo.opt

 

file

 

only.

 

See

 

Data

 

Protection

 

for

 

Oracle

 

for

 

UNIX

 

Installation

 

and

 

User’s

 

Guide

 

Version

 

5

 

Release

 

2

 

for

 

more

 

information

 

regarding

 

the

 

tdpo.opt

 

file.

 

Perform

 

the

 

following

 

steps

 

to

 

configure

 

Data

 

Protection

 

for

 

ESS:

  

1.

   

Create

 

a

 

UNIX

 

user

 

account

 

on

 

both

 

the

 

Production

 

System

 

and

 

Backup

 

System.

 

These

 

two

 

UNIX

 

user

 

accounts

 

must

 

have

 

the

 

same

 

user

 

name

 

and

 

user

 

ID

 

on

 

both

 

the

 

Production

 

System

 

and

 

Backup

 

System.

  

2.

   

Install

 

Oracle

 

Server

 

on

 

both

 

the

 

Production

 

System

 

and

 

Backup

 

System

 

as

 

the

 

UNIX

 

user

 

created

 

in

 

Step

 

1.

  

3.

   

Log

 

on

 

to

 

the

 

Production

 

System

 

as

 

the

 

UNIX

 

account

 

created

 

in

 

Step

 

1.

 

Create

 

an

 

Oracle

 

database

 

using

 

dbassist

 

(Oracle8i)

 

or

 

dbca

 

(Oracle9i)

 

on

 

the

   

Chapter

 

3.

 

Configuring

 

Data

 

Protection

 

for

 

ESS
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Production

 

System.

 

Use

 

the

 

volume

 

groups

 

in

 

the

 

LUNs

 

defined

 

in

 

“3.

 

Configure

 

your

 

Enterprise

 

Storage

 

Server

 

environment.”

 

on

 

page

 

16.

  

Consider

 

the

 

following

 

requirements

 

when

 

creating

 

the

 

target

 

database:

 

v

   

Run

 

the

 

smitty

 

lv

 

command

 

to

 

verify

 

that

 

the

 

file

 

systems

 

and

 

raw

 

devices

 

to

 

be

 

used

 

by

 

the

 

database

 

reside

 

on

 

Enterprise

 

Storage

 

Server

 

disks.

 

v

   

When

 

creating

 

file

 

systems

 

for

 

your

 

database

 

on

 

volume

 

groups

 

with

 

Enterprise

 

Storage

 

Server

 

volumes,

 

make

 

sure

 

the

 

JFS

 

log

 

is

 

located

 

on

 

a

 

single

 

volume

 

within

 

the

 

volume

 

group.

 

The

 

flashcopy

 

backup

 

may

 

fail

 

if

 

the

 

JFS

 

log

 

is

 

striped

 

across

 

multiple

 

volumes

 

within

 

the

 

volume

 

group.

 

v

   

Make

 

sure

 

all

 

the

 

Oracle

 

control

 

files

 

and

 

redo

 

logs

 

are

 

on

 

a

 

volume

 

group

 

separate

 

from

 

the

 

volume

 

group

 

where

 

the

 

Oracle

 

datafiles

 

reside.

 

For

 

example,

 

run

 

the

 

smitty

 

lv

 

command

 

to

 

verify

 

these

 

files

 

are

 

on

 

a

 

separate

 

volume

 

group:

  

Oracle

 

VG1:

 

|LV

 

NAME

 

TYPE

 

LPs

 

PPs

 

PVs

 

LV

 

STATE

 

MOUNT

 

POINT

 

|

   

orc_system01

 

jfs

 

32

 

32

 

1

 

closed/syncd

 

N/A

 

|

 

orc_undotbs01

 

jfs

 

16

 

16

 

1

 

closed/syncd

 

N/A

 

|

 

orc_undotbs02

 

jfs

 

16

 

16

 

1

 

closed/syncd

 

N/A

 

|

 

orc_users

 

jfs

 

8

 

8

 

1

 

closed/syncd

 

N/A

 

|

 

orc_index

 

jfs

 

8

 

8

 

1

 

closed/syncd

 

N/A

 

|

 

orc_temp

 

jfs

 

8

 

8

 

1

 

closed/syncd

 

N/A

 

|

 

orc_tools

 

jfs

 

8

 

8

 

1

 

closed/syncd

 

N/A

 

|

 

orc_dbf1

 

jfs

 

16

 

16

 

1

 

closed/syncd

 

N/A

 

|

  

Oracle

 

VG2:

 

LV

 

NAME

 

TYPE

 

LPs

 

PPs

 

PVs

 

LV

 

STATE

 

MOUNT

 

POINT

 

|

 

orc_redo01

 

jfs

 

8

 

8

 

1

 

closed/syncd

 

N/A

 

|

 

orc_redo02

 

jfs

 

8

 

8

 

1

 

closed/syncd

 

N/A

 

|

 

orc_redo03

 

jfs

 

8

 

8

 

1

 

closed/syncd

 

N/A

 

|

 

orc_redo04

 

jfs

 

8

 

8

 

1

 

closed/syncd

 

N/A

 

|

 

orc_redo05

 

jfs

 

8

 

8

 

1

 

closed/syncd

 

N/A

 

|

 

orc_redo06

 

jfs

 

8

 

8

 

1

 

closed/syncd

 

N/A

 

|

 

orc_control01

 

jfs

 

2

 

2

 

1

 

closed/syncd

 

N/A

 

|

 

orc_control02

 

jfs

 

2

 

2

 

1

 

closed/syncd

 

N/A

 

|

 

orc_control03

 

jfs

 

2

 

2

 

1

 

closed/syncd

 

N/A

 

|

 

orc_spfile

 

jfs

 

2

 

2

 

1

 

closed/syncd

 

N/A

 

|

  

4.

   

Create

 

an

 

Oracle

 

user

 

with

 

sysdba

 

authority

 

for

 

the

 

database

 

created

 

in

 

Step

 

3.

  

5.

   

Log

 

on

 

to

 

the

 

Production

 

System

 

and

 

Backup

 

System

 

as

 

root

 

user.

 

Configure

 

your

 

client

 

software

 

on

 

each

 

system

 

by

 

performing

 

the

 

following:

 

a.

    

Specify

 

appropriate

 

options

 

in

 

the

 

Data

 

Protection

 

for

 

ESS

 

options

 

files

 

(dsm.opt

 

and

 

dsm.sys).

 

See

 

Table

 

4

 

on

 

page

 

19.

 

b.

   

Specify

 

appropriate

 

options

 

in

 

the

 

Data

 

Protection

 

for

 

Oracle

 

options

 

files

 

(dsm.opt

 

and

 

dsm.sys).

 

See

 

Table

 

5

 

on

 

page

 

21.

 

c.

   

Specify

 

appropriate

 

Data

 

Protection

 

for

 

Oracle

 

options

 

in

 

the

 

tdpo.opt

 

file.

 

See

 

Data

 

Protection

 

for

 

Oracle

 

for

 

UNIX

 

Installation

 

and

 

User’s

 

Guide

 

Version

 

5

 

Release

 

2.

 

d.

   

Set

 

your

 

environment

 

variables

 

for

 

Data

 

Protection

 

for

 

ESS.

 

See

 

Table

 

6

 

on

 

page

 

23.

 

e.

   

Set

 

your

 

environment

 

variables

 

for

 

Data

 

Protection

 

for

 

Oracle.

 

See

 

Table

 

7

 

on

 

page

 

24.

 

6.

   

While

 

logged

 

on

 

to

 

the

 

Production

 

System

 

and

 

Backup

 

System

 

as

 

root

 

user,

 

perform

 

the

 

following:
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a.

   

Use

 

the

 

Data

 

Protection

 

for

 

Oracle

 

tdpoconf

 

passwordcommand

 

to

 

generate

 

a

 

password

 

file.

 

For

 

example:

 

tdpoconf

 

passw

 

-tdpo_opt=tdpo.opt

 

b.

   

Use

 

the

 

Data

 

Protection

 

for

 

Oracle

 

tdpoconf

 

showenvcommand

 

to

 

verify

 

your

 

Data

 

Protection

 

for

 

Oracle

 

environment.

 

For

 

example:

 

tdpoconf

 

showenv

 

-tdpo_opt=tdpo.opt

  

7.

   

Log

 

on

 

to

 

the

 

Production

 

System

 

and

 

Backup

 

System

 

as

 

the

 

UNIX

 

account

 

created

 

in

 

Step

 

1.

 

Add

 

an

 

entry

 

to

 

the

 

tnsnames

 

files

 

that

 

points

 

to

 

the

 

RMAN

 

catalog

 

database

 

that

 

will

 

be

 

used

 

for

 

the

 

RMAN

 

backup.

 

Make

 

sure

 

the

 

Production

 

System

 

and

 

Backup

 

System

 

point

 

to

 

the

 

same

 

RMAN

 

catalog

 

database.

  

8.

   

Create

 

a

 

generic

 

RMAN

 

backup

 

script

 

on

 

the

 

Production

 

System.

 

See

 

“Create

 

your

 

RMAN

 

Backup

 

Script”

 

on

 

page

 

24

 

for

 

detailed

 

information.

  

9.

   

Make

 

sure

 

the

 

Oracle

 

listener

 

is

 

running

 

on

 

the

 

Oracle

 

installation

 

that

 

contains

 

the

 

RMAN

 

catalog

 

database.

 

Verify

 

the

 

RMAN

 

configuration

 

by

 

manually

 

connecting

 

to

 

the

 

RMAN

 

catalog

 

from

 

the

 

Production

 

System

 

and

 

Backup

 

System.

 

For

 

example:

 

rman

 

target

 

agnttest/agnttest

 

rcvcat

 

rman/rman@rmandb

 

10.

   

Run

 

the

 

Tivoli

 

Storage

 

Manager

 

dsmc

 

q

 

f

 

command

 

on

 

both

 

the

 

Production

 

System

 

and

 

Backup

 

System

 

to

 

verify

 

the

 

Tivoli

 

Storage

 

Manager

 

password

 

is

 

generated.

Configuring

 

your

 

client

 

software

 

You

 

must

 

specify

 

options

 

for

 

your

 

Tivoli

 

Storage

 

Manager

 

API

 

and

 

backup-archive

 

client

 

software

 

before

 

performing

 

a

 

backup

 

of

 

your

 

databases

 

with

 

Data

 

Protection

 

for

 

ESS.

 

Specify

 

these

 

options

 

in

 

the

 

client

 

user

 

options

 

files

 

(dsm.opt)

 

and

 

the

 

client

 

system

 

options

 

files

 

(dsm.sys).

 

Since

 

options

 

must

 

be

 

specified

 

on

 

both

 

the

 

Production

 

System

 

and

 

Backup

 

System,

 

two

 

sets

 

of

 

user

 

options

 

files

 

and

 

two

 

sets

 

of

 

system

 

options

 

files

 

are

 

required.

 

Data

 

Protection

 

for

 

ESS

 

options

 

files

  

Data

 

Protection

 

for

 

ESS

 

Options

 

Files

 

Data

 

Protection

 

for

 

ESS

 

uses

 

the

 

dsm.opt

 

and

 

dsm.sys

 

files

 

located

 

in

 

the

 

Tivoli

 

Storage

 

Manager

 

backup-archive

 

client

 

installation

 

directory

 

(/usr/tivoli/tsm/client/ba/bin)

 

or

 

as

 

pointed

 

to

 

by

 

the

 

DSM_DIR

 

and

 

DSM_CONFIG

 

environment

 

variables.

Specify

 

the

 

following

 

options

 

and

 

values

 

in

 

the

 

Data

 

Protection

 

for

 

ESS

 

options

 

files

 

on

 

both

 

the

 

Production

 

System

 

and

 

Backup

 

System:

  

Table

 

4.

 

Required

 

Data

 

Protection

 

for

 

ESS

 

options

 

and

 

values

 

Filename

 

Required

 

Option

 

Required

 

Value

 

dsm.opt

 

servername

 

server

 

name

 

defined

 

in

 

stanza

 

in

 

dsm.sys

 

file

 

pointed

 

to

 

by

 

DSM_DIR

   

Chapter

 

3.

 

Configuring

 

Data

 

Protection

 

for

 

ESS
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Table

 

4.

 

Required

 

Data

 

Protection

 

for

 

ESS

 

options

 

and

 

values

 

(continued)

 

Filename

 

Required

 

Option

 

Required

 

Value

 

dsm.sys

 

nodename

         

schedmode

   

passwordaccess

   

tcpserveraddress

         

tcpport

         

servername

             

errorlogname

 

the

 

node

 

name

 

in

 

dsm.sys

 

on

 

the

 

Production

 

System

 

must

 

be

 

different

 

from

 

the

 

node

 

name

 

in

 

dsm.sys

 

on

 

the

 

Backup

 

System

   

prompt

   

generate

   

same

 

TCP/IP

 

server

 

address

 

as

 

defined

 

in

 

stanza

 

in

 

dsm.sys

 

file

 

pointed

 

to

 

by

 

DSMI_DIR

   

TCP/IP

 

port

 

address

 

for

 

server

 

defined

 

by

 

tcpserveraddress

     

the

 

name

 

of

 

the

 

server

 

you

 

want

 

to

 

use

 

and

 

the

 

stanza

 

that

 

contains

 

options

 

for

 

that

 

server

       

the

 

fully-qualified

 

path

 

and

 

name

 

of

 

the

 

file

 

in

 

which

 

to

 

store

 

all

 

error

 

information

   

Data

 

Protection

 

for

 

ESS

 

options

 

file

 

considerations

 

v

   

The

 

node

 

name

 

specified

 

in

 

the

 

stanza

 

defined

 

in

 

the

 

dsm.sys

 

file

 

pointed

 

to

 

by

 

DSM_DIR

 

on

 

the

 

Production

 

System

 

is

 

the

 

production

 

node.

 

v

    

The

 

node

 

name

 

specified

 

in

 

the

 

stanza

 

defined

 

in

 

the

 

dsm.sys

 

file

 

pointed

 

to

 

by

 

DSM_DIR

 

on

 

the

 

Backup

 

System

 

is

 

the

 

backup

 

node.

 

v

   

The

 

node

 

name

 

of

 

the

 

production

 

node

 

and

 

backup

 

node

 

must

 

be

 

different.

 

v

   

The

 

production

 

node

 

and

 

backup

 

node

 

must

 

be

 

registered

 

on

 

the

 

same

 

server.

 

v

   

The

 

passwordaccess

 

option

 

must

 

be

 

set

 

to

 

generate

 

on

 

both

 

the

 

Production

 

System

 

and

 

Backup

 

System.

 

–

   

Run

 

the

 

dsmc

 

query

 

session

 

command

 

as

 

root

 

user

 

on

 

the

 

Production

 

System

 

to

 

generate

 

the

 

password

 

before

 

running

 

essorcp

 

for

 

the

 

first

 

time.

 

–

   

Run

 

the

 

dsmc

 

query

 

session

 

command

 

as

 

root

 

user

 

on

 

the

 

Backup

 

System

 

to

 

generate

 

the

 

password

 

before

 

running

 

essorcb

 

for

 

the

 

first

 

time.
v

   

You

 

can

 

consolidate

 

all

 

error

 

messages

 

into

 

a

 

single

 

file

 

by

 

specifying

 

the

 

errorlogname

 

option

 

in

 

the

 

dsm.sys

 

file

 

pointed

 

to

 

by

 

the

 

DSM_DIR

 

environment

 

variable.

 

For

 

example:

 

errorlogname

 

/home/dpess/log/dpesser.log

 

Otherwise,

 

Tivoli

 

Storage

 

Manager

 

backup-archive

 

client

 

errors

 

are

 

logged

 

to

 

the

 

dsmerror.log

 

file

 

and

 

Data

 

Protection

 

for

 

ESS

 

errors

 

are

 

logged

 

to

 

the

 

tdpess.log

 

file.
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Data

 

Protection

 

for

 

ESS

 

options

 

file

 

examples

 

The

 

dsm.opt

 

file

 

in

 

the

 

/usr/tivoli/tsm/client/ba/bin

 

directory

 

on

 

the

 

Production

 

System

 

and

 

Backup

 

System:

 

servername

 

server1

 

The

 

stanza

 

for

 

server1

 

in

 

the

 

dsm.sys

 

file

 

in

 

the

 

/usr/tivoli/tsm/client/ba/bin

 

directory

 

on

 

the

 

Production

 

System:

 

servername

 

server1

 

tcps

       

server1.test.rsch.com

 

tcpp

       

1500

 

passworda

  

generate

 

schedmode

  

prompt

 

nodename

   

prodnode

 

errorlogname

 

/home/dpess/log/dpesser.log

 

The

 

stanza

 

for

 

server1

 

in

 

the

 

dsm.sys

 

file

 

in

 

the

 

/usr/tivoli/tsm/client/ba/bin

 

directory

 

on

 

the

 

Backup

 

System:

 

servername

 

server1

 

tcps

       

server1.test.rsch.com

 

tcpp

       

1500

 

passworda

  

generate

 

schedmode

  

prompt

 

nodename

   

bunode

 

errorlogname

 

/home/dpess/log/dpesser.log

 

Data

 

Protection

 

for

 

Oracle

 

options

 

files

  

Data

 

Protection

 

for

 

Oracle

 

Options

 

Files

 

Data

 

Protection

 

for

 

Oracle

 

uses

 

the

 

dsm.opt

 

and

 

dsm.sys

 

files

 

located

 

in

 

the

 

Tivoli

 

Storage

 

Manager

 

API

 

installation

 

directory

 

(/usr/tivoli/tsm/client/api/bin)

 

or

 

as

 

pointed

 

to

 

by

 

the

 

DSMI_DIR

 

and

 

DSMI_CONFIG

 

environment

 

variables.

Specify

 

the

 

following

 

options

 

and

 

values

 

in

 

the

 

Data

 

Protection

 

for

 

Oracle

 

options

 

files

 

on

 

both

 

the

 

Production

 

System

 

and

 

Backup

 

System:

  

Table

 

5.

 

Required

 

Data

 

Protection

 

for

 

Oracle

 

option

 

values

 

Filename

 

Required

 

Option

 

Required

 

Value

 

dsm.opt

 

servername

  

server

 

name

 

defined

 

in

 

stanza

 

in

 

dsm.sys

 

file

 

pointed

 

to

 

by

 

DSMI_DIR
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Table

 

5.

 

Required

 

Data

 

Protection

 

for

 

Oracle

 

option

 

values

 

(continued)

 

Filename

 

Required

 

Option

 

Required

 

Value

 

dsm.sys

 

nodename

         

passwordaccess

   

tcpserveraddress

         

tcpport

         

servername

 

the

 

node

 

name

 

in

 

dsm.sys

 

on

 

the

 

Production

 

System

 

must

 

be

 

the

 

same

 

as

 

the

 

node

 

name

 

in

 

dsm.sys

 

on

 

the

 

Backup

 

System

   

prompt

   

same

 

TCP/IP

 

server

 

address

 

as

 

defined

 

in

 

in

 

stanza

 

in

 

dsm.sys

 

file

 

pointed

 

to

 

by

 

DSM_DIR

   

TCP/IP

 

port

 

address

 

for

 

server

 

defined

 

by

 

tcpserveraddress

       

the

 

name

 

of

 

the

 

server

 

you

 

want

 

to

 

use

 

and

 

the

 

stanza

 

that

 

contains

 

options

 

for

 

that

 

server

 

tdpo.opt

 

tdpo_owner

 

the

 

value

 

specified

 

on

 

the

 

Production

 

System

 

must

 

be

 

the

 

same

 

as

 

the

 

value

 

specified

 

on

 

the

 

Backup

 

System

   

Data

 

Protection

 

for

 

Oracle

 

options

 

file

 

considerations

 

v

   

The

 

node

 

name

 

of

 

the

 

production

 

node

 

and

 

backup

 

node

 

must

 

be

 

the

 

same.

 

v

   

The

 

passwordaccess

 

option

 

must

 

be

 

set

 

to

 

prompt

 

on

 

both

 

the

 

Production

 

System

 

and

 

Backup

 

System.

Data

 

Protection

 

for

 

Oracle

 

options

 

file

 

examples

 

The

 

dsm.opt

 

file

 

in

 

the

 

/usr/tivoli/tsm/client/api/bin

 

directory

 

on

 

the

 

Production

 

System

 

and

 

Backup

 

System:

 

servername

 

server2

 

The

 

stanza

 

for

 

server2

 

in

 

the

 

dsm.sys

 

file

 

in

 

the

 

/usr/tivoli/tsm/client/api/bin

 

directory

 

on

 

the

 

Production

 

System:

 

servername

 

server2

 

tcps

       

server1.test.rsch.com

 

tcpp

       

1500

 

passworda

  

prompt

 

nodename

   

essorc1

 

The

 

stanza

 

for

 

server2

 

in

 

the

 

dsm.sys

 

file

 

in

 

the

 

/usr/tivoli/tsm/client/api/bin

 

directory

 

on

 

the

 

Backup

 

System:
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servername

 

server2

 

tcps

       

server1.test.rsch.com

 

tcpp

       

1500

 

passworda

  

prompt

 

nodename

   

essorc1

 

Options

 

file

 

requirements

 

The

 

system

 

options

 

files

 

(dsm.sys)

 

must

 

refer

 

to

 

the

 

same

 

Tivoli

 

Storage

 

Manager

 

Server.

 

v

   

See

 

“Configuring

 

system

 

options

 

files

 

to

 

the

 

same

 

server”

 

on

 

page

 

79

 

for

 

instructions

 

and

 

examples.

The

 

system

 

options

 

files

 

(dsm.sys)

 

can

 

be

 

configured

 

with

 

multiple

 

server

 

stanzas

 

or

 

as

 

two

 

separate

 

files.

 

v

   

To

 

configure

 

the

 

system

 

options

 

files

 

(dsm.sys)

 

as

 

multiple

 

server

 

stanzas:

 

1.

   

See

 

“Configuring

 

multiple

 

server

 

stanzas”

 

on

 

page

 

80

 

for

 

instructions

 

and

 

examples.

 

2.

   

Set

 

the

 

option

 

values

 

in

 

the

 

dsm.opt

 

and

 

dsm.sys

 

files

 

as

 

shown

 

in

 

Table

 

4

 

on

 

page

 

19

 

and

 

Table

 

5

 

on

 

page

 

21.

 

3.

   

Make

 

sure

 

the

 

dsm.opt

 

file

 

points

 

to

 

a

 

server

 

stanza

 

defined

 

in

 

the

 

dsm.sys

 

file.
v

   

To

 

configure

 

the

 

system

 

options

 

files

 

(dsm.sys)

 

as

 

two

 

separate

 

files:

 

1.

   

Set

 

the

 

option

 

values

 

in

 

the

 

dsm.opt

 

and

 

dsm.sys

 

files

 

as

 

shown

 

in

 

Table

 

4

 

on

 

page

 

19

 

and

 

Table

 

5

 

on

 

page

 

21.

 

2.

   

Make

 

sure

 

the

 

dsm.opt

 

file

 

points

 

to

 

a

 

Tivoli

 

Storage

 

Manager

 

Server

 

defined

 

in

 

the

 

dsm.sys

 

file.

Setting

 

your

 

environment

 

variables

 

Set

 

your

 

environment

 

variables

 

on

 

both

 

the

 

Production

 

System

 

and

 

Backup

 

System.

 

Data

 

Protection

 

for

 

ESS

 

shares

 

environment

 

variables

 

with

 

the

 

Tivoli

 

Storage

 

Manager

 

backup-archive

 

client:

  

Table

 

6.

 

Required

 

Data

 

Protection

 

for

 

ESS

 

environment

 

variable

 

settings

 

Environment

 

Variable

 

Value

 

Default

 

DSM_DIR

 

The

 

fully-qualified

 

path

 

containing

 

dsm.sys

 

/usr/tivoli/tsm/

 

client/ba/bin

 

DSM_CONFIG

 

The

 

fully-qualified

 

path

 

including

 

the

 

dsm.opt

 

file

 

/usr/tivoli/tsm/

 

client/ba/bin/dsm.opt

 

DSM_LOG

 

The

 

fully-qualified

 

path

 

containing

 

dsmerror.log,

 

dsmsched.log,

 

and

 

tdpess.log.

 

This

 

directory

 

must

 

have

 

write

 

access.

 

Current

 

working

 

directory.

   

Data

 

Protection

 

for

 

Oracle

 

shares

 

environment

 

variables

 

with

 

the

 

Tivoli

 

Storage

 

Manager

 

API:
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Table

 

7.

 

Required

 

Data

 

Protection

 

for

 

Oracle

 

environment

 

variable

 

settings

 

Environment

 

Variable

 

Value

 

Default

 

DSMI_DIR

 

The

 

fully-qualified

 

path

 

containing

 

dsm.sys

 

/usr/tivoli/tsm/

 

client/api/bin

 

DSMI_CONFIG

 

The

 

fully-qualified

 

path

 

including

 

the

 

tdpo.opt

 

file

 

/usr/tivoli/tsm/

 

client/api/bin/dsm.opt

 

DSMI_LOG

 

The

 

fully-qualified

 

path

 

containing

 

tdpoerror.log.

 

This

 

directory

 

must

 

have

 

write

 

access.

 

/usr/tivoli/tsm/

 

client/api/bin

   

Additional

 

information

 

about

 

environment

 

variables

 

is

 

located

 

in

 

IBM

 

Tivoli

 

Storage

 

Manager

 

for

 

UNIX

 

Backup-Archive

 

Clients

 

Installation

 

and

 

User’s

 

Guide

 

and

 

IBM

 

Tivoli

 

Storage

 

Manager

 

Using

 

the

 

Application

 

Program

 

Interface.

 

Create

 

your

 

RMAN

 

Backup

 

Script

   

RMAN

 

Backup

 

Script

 

An

 

RMAN

 

Backup

 

Script

 

is

 

a

 

user-created

 

script

 

that

 

defines

 

Oracle

 

RMAN

 

functions.

 

Data

 

Protection

 

for

 

ESS

 

performs

 

database

 

backups

 

using

 

an

 

Oracle

 

RMAN

 

Backup

 

Script.

 

This

 

RMAN

 

Backup

 

Script

 

is

 

invoked

 

by

 

Data

 

Protection

 

for

 

ESS

 

and

 

must

 

be

 

created

 

by

 

the

 

user.

 

The

 

Data

 

Protection

 

for

 

ESS

 

user

 

Setup

 

File

 

will

 

need

 

to

 

be

 

edited

 

to

 

include

 

the

 

fully

 

qualified

 

path

 

and

 

filename

 

for

 

this

 

RMAN

 

Backup

 

Script.

 

The

 

RMAN

 

Backup

 

Script

 

must

 

contain

 

the

 

following:

 

v

   

run,

 

backup

 

keywords

 

v

   

allocate

 

and

 

release

 

at

 

least

 

one

 

channel

 

v

   

the

 

fully

 

qualified

 

path

 

name

 

to

 

the

 

Data

 

Protection

 

for

 

Oracle

 

options

 

file

 

(tdpo.opt)

 

Attention:

  

To

 

prevent

 

possible

 

processing

 

failures,

 

do

 

not

 

specify

 

the

 

RMAN

 

full

 

parameter

 

in

 

the

 

Oracle

 

RMAN

 

Backup

 

Script.

 

Example

 

RMAN

 

Backup

 

Script

 

Below

 

is

 

an

 

example

 

RMAN

 

Backup

 

Script:

 

run

 

{

 

allocate

 

channel

 

t1

 

type

 

’sbt_tape’

 

parms

 

’ENV=(TDPO_OPTFILE=/usr/tivoli/tsm/client/oracle/bin/tdpo.opt)’;

 

allocate

 

channel

 

t2

 

type

 

’sbt_tape’

 

parms

 

’ENV=(TDPO_OPTFILE=/usr/tivoli/tsm/client/oracle/bin/tdpo.opt)’;

 

allocate

 

channel

 

t3

 

type

 

’sbt_tape’

 

parms

 

’ENV=(TDPO_OPTFILE=/usr/tivoli/tsm/client/oracle/bin/tdpo.opt)’;

 

allocate

 

channel

 

t4

 

type

 

’sbt_tape’

 

parms

 

’ENV=(TDPO_OPTFILE=/usr/tivoli/tsm/client/oracle/bin/tdpo.opt)’;

 

backup

 

(database);

   

release

 

channel

 

t1;

 

release

 

channel

 

t2;

 

release

 

channel

 

t3;

 

release

 

channel

 

t4;

 

}
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5.

 

Create

 

your

 

Setup

 

File

   

Setup

 

File

 

A

 

file

 

that

 

contains

 

your

 

database

 

information

 

required

 

to

 

back

 

up

 

or

 

restore

 

Oracle

 

databases.

 

A

 

sample

 

Setup

 

File

 

(setupfile.smp.oracle)

 

is

 

provided

 

in

 

the

 

Data

 

Protection

 

for

 

ESS

 

default

 

installation

 

directory

 

(/usr/tivoli/tsm/client/tdpess/oracle/bin).

 

You

 

must

 

create

 

a

 

Setup

 

File

 

that

 

contains

 

your

 

database

 

information

 

before

 

attempting

 

to

 

perform

 

a

 

backup

 

or

 

restore

 

procedure.

 

The

 

Setup

 

File

 

has

 

the

 

following

 

characteristics:

 

v

   

the

 

Setup

 

File

 

is

 

used

 

only

 

on

 

the

 

Production

 

System

 

and

 

can

 

be

 

placed

 

in

 

any

 

directory

 

location

 

with

 

any

 

given

 

name.

 

v

   

a

 

different

 

Setup

 

File

 

is

 

recommended

 

for

 

each

 

database

 

that

 

is

 

backed

 

up.

 

v

   

the

 

Setup

 

File

 

name

 

cannot

 

be

 

any

 

of

 

the

 

following:

 

–

   

backup

 

–

   

restore

 

–

   

monitor

 

–

   

withdraw

 

–

   

querydisk

 

–

   

help
v

   

the

 

Setup

 

File

 

name,

 

directory

 

path,

 

parameters,

 

and

 

values

 

must

 

be

 

specified

 

in

 

the

 

English

 

language

 

only.

Setup

 

File

 

parameters

 

Setup

 

File

 

parameters

 

have

 

the

 

following

 

characteristics:

 

v

   

all

 

parameters

 

are

 

terminated

 

by

 

a

 

colon

 

(:),

 

for

 

example:

 

java_home_directory:

 

v

   

at

 

least

 

one

 

space

 

must

 

exist

 

between

 

the

 

colon

 

(:)

 

and

 

the

 

parameter

 

value,

 

for

 

example:

 

shark_password:

 

pw1234

 

v

   

comment

 

out

 

optional

 

parameters

 

by

 

placing

 

a

 

pound

 

sign

 

(#)

 

in

 

front

 

of

 

the

 

parameter

 

Table

 

8.

 

Required

 

Setup

 

File

 

parameters

 

Parameter

 

Value

 

catalog_database_connect_string:

 

Recovery

 

Catalog

 

connect

 

string

 

catalog_database_password:

 

catalog

 

database

 

username

 

password

 

catalog_database_username:

 

username

 

database_backup_script_file:

 

name

 

of

 

the

 

RMAN

 

Backup

 

Script

 

java_home_directory:

 

Java

 

installation

 

directory

 

shark_copy_service_code:

 

path

 

to

 

Copy

 

Services

 

code

 

shark_password:

 

password

 

of

 

the

 

username

 

specified

 

by

 

shark_username

 

shark_servername:

 

primary

 

Copy

 

Services

 

servername
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Table

 

8.

 

Required

 

Setup

 

File

 

parameters

 

(continued)

 

Parameter

 

Value

 

shark_target_volume:

 

serial

 

number

 

of

 

the

 

ESS

 

target

 

volume

 

(LUN)

 

shark_username:

 

ESS

 

username

 

with

 

Copy

 

Services

 

access

 

target_database_home:

 

Oracle

 

home

 

directory

 

target_database_parameter_file:

 

target

 

database

 

parameter

 

file

 

target_database_password:

 

database

 

password

 

target_database_password_file:

 

target

 

database

 

password

 

file

 

target_database_sid:

 

Oracle

 

system

 

identifier

 

for

 

the

 

target

 

database

 

target_database_username:

 

username

    

Table

 

9.

 

Optional

 

Setup

 

File

 

parameters

 

Parameter

 

Value

 

backup_copyservices_servername:

 

backup

 

Copy

 

Services

 

servername

 

(default:

 

none)

 

backup_destination:

 

diskonly|diskandtsm|tsmonly

 

database_backup_incremental_level:

 

n

 

(default:

 

0)

 

database_backup_msglog_file:

 

file

 

name

 

database_backup_type:

 

offline|online

 

(default:

 

offline)

 

database_control_file_restore:

 

no|yes

 

(default:

 

no)

 

database_ops_host_sid_orchome:

 

remote

 

host

 

information

 

flashcopy_type:

 

nocopy|copy|incr

 

(default:

 

nocopy)

 

shark_query_interval:

 

0

 

-

 

999

 

(default:

 

5)

 

shark_query_lun_status:

 

yes|no

 

(default:

 

yes)

 

target_database_suspend:

 

no|yes

 

(default:

 

no)

   

Required

 

Setup

 

File

 

parameters

 

catalog_database_connect_string:

 

Recovery

 

Catalog

 

connect

 

string

 

This

 

value

 

specifies

 

the

 

connect

 

string

 

of

 

the

 

Recovery

 

Catalog

 

database

 

to

 

be

 

used

 

to

 

catalog

 

backup

 

information.

 

This

 

value

 

must

 

correspond

 

to

 

the

 

value

 

defined

 

in

 

the

 

$ORACLE_HOME/network/admin/tnsnames.ora

 

file.

 

catalog_database_username:

 

username

 

This

 

value

 

specifies

 

a

 

username

 

that

 

has

 

Oracle

 

system

 

database

 

administrator

 

privileges

 

on

 

the

 

Recovery

 

Catalog

 

database.

 

catalog_database_password:

 

catalog

 

database

 

username

 

password

 

This

 

value

 

specifies

 

the

 

password

 

of

 

the

 

username

 

defined

 

in

 

the

 

catalog_database_username

 

parameter.

 

database_backup_script_file:

 

name

 

of

 

the

 

RMAN

 

Backup

 

Script

 

Enter

 

the

 

name

 

of

 

the

 

RMAN

 

Backup

 

Script

 

that

 

contains

 

the

 

Data

 

Protection

 

for

 

Oracle

 

environment

 

variables.

 

This

 

script

 

must

 

1.

   

contain

 

commands

 

that

 

are

 

valid

 

for

 

the

 

Backup

 

System

 

database

 

(applicable

 

on

 

a

 

database

 

with

 

datafile

 

copies),

 

2.

   

contain

 

the

 

Data

 

Protection

 

for

 

Oracle

 

environment

 

variable

 

TDPO_OPTFILE.
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Specify

 

the

 

fully

 

qualified

 

pathname

 

to

 

the

 

tdpo.opt

 

options

 

file

 

with

 

the

 

TDPO_OPTFILE

 

environment

 

variable.

 

See

 

“Example

 

RMAN

 

Backup

 

Script”

 

on

 

page

 

24

 

for

 

an

 

example

 

of

 

this

 

setting.

java_home_directory:

 

Java

 

installation

 

directory

 

Specify

 

the

 

fully

 

qualified

 

path

 

to

 

the

 

Java

 

installation

 

directory

 

on

 

the

 

Production

 

System.

 

Note

 

that

 

the

 

path

 

must

 

be

 

the

 

same

 

on

 

the

 

Backup

 

System.

  

Example:

 

java_home_directory:

 

/usr/jdk_base

 

primary_copyservices_servername:

 

primary

 

Copy

 

Services

 

servername

 

Specify

 

the

 

name

 

of

 

the

 

primary

 

Copy

 

Services

 

server

 

located

 

within

 

an

 

Enterprise

 

Storage

 

Server

 

cluster.

 

You

 

can

 

specify

 

either

 

the

 

numeric

 

Internet

 

Protocol

 

(IP)

 

address

 

or

 

the

 

Domain

 

Name

 

Service

 

(DNS)

 

name

 

of

 

the

 

server.

  

Example

 

1

 

(IP):

 

primary_copyservices_servername:

 

7.241.65.67

 

Example

 

2

 

(DNS):

 

primary_copyservices_servername:

 

primserver112.mydomain.com

 

shark_copy_service_code:

 

path

 

to

 

Copy

 

Services

 

code

 

Specify

 

the

 

fully

 

qualified

 

path

 

to

 

the

 

Copy

 

Services

 

CLI

 

code

 

installed

 

on

 

the

 

Production

 

System.

 

Note

 

that

 

the

 

path

 

must

 

be

 

the

 

same

 

on

 

the

 

Backup

 

System.

  

Example:

 

shark_copy_service_code:

 

/home/ibm2105cli

 

Note:

  

You

 

must

 

update

 

the

 

shark_copy_service_code

 

parameter

 

when

 

upgrading

 

to

 

Enterprise

 

Storage

 

Server

 

Version

 

2.2.0

 

as

 

the

 

Enterprise

 

Storage

 

Server

 

Copy

 

Services

 

CLI

 

Version

 

2.2.0

 

default

 

installation

 

directory

 

differs

 

from

 

earlier

 

releases.

shark_password:

 

password

 

of

 

the

 

username

 

specified

 

by

 

shark_username

 

Specify

 

the

 

password

 

required

 

for

 

the

 

username

 

entered

 

in

 

the

 

shark_username

 

parameter.

  

Example:

 

shark_password:

 

admin112pw

 

shark_target_volume:

 

Serial

 

number

 

of

 

the

 

ESS

 

target

 

volume

 

(LUN)

 

Specify

 

the

 

serial

 

number

 

of

 

the

 

Enterprise

 

Storage

 

Server

 

LUNs

 

to

 

which

 

the

 

Oracle

 

database

 

is

 

to

 

be

 

copied.

 

The

 

specified

 

Target

 

Volumes

 

require

 

the

 

following:

  

For

 

Enterprise

 

Storage

 

Server

 

versions

 

earlier

 

than

 

Version

 

2.2.0:

 

v

   

they

 

must

 

be

 

in

 

the

 

same

 

LSS

 

as

 

the

 

Source

 

Volumes

 

which

 

contain

 

the

 

production

 

Oracle

 

database

 

v

   

they

 

must

 

be

 

the

 

same

 

size

 

as

 

the

 

Source

 

Volumes

 

which

 

contain

 

the

 

production

 

Oracle

 

database

 

v

   

both

 

the

 

Source

 

Volumes

 

and

 

Target

 

Volumes

 

must

 

be

 

on

 

the

 

same

 

Enterprise

 

Storage

 

Server

 

For

 

Enterprise

 

Storage

 

Server

 

Version

 

2.2.0

 

(or

 

later):
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v

   

they

 

must

 

be

 

the

 

same

 

size

 

as

 

the

 

Source

 

Volumes

 

which

 

contain

 

the

 

production

 

Oracle

 

database

 

v

   

both

 

the

 

Source

 

Volumes

 

and

 

Target

 

Volumes

 

must

 

be

 

on

 

the

 

same

 

Enterprise

 

Storage

 

Server

 

Example

 

1:

 

You

 

must

 

enter

 

the

 

corresponding

 

source

 

and

 

size

 

values

 

for

 

the

 

Target

 

Volumes

 

as

 

shown

 

in

 

this

 

example:

 

shark_target_volume:

 

401FCA90

 

40EFCA90

 

Size=2.00_GB

 

Example

 

2:

 

If

 

the

 

corresponding

 

source

 

and

 

size

 

values

 

for

 

the

 

Target

 

Volumes

 

are

 

not

 

entered,

 

a

 

dash

 

(–)

 

character

 

must

 

be

 

entered

 

in

 

both

 

fields

 

as

 

shown

 

in

 

this

 

example:

 

shark_target_volume:

 

401FCA90

  

–

 

–

 

shark_username:

 

ESS

 

username

 

with

 

Copy

 

Services

 

access

 

Specify

 

the

 

username

 

required

 

to

 

log

 

on

 

to

 

the

 

Enterprise

 

Storage

 

Server.

 

This

 

username

 

must

 

have

 

access

 

to

 

perform

 

Enterprise

 

Storage

 

Server

 

Copy

 

Services

 

tasks.

  

Example:

 

shark_username:

 

essuser

 

target_database_home:

 

Oracle

 

home

 

directory

 

This

 

variable

 

specifies

 

the

 

Oracle

 

home

 

directory.

 

The

 

Oracle

 

home

 

directory

 

is

 

defined

 

in

 

the

 

Oracle

 

environment

 

variable

 

ORACLE_HOME.

 

target_database_parameter_file:

 

target

 

database

 

parameter

 

file

 

This

 

value

 

specifies

 

the

 

fully

 

resolved

 

path

 

and

 

filename

 

of

 

the

 

target

 

database

 

parameter

 

file

 

initSID.ora.

 

target_database_password:

 

database

 

password

 

Specify

 

the

 

password

 

of

 

the

 

database

 

defined

 

in

 

the

 

target_database_username

 

parameter.

  

Example:

 

target_database_password:

 

jebpw1

 

target_database_password_file:

 

target

 

database

 

password

 

file

 

This

 

value

 

specifies

 

the

 

fully

 

resolved

 

path

 

of

 

the

 

target

 

database

 

password

 

file

 

(orapwSID

 

by

 

default).

 

target_database_sid:

 

Oracle

 

system

 

identifier

 

for

 

the

 

target

 

database

 

This

 

value

 

specifies

 

the

 

Oracle

 

system

 

identifier

 

(SID)

 

for

 

the

 

target

 

database.

 

Data

 

Protection

 

for

 

ESS

 

performs

 

actions

 

on

 

the

 

database

 

resolved

 

by

 

the

 

Oracle

 

file

 

initSID.ora.

 

The

 

Oracle

 

SID

 

is

 

defined

 

in

 

the

 

Oracle

 

environment

 

variable

 

ORACLE_SID.

 

target_database_username:

 

username

 

This

 

value

 

specifies

 

a

 

username

 

that

 

has

 

Oracle

 

system

 

database

 

administrator

 

privileges

 

on

 

the

 

target

 

database.

Optional

 

Setup

 

File

 

parameters

 

backup_copyservices_servername:

 

backup

 

Copy

 

Services

 

servername

 

Specify

 

the

 

name

 

of

 

the

 

backup

 

Copy

 

Services

 

server

 

located

 

within

 

an

 

Enterprise

 

Storage

 

Server

 

cluster.

 

You

 

can

 

specify

 

either

 

the

 

numeric

 

IP

 

address

 

or

 

the

 

DNS

 

name

 

of

 

the

 

server.

 

The

 

default

 

value

 

is

 

none.

  

Example

 

1

 

(IP):

 

backup_copyservices_servername:

 

8.223.56.91
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Example

 

2

 

(DNS):

 

backup_copyservices_servername:

 

corpbuserver.mydomain.com

 

backup_destination:

 

diskonly|diskandtsm|tsmonly

 

Specify

 

the

 

destination

 

where

 

your

 

Oracle

 

database

 

will

 

be

 

backed

 

up.

 

This

 

option

 

is

 

available

 

with

 

the

 

backup

 

command

 

only.

 

You

 

can

 

specify

 

one

 

of

 

the

 

following

 

destinations:

  

A

 

diskonly

 

value

 

specifies

 

a

 

flashcopy

 

backup

 

of

 

the

 

database

 

is

 

made

 

to

 

the

 

Target

 

Volumes

 

on

 

the

 

Enterprise

 

Storage

 

Server

 

only.

 

In

 

order

 

for

 

this

 

backup

 

to

 

be

 

available

 

for

 

a

 

Quick

 

Restore,

 

you

 

must

 

specify

 

flashcopy_type:

 

copy

 

or

 

flashcopy_type:

 

incr

 

when

 

specifying

 

the

 

diskonly

 

value.

  

A

 

diskandtsm

 

value

 

specifies

 

a

 

flashcopy

 

backup

 

of

 

the

 

database

 

is

 

made

 

to

 

the

 

Tivoli

 

Storage

 

Manager

 

Server.

 

In

 

order

 

for

 

this

 

backup

 

to

 

be

 

available

 

for

 

a

 

Quick

 

Restore

 

or

 

standard

 

restore

 

from

 

the

 

Tivoli

 

Storage

 

Manager

 

Server,

 

you

 

must

 

specify

 

flashcopy_type:

 

copy

 

or

 

flashcopy_type:

 

incr

 

when

 

specifying

 

the

 

diskandtsm

 

value.

 

This

 

is

 

the

 

default

 

value

 

when

 

flashcopy_type

 

is

 

set

 

to

 

a

 

value

 

of

 

copy

 

or

 

incr.

  

A

 

tsmonly

 

value

 

specifies

 

a

 

flashcopy

 

backup

 

of

 

the

 

database

 

is

 

made

 

to

 

the

 

Tivoli

 

Storage

 

Manager

 

Server

 

only.

 

You

 

must

 

specify

 

flashcopy_type:

 

nocopy

 

when

 

specifying

 

the

 

tsmonly

 

value.

 

This

 

is

 

the

 

default

 

value

 

when

 

flashcopy_type

 

is

 

set

 

to

 

a

 

value

 

of

 

nocopy.

 

database_backup_incremental_level:

 

n

 

(default:

 

0)

 

Enter

 

the

 

level

 

of

 

backup

 

to

 

be

 

performed.

 

You

 

can

 

enter

 

any

 

numerical

 

value.

 

However,

 

the

 

following

 

conditions

 

apply:

 

v

   

A

 

0

 

value

 

performs

 

a

 

full

 

backup.

 

This

 

is

 

the

 

default.

 

–

   

A

 

full

 

backup

 

must

 

be

 

performed

 

before

 

an

 

incremental

 

backup

 

can

 

be

 

performed.
v

   

A

 

numerical

 

value

 

greater

 

than

 

0

 

performs

 

an

 

incremental

 

backup.

 

–

   

Incremental

 

backups

 

are

 

progressive.

 

For

 

example,

 

a

 

level

 

0

 

backup

 

must

 

be

 

performed

 

before

 

a

 

level

 

1

 

backup

 

can

 

occur.

 

A

 

level

 

1

 

backup

 

must

 

be

 

performed

 

before

 

a

 

level

 

2

 

backup

 

can

 

occur

 

and

 

so

 

on.

database_backup_msglog_file:

 

file

 

name

 

Enter

 

the

 

name

 

of

 

the

 

file

 

that

 

contains

 

output

 

from

 

all

 

RMAN

 

commands.

 

Since

 

the

 

contents

 

of

 

this

 

file

 

is

 

overwritten

 

after

 

every

 

RMAN

 

command,

 

output

 

from

 

all

 

RMAN

 

commands

 

is

 

also

 

written

 

to

 

the

 

tdpess.log

 

file.

 

database_backup_type:

 

offline|online

 

(default:

 

offline)

 

Enter

 

the

 

type

 

of

 

database

 

backup

 

to

 

be

 

performed.

 

You

 

can

 

enter

 

one

 

of

 

the

 

following

 

values:

 

online

 

or

 

offline.

 

The

 

default

 

value

 

is

 

offline.

 

Note

 

that

 

when

 

performing

 

a

 

backup

 

with

 

offline

 

specified,

 

the

 

target

 

database

 

on

 

the

 

Production

 

System

 

must

 

be

 

in

 

a

 

″startup

 

mount″

 

state

 

at

 

the

 

time

 

that

 

essorcp

 

is

 

issued.

 

Otherwise

 

recovery

 

must

 

be

 

performed

 

to

 

restore

 

the

 

database.

 

Only

 

online

 

backups

 

are

 

supported

 

in

 

an

 

OPS

 

and

 

RAC

 

environment.

 

database_control_file_restore:

 

no|yes

 

(default:

 

no)

 

Specify

 

whether

 

to

 

restore

 

Oracle

 

control

 

files

 

after

 

Quick

 

Restore

 

processing

 

completes.

  

A

 

no

 

value

 

will

 

not

 

restore

 

Oracle

 

control

 

files

 

and

 

the

 

user

 

will

 

do

 

the

 

full

 

recovery

 

up

 

to

 

the

 

current

 

image

 

of

 

the

 

Oracle

 

database

 

using

 

existing

 

control

 

files

 

residing

 

in

 

the

 

system.
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A

 

yes

 

value

 

restores

 

Oracle

 

control

 

files

 

and

 

the

 

user

 

will

 

do

 

the

 

incomplete

 

recovery

 

up

 

to

 

the

 

point

 

when

 

the

 

control

 

files

 

were

 

backed

 

up.

 

database_ops_host_sid_orchome:

 

remote

 

host

 

information

 

Specify

 

remote

 

host

 

information

 

when

 

running

 

Data

 

Protection

 

for

 

ESS

 

in

 

an

 

OPS

 

environment.

 

This

 

parameter

 

must

 

be

 

specified

 

when

 

flashcopy_type

 

is

 

set

 

to

 

copy

 

or

 

incr.

 

Specify

 

this

 

command

 

with

 

the

 

following

 

syntax:

 

database_ops_host_sid_orchome:

 

<remote

 

host

 

name>

 

<remote

 

host

 

SID

 

name>

 

<oracle

 

home

 

directory

 

for

 

remote

 

host>

 

The

 

remote

 

host

 

name

 

is

 

the

 

name

 

of

 

the

 

remote

 

host

 

involved

 

in

 

the

 

OPS

 

environment.

  

The

 

remote

 

host

 

SID

 

name

 

is

 

the

 

Oracle

 

.SID

 

name

 

of

 

the

 

remote

 

host

 

involved

 

in

 

the

 

OPS

 

environment.

  

The

 

oracle

 

home

 

directory

 

for

 

remote

 

host

 

is

 

the

 

Oracle

 

home

 

directory

 

located

 

on

 

the

 

remote

 

host.You

 

must

 

specify

 

this

 

parameter

 

in

 

your

 

Setup

 

File

 

for

 

each

 

remote

 

host

 

involved

 

in

 

the

 

OPS

 

environment.

 

For

 

example,

 

if

 

your

 

OPS

 

environment

 

consisted

 

of

 

one

 

local

 

host

 

(for

 

running

 

Data

 

Protection

 

for

 

ESS

 

commands)

 

and

 

three

 

remote

 

hosts,

 

you

 

must

 

specify

 

this

 

parameter

 

for

 

each

 

remote

 

host:

 

database_ops_host_sid_orchome:

 

host2

 

sid2

 

/oracle/product/920

 

database_ops_host_sid_orchome:

 

host3

 

sid3

 

/oracle/product/920

 

database_ops_host_sid_orchome:

 

host4

 

sid4

 

/oracle/product/920

 

There

 

is

 

no

 

default

 

value

 

for

 

this

 

parameter.

 

flashcopy_type:

 

nocopy|copy|incr

 

(default:

 

nocopy)

 

Specify

 

the

 

type

 

of

 

flashcopy

 

the

 

Enterprise

 

Storage

 

Server

 

performs.

  

A

 

copy

 

value

 

directs

 

the

 

Enterprise

 

Storage

 

Server

 

to

 

perform

 

a

 

bit-by-bit

 

copy

 

of

 

data

 

from

 

one

 

physical

 

volume

 

to

 

another

 

physical

 

volume.

 

This

 

value

 

is

 

recommended

 

under

 

the

 

following

 

conditions:

 

v

   

you

 

intend

 

to

 

perform

 

a

 

Quick

 

Restore

 

of

 

the

 

backed

 

up

 

database

 

v

   

the

 

database

 

to

 

be

 

backed

 

up

 

contains

 

few

 

physical

 

disks

 

(for

 

example,

 

less

 

than

 

10

 

physical

 

disks)

 

v

   

a

 

copy

 

of

 

the

 

Oracle

 

data

 

is

 

desired

 

on

 

the

 

Target

 

Volume

 

v

   

Note

 

that

 

a

 

successful

 

backup

 

of

 

the

 

Oracle

 

database

 

to

 

the

 

Tivoli

 

Storage

 

Manager

 

Server

 

is

 

obtained

 

even

 

when

 

the

 

flashcopy_type

 

parameter

 

is

 

set

 

to

 

nocopy.

 

The

 

Tivoli

 

Storage

 

Manager

 

Server

 

will

 

contain

 

a

 

valid

 

backup

 

of

 

the

 

Oracle

 

database.

 

However,

 

the

 

Target

 

Volumes

 

will

 

contain

 

invalid

 

data

 

and

 

cannot

 

be

 

used

 

as

 

a

 

″disk

 

backup.″

 

A

 

nocopy

 

value

 

directs

 

the

 

Enterprise

 

Storage

 

Server

 

NOT

 

to

 

perform

 

a

 

bit-by-bit

 

copy

 

of

 

data

 

from

 

one

 

physical

 

volume

 

to

 

another

 

physical

 

volume.

 

This

 

value

 

is

 

recommended

 

under

 

the

 

following

 

conditions:

 

v

   

the

 

database

 

to

 

be

 

backed

 

up

 

contains

 

several

 

physical

 

disks

 

(for

 

example,

 

more

 

than

 

10

 

physical

 

disks)

 

v

   

a

 

copy

 

of

 

the

 

Oracle

 

data

 

is

 

not

 

desired

 

on

 

the

 

Target

 

Volume

This

 

is

 

the

 

default

 

value.

  

An

 

incr

 

value

 

directs

 

the

 

Enterprise

 

Storage

 

Server

 

to

 

perform

 

a

 

bit-by-bit

 

copy

 

of

 

only

 

the

 

tracks

 

that

 

have

 

been

 

modified

 

on

 

the

 

Source

 

Volume
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since

 

the

 

previous

 

flashcopy

 

to

 

the

 

Target

 

Volume.

 

This

 

value

 

is

 

recommended

 

under

 

the

 

following

 

conditions:

 

v

   

you

 

intend

 

to

 

perform

 

a

 

Quick

 

Restore

 

of

 

the

 

backed

 

up

 

database

 

v

   

you

 

intend

 

to

 

schedule

 

more

 

frequent

 

backups

 

for

 

your

 

database

 

v

   

a

 

copy

 

of

 

the

 

Oracle

 

data

 

is

 

desired

 

on

 

the

 

Target

 

Volume

 

v

   

the

 

database

 

to

 

be

 

backed

 

up

 

contains

 

few

 

physical

 

disks

 

(for

 

example,

 

less

 

than

 

10

 

physical

 

disks)

Note

 

that

 

during

 

backup

 

processing,

 

as

 

the

 

size

 

of

 

the

 

database

 

increases

 

and

 

new

 

Enterprise

 

Storage

 

Server

 

volumes

 

are

 

added

 

to

 

volumes

 

already

 

in

 

an

 

existing

 

incremental

 

relationship,

 

a

 

new

 

incremental

 

relationship

 

is

 

established

 

for

 

these

 

additional

 

volumes

 

and

 

backup

 

processing

 

completes

 

successfully.

 

However,

 

monitor

 

and

 

restore

 

processing

 

will

 

fail

 

when

 

these

 

conditions

 

exist.

  

Example:

 

flashcopy_type:

 

nocopy

 

target_database_suspend:

 

no|yes

 

(default:

 

no)

 

This

 

value

 

specifies

 

whether

 

to

 

suspend

 

activity

 

on

 

the

 

target

 

database

 

until

 

the

 

flashcopy

 

operation

 

completes.

 

Enter

 

one

 

of

 

the

 

following

 

values:

 

yes,

 

y,

 

no,

 

or

 

n.

 

A

 

yes

 

value

 

is

 

recommended

 

when

 

transaction

 

processing

 

activity

 

is

 

high.

 

The

 

default

 

value

 

is

 

no.

 

shark_query_interval:

 

0

 

-

 

999

 

(default:

 

5)

 

Specify

 

the

 

interval

 

(in

 

minutes)

 

between

 

queries

 

to

 

the

 

Copy

 

Services

 

server

 

to

 

determine

 

if

 

the

 

background

 

copy

 

process

 

for

 

a

 

flashcopy

 

backup

 

or

 

restore

 

operation

 

has

 

completed

 

successfully.

 

You

 

can

 

specify

 

from

 

0

 

to

 

999

 

minutes.

 

A

 

0

 

value

 

queries

 

continuously

 

until

 

the

 

background

 

copy

 

completes.

 

The

 

default

 

is

 

5

 

(minutes).

 

shark_query_lun_status:

 

yes|no

 

(default:

 

yes)

 

Specify

 

whether

 

or

 

not

 

Data

 

Protection

 

for

 

ESS

 

determines

 

if

 

the

 

Source

 

Volumes

 

and

 

Target

 

Volumes

 

are

 

involved

 

in

 

another

 

flashcopy

 

or

 

peer-to-peer

 

remote

 

copy

 

(PPRC)

 

operation,

 

prior

 

to

 

performing

 

the

 

flashcopy

 

backup

 

or

 

Quick

 

Restore

 

operation.

  

A

 

yes

 

value

 

means

 

Data

 

Protection

 

for

 

ESS

 

determines

 

if

 

the

 

Source

 

Volumes

 

and

 

Target

 

Volumes

 

are

 

involved

 

in

 

another

 

flashcopy

 

or

 

PPRC

 

operation.

 

Data

 

Protection

 

for

 

ESS

 

queries

 

all

 

LUNs

 

on

 

all

 

Source

 

Volumes

 

and

 

Target

 

Volumes.

 

If

 

any

 

of

 

the

 

Source

 

Volumes

 

or

 

Target

 

Volumes

 

are

 

involved

 

in

 

another

 

flashcopy

 

or

 

PPRC

 

operation,

 

the

 

flashcopy

 

backup

 

or

 

Quick

 

Restore

 

operation

 

fails.

  

A

 

no

 

value

 

means

 

Data

 

Protection

 

for

 

ESS

 

does

 

not

 

determine

 

if

 

the

 

Source

 

Volumes

 

and

 

Target

 

Volumes

 

are

 

involved

 

in

 

another

 

flashcopy

 

or

 

PPRC

 

operation.
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Example

 

Setup

 

File

 

Optional

 

parameters

 

are

 

preceded

 

by

 

a

 

pound

 

sign

 

(#).

 

#=====================================================================#

 

#===

     

This

 

file

 

contains

 

setup

 

information

 

for

 

IBM

 

Tivoli

       

===#

 

#===

     

Storage

 

Manager

 

for

 

Hardware

 

-

 

Data

 

Protection

 

for

        

===#

 

#===

     

Enterprise

 

Storage

 

Server

 

Databases.

                      

===#

 

#===

     

It

 

contains

 

user

 

ids

 

and

 

passwords

 

and

 

should

 

therefore

   

===#

 

#===

     

be

 

kept

 

in

 

a

 

protected

 

directory

                          

===#

 

#=====================================================================#

   

#===

  

Setup

 

for

 

the

 

Oracle

 

database

 

which

 

will

 

be

 

backed

 

up

        

===#

 

target_database_home:

            

/orc/app/oracle/product/817

 

target_database_sid:

             

mydb

 

target_database_username:

        

agnttest

 

target_database_password:

        

agnttest

   

#===

  

Setup

 

for

 

Oracle

 

catalog

 

database

 

===#

 

catalog_database_connect_string:

     

rmantdp

 

catalog_database_username:

           

rman

 

catalog_database_password:

           

rman

   

target_database_parameter_file:

        

/orc/app/oracle/admin/mydb/pfile/initmydb.ora

 

database_backup_script_file:

           

/home/tdpess/bkup.scr

 

target_database_password_file:

         

/orc/app/oracle/product/817/dbs/orapwmydb

 

database_backup_msglog_file:

           

/orc/app/oracle/admin/rmanlogmydb

 

#database_backup_type:

                 

offline

 

database_backup_incremental_level:

     

1

 

#target_database_suspend:

              

no

   

#clear_target_pvid:

  

no

   

NOTE:

 

This

 

parameter

 

is

 

no

 

longer

 

used

   

#===

             

Setup

 

for

 

the

 

IBM

 

ESS

 

CopyServices

                

===#

 

Java_home_directory:

                 

/usr/java131

 

shark_copy_service_code:

             

/usr/opt/ibm/ibm2105cli

 

shark_username:

                      

sharkuser

 

shark_password:

                      

sharkpassword

 

primary_copyservices_servername:

     

myprimesharkserver.sanjose.ibm.com

 

#backup_copyservices_servername:

     

mybackupsharkserver.sanjose.ibm.com

 

#flashcopy_type:

                     

incr

 

#backup_destination:

                 

diskandtsm

 

#shark_query_interval:

               

5

 

#shark_query_lun_status:

             

yes

     

#===

  

Parameters

 

for

 

Quick

 

Restore

  

===========================#

 

#prompt:

  

yes

 

#==============================================================#

 

#

 

User

 

is

 

required

 

to

 

do

 

the

 

incomplete

 

recovery

 

when

          

#

 

#

 

database_control_file_restore

 

is

 

set

 

to

 

yes,

 

and

 

full

        

#

 

#

 

recovery

 

when

 

database_control_file_restore

 

is

 

set

 

to

 

no.

    

#

 

#==============================================================#

 

#database_control_file_restore:

   

no

   

#===============================================================#

 

#

    

database_ops_host_sid_orchome:

 

is

 

required

 

parameter

       

#

 

#

    

when

 

you

 

are

 

running

 

OPS

 

environment

 

and

 

flashcopy

 

type

    

#

 

#

    

is

 

either

 

copy

 

or

 

incr.

                                    

#

 

#===============================================================#

   

#database_ops_host_sid_orchome:

 

ops2

   

sid2

   

/orc92fs/app/oracle/product/920

 

#database_ops_host_sid_orchome:

 

ops3

   

sid3

   

/orc92fs/app/oracle/product/920

 

#database_ops_host_sid_orchome:

 

ops4

   

sid4

   

/orc92fs/app/oracle/product/920

   

#===

  

Parameters

 

for

 

Tracing

        

===========================#

 

#===

  

NOTE:

 

Please

 

do

 

not

 

specify

 

any

 

traceflags

 

in

  

==========#

 

#===

        

$DSM_CONFIG

 

and

 

$DSMI_CONFIG

 

files

       

==========#
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#traceflag:

 

TDPH

 

TDPH_DETAIL

 

#tracefile:

 

/home/dpess/log/trace.out

   

#===

  

These

 

are

 

target

 

source

 

pairs

 

(size

 

of

 

target

 

is

 

added)

      

===#

 

#===

  

If

 

you

 

specify

 

a

 

"-"

 

for

 

the

 

source

 

and

 

the

 

size,

 

DP

 

for

 

ESS

 

===#

 

#===

  

will

 

fill

 

in

 

the

 

appropriate

 

values

 

on

 

the

 

first

 

flashcopy

   

===#

 

#===

  

backup

 

operation

                                             

===#

 

#====

 

NOTE:

 

Only

 

source

 

target

 

volumes

 

of

 

the

 

same

 

size

 

should

 

be

  

===#

 

#====

       

used.

  

If

 

a

 

different

 

size

 

is

 

specified,

 

there

 

may

     

===#

 

#====

       

be

 

undesirable

 

side

 

effects.

                           

===#

 

#====

 

Use

 

EXTREME

 

caution

 

in

 

breaking

 

this

 

couping

 

-

 

duplicate

     

===#

 

#====

     

pvids

 

can

 

result

 

in

 

the

 

target

 

system

 

failure.

           

===#

 

#====

 

Please

 

leave

 

these

 

items

 

at

 

the

 

end

 

of

 

the

 

file

 

(data

 

may

    

===#

 

#====

     

be

 

added)

                                                

===#

   

#===

                 

Target

         

Source

         

(size)

          

===#

 

shark_target_volume:

 

264FCA90

         

-

               

-

   

#====

   

Alternate

 

syntax

                                           

===#

 

#===

                   

Target

      

Source

         

(size)

           

===#

 

#shark_target_volume:

 

50FFCA90

     

515FCA90

     

Size=1.00_GB
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Chapter

 

4.

 

How

 

to

 

back

 

up

 

your

 

database

 

This

 

chapter

 

describes

 

how

 

to

 

back

 

up

 

your

 

Oracle

 

database.

 

Data

 

Protection

 

for

 

ESS

 

backs

 

up

 

a

 

self-generated

 

temporary

 

file

 

on

 

the

 

Production

 

System

 

to

 

the

 

Tivoli

 

Storage

 

Manager

 

Server.

 

This

 

temporary

 

file

 

contains

 

information

 

(metadata)

 

required

 

by

 

Data

 

Protection

 

for

 

ESS

 

on

 

the

 

Backup

 

System

 

to

 

successfully

 

back

 

up

 

the

 

Oracle

 

database.

 

A

 

″set

 

access″

 

is

 

performed

 

for

 

the

 

Backup

 

System

 

to

 

be

 

able

 

to

 

restore

 

this

 

temporary

 

file

 

from

 

the

 

Tivoli

 

Storage

 

Manager

 

Server.

 

Data

 

Protection

 

for

 

ESS

 

does

 

not

 

remove

 

this

 

access

 

after

 

the

 

backup

 

executable

 

(essorcb)

 

has

 

restored

 

this

 

file.

 

Data

 

Protection

 

for

 

ESS

 

backs

 

up

 

another

 

metadata

 

file

 

on

 

the

 

Production

 

System

 

to

 

the

 

Tivoli

 

Storage

 

Manager

 

Server.

 

This

 

file

 

contains

 

information

 

(metadata)

 

required

 

by

 

Data

 

Protection

 

for

 

ESS

 

on

 

the

 

Production

 

System

 

to

 

perform

 

a

 

Quick

 

Restore.

 

Data

 

Protection

 

for

 

ESS

 

also

 

backs

 

up

 

the

 

user

 

Setup

 

File

 

on

 

the

 

Production

 

System

 

to

 

the

 

Tivoli

 

Storage

 

Manager

 

Server.

 

This

 

Setup

 

File

 

is

 

required

 

to

 

perform

 

all

 

Data

 

Protection

 

for

 

ESS

 

commands.

 

You

 

can

 

restore

 

this

 

file

 

from

 

the

 

Tivoli

 

Storage

 

Manager

 

Server

 

in

 

the

 

event

 

it

 

is

 

lost.

 

Data

 

Protection

 

for

 

ESS

 

does

 

not

 

back

 

up

 

the

 

transaction

 

logs

 

of

 

the

 

Oracle

 

database.

 

The

 

database

 

administrator

 

is

 

responsible

 

for

 

periodically

 

backing

 

up

 

the

 

Oracle

 

database

 

transaction

 

logs.

 

It

 

is

 

recommended

 

that

 

the

 

transaction

 

logs

 

be

 

backed

 

up

 

to

 

the

 

Tivoli

 

Storage

 

Manager

 

Server

 

after

 

every

 

full

 

database

 

online

 

backup.

 

Note:

  

You

 

cannot

 

run

 

the

 

backup

 

executable

 

(essorcb)

 

concurrently

 

on

 

the

 

Backup

 

System

 

to

 

back

 

up

 

multiple

 

databases.

 

Incremental

 

flashcopy

 

Incremental

 

flashcopy

 

requires

 

the

 

following:

 

v

   

You

 

must

 

upgrade

 

to

 

Enterprise

 

Storage

 

Server

 

Version

 

2.3.0

 

(or

 

later)

 

with

 

the

 

advanced

 

flashcopy

 

feature

 

selected

 

to

 

match

 

the

 

expected

 

flashcopy

 

backup

 

requirements.

 

Use

 

the

 

″Licensed

 

Internal

 

Code″

 

panel

 

on

 

the

 

Enterprise

 

Storage

 

Server

 

Specialist

 

Web

 

interface

 

to

 

verify

 

that

 

the

 

correct

 

advanced

 

flashcopy

 

feature

 

code

 

is

 

enabled

 

for

 

your

 

Enterprise

 

Storage

 

Server.

 

v

   

Incremental

 

flashcopy

 

is

 

not

 

supported

 

on

 

AIX

 

4.3.3.

 

You

 

must

 

upgrade

 

to

 

AIX

 

5.1

 

or

 

AIX

 

5.2.

 

v

   

Install

 

Enterprise

 

Storage

 

Server

 

Copy

 

Services

 

CLI

 

Version

 

2.3.0

 

(or

 

later)

 

on

 

both

 

the

 

Production

 

System

 

and

 

Backup

 

System.

 

v

   

Incremental

 

flashcopy

 

can

 

be

 

used

 

for

 

backup

 

and

 

restore

 

operations.

 

It

 

is

 

recommended

 

that

 

you

 

specify

 

flashcopy_type:

 

incr

 

for

 

backup

 

and

 

restore

 

processing

 

during

 

normal

 

production

 

to

 

take

 

advantage

 

of

 

the

 

improved

 

performance.

 

v

   

For

 

Enterprise

 

Storage

 

Server

 

Version

 

2.2.0

 

(or

 

later),

 

it

 

is

 

no

 

longer

 

necessary

 

for

 

to

 

specify

 

source

 

and

 

target

 

volumes

 

that

 

belong

 

to

 

the

 

same

 

LSS.

 

As

 

long

 

as

 

these

 

volumes

 

belong

 

to

 

the

 

same

 

Enterprise

 

Storage

 

Server,

 

they

 

can

 

be

 

specified

 

as

 

source

 

and

 

target

 

volumes

 

for

 

a

 

flashcopy

 

backup

 

or

 

Quick

 

Restore.

 

©

 

Copyright

 

IBM

 

Corp.

 

2000,

 

2003
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Flashcopy

 

relationships

 

and

 

Setup

 

File

 

parameters

 

Once

 

incremental

 

change

 

recording

 

is

 

enabled

 

and

 

a

 

persistent

 

flashcopy

 

relationship

 

is

 

established

 

between

 

a

 

Source

 

Volume

 

and

 

a

 

Target

 

Volume,

 

the

 

Enterprise

 

Storage

 

Server

 

only

 

accepts

 

incremental

 

flashcopy

 

requests

 

and

 

fails

 

flashcopy

 

requests

 

for

 

copy

 

and

 

nocopy

 

backup

 

types.

 

It

 

is

 

desirable

 

to

 

maintain

 

these

 

persistent

 

relationships

 

so

 

that

 

incremental

 

backups

 

to

 

the

 

Enterprise

 

Storage

 

Server

 

can

 

be

 

used

 

for

 

Quick

 

Restores.

 

It

 

is

 

recommended

 

that

 

an

 

automated

 

backup

 

to

 

the

 

Enterprise

 

Storage

 

Server

 

be

 

performed

 

every

 

few

 

hours

 

and

 

an

 

automated

 

backup

 

to

 

the

 

Tivoli

 

Storage

 

Manager

 

Server

 

be

 

performed

 

at

 

least

 

once

 

a

 

day.

 

You

 

must

 

use

 

different

 

Setup

 

Files

 

with

 

the

 

appropriate

 

backup

 

destination

 

for

 

these

 

automated

 

backups.

 

When

 

a

 

database

 

is

 

backed

 

up

 

to

 

the

 

Tivoli

 

Storage

 

Manager

 

Server

 

only

 

and

 

flashcopy_type:

 

nocopy

 

is

 

specified,

 

no

 

background

 

copy

 

of

 

the

 

database

 

is

 

made.

 

However,

 

if

 

the

 

same

 

set

 

of

 

Target

 

Volumes

 

are

 

used

 

for

 

both

 

backup

 

destinations

 

and

 

a

 

persistent

 

relationship

 

exists

 

due

 

to

 

incremental

 

change

 

recording

 

being

 

enabled,

 

the

 

backup

 

will

 

fail.

 

To

 

address

 

such

 

conditions,

 

Data

 

Protection

 

for

 

ESS

 

performs

 

in

 

the

 

following

 

manner:

 

v

   

If

 

invalid

 

option

 

values

 

or

 

an

 

invalid

 

combination

 

of

 

option

 

values

 

are

 

specified,

 

processing

 

fails

 

and

 

an

 

error

 

message

 

displays.

 

v

   

If

 

flashcopy_type:

 

nocopy

 

is

 

specified,

 

the

 

target

 

PVID

 

is

 

cleared

 

and

 

the

 

database

 

cannot

 

be

 

restored

 

via

 

Quick

 

Restore.

 

The

 

database

 

must

 

be

 

manually

 

restores

 

from

 

the

 

Tivoli

 

Storage

 

Manager

 

Server.

 

In

 

this

 

case,

 

the

 

Target

 

Volumes

 

can

 

be

 

used

 

as

 

targets

 

for

 

Source

 

Volumes

 

from

 

multiple

 

databases.

 

v

   

If

 

flashcopy_type:

 

copy

 

or

 

incremental

 

is

 

specified,

 

the

 

target

 

PVID

 

remains

 

intact

 

and

 

the

 

database

 

can

 

be

 

restored

 

via

 

Quick

 

Restore.

 

v

   

If

 

incremental

 

change

 

recording

 

is

 

enabled,

 

Data

 

Protection

 

for

 

ESS

 

performs

 

an

 

incremental

 

flashcopy

 

backup

 

and

 

overrides

 

the

 

flashcopy_type

 

value

 

in

 

the

 

Setup

 

File

 

in

 

order

 

to

 

keep

 

the

 

persistent

 

relationship

 

intact.

 

The

 

database

 

can

 

be

 

restored

 

via

 

Quick

 

Restore.

 

A

 

message

 

displays

 

stating

 

that

 

an

 

incremental

 

flashcopy

 

backup

 

was

 

performed

 

and

 

that

 

you

 

must

 

withdraw

 

the

 

persistent

 

relationship

 

to

 

perform

 

a

 

copy

 

or

 

nocopy

 

backup.

 

v

   

When

 

a

 

flashcopy_type:

 

nocopy

 

is

 

forced

 

to

 

incr

 

due

 

to

 

change

 

recording

 

being

 

enabled,

 

run

 

the

 

monitor

 

command

 

in

 

order

 

to

 

mark

 

the

 

completion

 

of

 

the

 

background

 

copy

 

and

 

to

 

update

 

the

 

metadata

 

file

 

on

 

the

 

Tivoli

 

Storage

 

Manager

 

Server.

 

The

 

database

 

can

 

now

 

be

 

restored

 

via

 

Quick

 

Restore.

 

v

   

If

 

flashcopy_type:

 

incr

 

and

 

the

 

Enterprise

 

Storage

 

Server

 

microcode

 

and

 

Copy

 

Services

 

CLI

 

version

 

is

 

earlier

 

than

 

2.3.0

 

or

 

if

 

the

 

AIX

 

version

 

is

 

4.3.3,

 

flashcopy_type

 

is

 

forced

 

to

 

copy

 

and

 

a

 

full

 

volume

 

flashcopy

 

backup

 

is

 

performed.

 

A

 

message

 

will

 

be

 

logged

 

to

 

acknowledge

 

this

 

action.

 

v

   

During

 

Quick

 

Restore

 

processing

 

from

 

two

 

or

 

more

 

Enterprise

 

Storage

 

Servers,

 

the

 

flashcopy

 

from

 

one

 

of

 

the

 

Enterprise

 

Storage

 

Servers

 

could

 

fail.

 

Since

 

a

 

background

 

copy

 

from

 

one

 

of

 

the

 

Enterprise

 

Storage

 

Servers

 

could

 

be

 

in

 

progress,

 

you

 

cannot

 

immediately

 

retry

 

a

 

Quick

 

Restore.

 

In

 

this

 

situation,

 

perform

 

one

 

of

 

the

 

following:

 

–

   

In

 

case

 

of

 

flashcopy_type:

 

incr,

 

wait

 

until

 

the

 

background

 

copy

 

completes

 

for

 

those

 

flashcopy

 

commands

 

that

 

are

 

already

 

in

 

progress.

 

The

 

persistent

 

flashcopy

 

relationships

 

will

 

remain

 

intact

 

and

 

the

 

Quick

 

Restore

 

will

 

complete

 

quickly

 

when

 

tried

 

again.

 

–

   

Use

 

the

 

withdraw

 

command

 

to

 

withdraw

 

the

 

persistent

 

relationships

 

for

 

those

 

flashcopy

 

commands

 

that

 

are

 

already

 

in

 

progress.

 

In

 

this

 

case,

 

the

 

the

 

Quick

 

Restore

 

can

 

be

 

tried

 

again

 

immediately.

 

However,

 

each

 

flashcopy

 

will
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be

 

a

 

full

 

volume

 

flashcopy

 

resulting

 

in

 

longer

 

processing

 

time.

 

You

 

can

 

use

 

the

 

querydisk

 

command

 

to

 

determine

 

which

 

flashcopy

 

relationships

 

need

 

to

 

be

 

withdrawn.

In

 

the

 

following

 

situations,

 

Data

 

Protection

 

for

 

ESS

 

detects

 

that

 

a

 

full

 

volume

 

restore

 

is

 

required

 

and

 

performs

 

a

 

full

 

flashcopy

 

backup

 

(even

 

when

 

flashcopy_type:

 

incr

 

is

 

specified):

 

v

   

The

 

very

 

first

 

time

 

a

 

database

 

is

 

backed

 

up

 

during

 

normal

 

production

 

operations.

 

v

   

Backup

 

or

 

restore

 

processing

 

during

 

normal

 

production

 

when

 

change

 

recording

 

is

 

not

 

enabled

 

or

 

when

 

the

 

database

 

has

 

been

 

lost

 

(restore

 

only).

 

v

   

Restore

 

processing

 

during

 

normal

 

production

 

when

 

the

 

entire

 

database

 

has

 

been

 

lost

 

and

 

the

 

flashcopy

 

relationship

 

has

 

been

 

withdrawn.

Backup

 

processing

 

fails

 

when

 

the

 

following

 

circumstances

 

exist:

 

v

   

When

 

flashcopy_type

 

is

 

set

 

to

 

a

 

value

 

other

 

than

 

copy,

 

nocopy,

 

or

 

incr.

 

v

   

When

 

backup

 

destination

 

is

 

set

 

to

 

a

 

value

 

other

 

than

 

tsmonly,

 

diskonly,

 

or

 

diskandtsm.

 

v

   

When

 

backup

 

destination

 

is

 

set

 

to

 

diskonly

 

or

 

diskandtsm

 

and

 

flashcopy_type

 

is

 

set

 

to

 

is

 

nocopy.

 

v

   

When

 

backup

 

destination

 

is

 

set

 

to

 

tsmonly

 

and

 

flashcopy_type

 

is

 

set

 

to

 

copy

 

or

 

incr.

 

v

   

When

 

a

 

Quick

 

Restore

 

operation

 

is

 

attempted

 

for

 

a

 

database

 

originally

 

backed

 

up

 

with

 

flashcopy_type:

 

nocopy.

 

You

 

must

 

manually

 

restore

 

the

 

database

 

from

 

the

 

Tivoli

 

Storage

 

Manager

 

Server.

 

However,

 

if

 

flashcopy_type:

 

nocopy

 

has

 

been

 

previously

 

forced

 

to

 

incr

 

due

 

to

 

change

 

recording

 

being

 

enabled,

 

you

 

can

 

restore

 

the

 

database

 

via

 

Quick

 

Restore.

 

v

   

When

 

flashcopy_type:

 

incr

 

and

 

there

 

is

 

a

 

mismatch

 

between

 

the

 

Enterprise

 

Storage

 

Server

 

microcode

 

and

 

the

 

Copy

 

Services

 

CLI.

 

For

 

example,

 

the

 

Enterprise

 

Storage

 

Server

 

microcode

 

version

 

is

 

earlier

 

than

 

2.3.0

 

and

 

the

 

Copy

 

Services

 

CLI

 

version

 

is

 

2.3.0

 

(or

 

later).

Previous

 

versions

 

of

 

Data

 

Protection

 

for

 

ESS

 

used

 

a

 

single

 

script

 

file

 

for

 

scheduling

 

backups

 

to

 

the

 

Enterprise

 

Storage

 

Server

 

and

 

the

 

Tivoli

 

Storage

 

Manager

 

Server

 

by

 

specifying

 

the

 

appropriate

 

backup

 

destination

 

in

 

two

 

separate

 

Setup

 

Files.

 

Three

 

copies

 

of

 

the

 

Setup

 

File

 

are

 

now

 

needed

 

in

 

order

 

to

 

schedule

 

the

 

three

 

different

 

backup

 

locations

 

as

 

each

 

copy

 

specifies

 

the

 

appropriate

 

backup

 

destination:

 

diskonly,

 

diskandtsm,

 

and

 

tsmonly.

 

It

 

is

 

recommended

 

that

 

a

 

backup

 

to

 

the

 

Enterprise

 

Storage

 

Server

 

(diskonly)

 

is

 

scheduled

 

every

 

few

 

hours

 

and

 

a

 

backup

 

to

 

the

 

Tivoli

 

Storage

 

Manager

 

Server

 

(tsmonly)

 

is

 

scheduled

 

for

 

at

 

least

 

once

 

per

 

day.

 

Note

 

that

 

if

 

the

 

same

 

set

 

of

 

Target

 

Volumes

 

are

 

specified

 

for

 

both

 

the

 

Enterprise

 

Storage

 

Server

 

backup

 

and

 

the

 

Tivoli

 

Storage

 

Manager

 

Server

 

backup,

 

and

 

backup_destination:

 

tsmonly

 

and

 

flashcopy_type:

 

nocopy

 

are

 

specified,

 

these

 

Target

 

Volumes

 

cannot

 

be

 

used

 

for

 

Quick

 

Restore

 

processing

 

until

 

the

 

next

 

scheduled

 

backup

 

to

 

the

 

Enterprise

 

Storage

 

Server.

 

To

 

avoid

 

this

 

situation,

 

use

 

a

 

single

 

Setup

 

File

 

to

 

schedule

 

both

 

the

 

Enterprise

 

Storage

 

Server

 

backup

 

and

 

the

 

Tivoli

 

Storage

 

Manager

 

Server

 

backup.

 

Make

 

sure

 

backup_destination:

 

diskandtsm

 

and

 

flashcopy_type:

 

copy

 

are

 

specified

 

in

 

this

 

Setup

 

File.

 

This

 

ensures

 

the

 

Target

 

Volumes

 

can

 

be

 

used

 

for

 

Quick

 

Restore

 

processing.

   

Chapter
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If

 

performance

 

is

 

a

 

consideration,

 

use

 

the

 

incremental

 

flashcopy

 

feature

 

(flashcopy_type:

 

incr)

 

to

 

reduce

 

the

 

time

 

required

 

to

 

complete

 

background

 

copy

 

processing.

 

Backup

 

strategy

 

requirements

 

The

 

following

 

backup

 

strategy

 

requirements

 

must

 

be

 

met

 

in

 

order

 

for

 

Data

 

Protection

 

for

 

ESS

 

to

 

function

 

properly:

 

v

   

The

 

Oracle

 

user

 

must

 

have

 

dba

 

and

 

sysdba

 

authority.

 

v

   

Make

 

sure

 

a

 

file

 

system

 

exists

 

that

 

contains

 

the

 

Oracle

 

archive

 

directory.

 

Mount

 

this

 

file

 

system

 

before

 

performing

 

a

 

backup.

 

v

   

You

 

must

 

use

 

the

 

same

 

syntax

 

as

 

provided

 

in

 

the

 

sample

 

Setup

 

File.

 

v

   

A

 

delay

 

of

 

four

 

to

 

five

 

minutes

 

might

 

occur

 

between

 

the

 

start

 

of

 

the

 

server

 

schedule

 

and

 

the

 

start

 

of

 

the

 

schedule

 

on

 

the

 

client.

 

v

   

Oracle

 

Server

 

must

 

be

 

available

 

on

 

both

 

the

 

Production

 

System

 

and

 

Backup

 

System.

 

The

 

target

 

database

 

is

 

created

 

on

 

the

 

Production

 

System

 

only.

 

v

   

The

 

Tivoli

 

Storage

 

Manager

 

client

 

password

 

file

 

must

 

be

 

generated

 

on

 

both

 

the

 

Production

 

System

 

and

 

Backup

 

System.

 

v

   

If

 

Data

 

Protection

 

for

 

ESS

 

is

 

run

 

using

 

the

 

scheduler,

 

the

 

dsmerror.log

 

file

 

is

 

placed

 

in

 

the

 

directory

 

from

 

which

 

the

 

scheduler

 

is

 

started

 

or

 

the

 

value

 

specified

 

with

 

the

 

DSM_LOG

 

environment

 

variable.

 

v

   

The

 

RMAN

 

Backup

 

Script

 

created

 

by

 

the

 

user

 

must

 

contain

 

the

 

Data

 

Protection

 

for

 

Oracle

 

TDPO_OPTFILE

 

environment

 

variable.

 

Specify

 

the

 

fully

 

qualified

 

pathname

 

to

 

the

 

tdpo.opt

 

options

 

file

 

with

 

the

 

TDPO_OPTFILE

 

environment

 

variable.

 

See

 

“Example

 

RMAN

 

Backup

 

Script”

 

on

 

page

 

24

 

for

 

an

 

example

 

of

 

this

 

setting.

 

v

   

The

 

Oracle

 

parameter

 

file

 

must

 

have

 

REMOTE_LOGIN_PASSWORDFILE

 

set

 

to

 

EXCLUSIVE,

 

since

 

Data

 

Protection

 

for

 

ESS

 

runs

 

as

 

root

 

user.

 

The

 

NO_ORACLE_PASSWORD_FILE

 

error

 

message

 

is

 

returned

 

if

 

REMOTE_LOGIN_PASSWORDFILE

 

is

 

set

 

to

 

EXCLUSIVE

 

and

 

–

   

a

 

value

 

for

 

target_database_parameter_file

 

is

 

not

 

defined

 

in

 

the

 

Setup

 

File

 

–

   

the

 

password

 

file

 

is

 

not

 

available

 

in

 

the

 

default

 

path.
v

   

The

 

Production

 

System

 

and

 

Backup

 

System

 

need

 

the

 

Tivoli

 

Storage

 

Manager

 

client

 

scheduler

 

to

 

be

 

active

 

in

 

server

 

prompted

 

mode.

 

v

   

The

 

physical

 

volume

 

that

 

the

 

database

 

resides

 

on

 

must

 

be

 

associated

 

with

 

the

 

flashcopy

 

devices

 

on

 

the

 

Enterprise

 

Storage

 

Server.

 

v

   

Data

 

Protection

 

for

 

ESS

 

gives

 

temporary

 

Read/Write

 

permission

 

to

 

the

 

raw

 

volume

 

device

 

special

 

file

 

on

 

the

 

Backup

 

System

 

when

 

backing

 

up

 

a

 

database

 

residing

 

on

 

a

 

raw

 

logical

 

volume.

 

v

   

Data

 

Protection

 

for

 

ESS

 

does

 

not

 

support

 

the

 

use

 

of

 

symbolic

 

links

 

for

 

the

 

temporary

 

file

 

that

 

is

 

specified

 

during

 

the

 

backup

 

command.

 

v

   

The

 

Enterprise

 

Storage

 

Server

 

must

 

be

 

configured

 

so

 

that

 

the

 

proper

 

Logical

 

Subsystem

 

is

 

available

 

on

 

both

 

the

 

Production

 

System

 

and

 

Backup

 

System.

 

v

   

If

 

two

 

databases

 

are

 

backed

 

up

 

(especially

 

at

 

the

 

same

 

time),

 

you

 

must

 

use

 

different

 

Setup

 

File

 

names

 

and

 

temp

 

file

 

names.

 

v

   

The

 

target

 

database

 

being

 

backed

 

up

 

cannot

 

reside

 

on

 

the

 

same

 

volume

 

group

 

as

 

the

 

file

 

system

 

that

 

contains

 

$ORACLE_HOME.

 

Make

 

sure

 

the

 

Oracle

 

Server

 

does

 

not

 

share

 

a

 

volume

 

group

 

with

 

the

 

target

 

database.
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v

   

Make

 

sure

 

to

 

increase

 

the

 

size

 

of

 

the

 

following

 

two

 

Oracle

 

options

 

located

 

in

 

the

 

$ORACLE_HOME/dbs/init(database_name).ora

 

file:

 

sort_area_size

 

=

 

10000000

 

sort_area_retained_size

 

=

 

10000000

 

Commands

 

Data

 

Protection

 

for

 

ESS

 

provides

 

the

 

following

 

commands:

 

backup

 

This

 

command

 

backs

 

up

 

the

 

Oracle

 

database

 

specified

 

in

 

the

 

Setup

 

File.

 

You

 

must

 

specify

 

the

 

Setup

 

File

 

name,

 

the

 

backup

 

host

 

node

 

name,

 

and

 

the

 

temp

 

filename

 

when

 

running

 

this

 

command.

 

Syntax:

 

essorcp

 

backup

 

<Setup

 

File

 

name>

 

<backup

 

host

 

node

 

name>

 

<temp

 

filename>

 

If

 

no

 

command

 

is

 

specified

 

after

 

essorcp,

 

the

 

backup

 

command

 

is

 

assumed

 

by

 

default.

Note:

  

Data

 

Protection

 

for

 

ESS

 

does

 

not

 

support

 

the

 

use

 

of

 

symbolic

 

links

 

for

 

the

 

temporary

 

file

 

that

 

is

 

specified

 

during

 

the

 

backup

 

command.

 

help

 

This

 

command

 

displays

 

the

 

syntax

 

for

 

invoking

 

Data

 

Protection

 

for

 

ESS

 

commands.

 

Syntax:

 

essorcp

 

help

 

essorcb

 

help

 

Example

 

1:

 

The

 

following

 

help

 

output

 

is

 

displayed

 

with

 

the

 

essorcphelp

 

command:

 

essorcp

 

<Setup

 

File

 

name>

 

<backup

 

host

 

node

 

name>

 

<temp

 

filename>

 

essorcp

 

backup

 

<Setup

 

File

 

name>

 

<backup

 

host

 

node

 

name>

 

<temp

 

filename>

 

essorcp

 

restore

 

<Setup

 

File

 

name>

 

essorcp

 

monitor

 

<Setup

 

File

 

name>

 

essorcp

 

querydisk

 

<Setup

 

File

 

name>

 

essorcp

 

withdraw

 

<Setup

 

File

 

name>

 

Example

 

2:

 

The

 

following

 

help

 

output

 

is

 

displayed

 

with

 

the

 

essorcbhelp

 

command:

 

essorcb

 

<production

 

machine

 

node

 

name>

 

<temp

 

filename>

 

monitor

 

This

 

command

 

queries

 

the

 

Enterprise

 

Storage

 

Server

 

Copy

 

Services

 

server

 

after

 

a

 

flashcopy

 

backup

 

operation

 

to

 

ensure

 

that

 

the

 

background

 

copy

 

process

 

for

 

each

 

pair

 

of

 

Source

 

Volumes

 

and

 

Target

 

Volumes

 

completes

 

successfully.

 

The

 

monitor

 

command

 

monitors

 

this

 

background

 

backup

 

activity

 

to

 

ensure

 

database

 

integrity

 

is

 

maintained

 

for

 

future

 

restores.

 

As

 

a

 

result,

 

this

 

command

 

ensures

 

that

 

the

 

backup

 

copy

 

on

 

the

 

Target

 

Volumes

 

is

 

a

 

legitimate

 

copy

 

of

 

the

 

production

 

database.

 

The

   

Chapter

 

4.
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to
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user

 

is

 

responsible

 

for

 

maintaining

 

continued

 

integrity

 

of

 

this

 

data

 

on

 

the

 

Target

 

Volumes

 

after

 

the

 

monitor

 

command

 

completes

 

successfully.

 

The

 

monitor

 

command

 

changes

 

the

 

flag

 

in

 

the

 

metadata

 

file

 

(used

 

for

 

restore

 

processing)

 

on

 

the

 

Tivoli

 

Storage

 

Manager

 

Server

 

from

 

BACKGROUND_COPY_PENDING

 

(set

 

by

 

the

 

backup

 

command)

 

to

 

BACKGROUND_COPY_DONE.

 

This

 

marks

 

the

 

completion

 

of

 

the

 

flashcopy

 

background

 

copy.

 

Note

 

that

 

monitor

 

processing

 

fails

 

when

 

Data

 

Protection

 

for

 

ESS

 

determines

 

that

 

new

 

Enterprise

 

Storage

 

Server

 

volumes

 

have

 

been

 

added

 

to

 

the

 

database

 

(and

 

corresponding

 

Target

 

Volumes

 

have

 

been

 

added

 

to

 

the

 

Setup

 

File)

 

when

 

volumes

 

are

 

already

 

in

 

an

 

existing

 

incremental

 

relationship.

 

Syntax:

 

essorcp

 

monitor

 

<Setup

 

File

 

name>

 

Note

 

that

 

you

 

must

 

always

 

run

 

the

 

monitor

 

command

 

after

 

running

 

a

 

backup

 

command

 

(as

 

shown

 

below)

 

so

 

that

 

the

 

restore

 

metadata

 

file

 

is

 

updated:

 

essorcp

 

backup

 

<Setup

 

File

 

name>

 

mybackup_node

 

mytemp

 

essorcp

 

monitor

 

<Setup

 

File

 

name>

 

restore

 

This

 

command

 

restores

 

the

 

Oracle

 

database

 

specified

 

in

 

the

 

Setup

 

File.

 

This

 

database

 

is

 

restored

 

from

 

the

 

latest

 

database

 

copy

 

located

 

on

 

the

 

Enterprise

 

Storage

 

Server

 

LUNs.

 

You

 

must

 

specify

 

the

 

Setup

 

File

 

name

 

when

 

running

 

this

 

command.

 

Your

 

Oracle

 

database

 

is

 

available

 

for

 

immediate

 

use

 

after

 

performing

 

a

 

Quick

 

Restore

 

and

 

a

 

roll

 

forward

 

recovery.

 

However,

 

background

 

copy

 

processing

 

from

 

the

 

Target

 

Volumes

 

to

 

the

 

Source

 

Volumes

 

may

 

require

 

additional

 

time

 

to

 

complete,

 

especially

 

if

 

flashcopy_type:

 

copy

 

is

 

specified.

 

Although

 

the

 

database

 

is

 

available,

 

you

 

cannot

 

perform

 

a

 

Data

 

Protection

 

for

 

ESS

 

backup

 

until

 

background

 

copy

 

processing

 

completes.

 

Note

 

that

 

restore

 

processing

 

fails

 

when

 

Data

 

Protection

 

for

 

ESS

 

determines

 

that

 

new

 

Enterprise

 

Storage

 

Server

 

volumes

 

have

 

been

 

added

 

to

 

the

 

database

 

(and

 

corresponding

 

Target

 

Volumes

 

have

 

been

 

added

 

to

 

the

 

Setup

 

File)

 

when

 

volumes

 

are

 

already

 

in

 

an

 

existing

 

incremental

 

relationship.

 

Syntax:

 

essorcp

 

restore

 

<Setup

 

File

 

name>

 

See

 

“Performing

 

a

 

restore”

 

on

 

page

 

45

 

and

 

Chapter

 

6,

 

“How

 

to

 

restore

 

your

 

database

 

using

 

Quick

 

Restore,”

 

on

 

page

 

47

 

for

 

detailed

 

instructions

 

on

 

how

 

to

 

restore

 

your

 

Oracle

 

database.

 

withdraw

 

This

 

command

 

withdraws

 

persistent

 

flashcopy

 

relationships

 

for

 

a

 

database.

 

The

 

withdraw

 

command

 

requires

 

AIX

 

5.1

 

or

 

AIX

 

5.2.

 

It

 

is

 

not

 

available

 

on

 

AIX

 

4.3.3.

 

Syntax:

 

essorcp

 

withdraw

 

<Setup

 

File

 

name>

 

querydisk

 

This

 

command

 

displays

 

information

 

about

 

the

 

Enterprise

 

Storage

 

Server

 

Source

 

Volumes

 

and

 

Target

 

Volumes

 

for

 

a

 

database

 

represented

 

by

 

a

 

Setup

 

File.

 

Use

 

this
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command

 

to

 

determine

 

if

 

persistent

 

flashcopy

 

relationships

 

exist.

 

The

 

querydisk

 

command

 

is

 

not

 

applicable

 

to

 

flashcopy

 

relationships

 

with

 

Target

 

Volumes

 

that

 

are

 

not

 

specified

 

in

 

the

 

Setup

 

File.

 

You

 

must

 

specify

 

the

 

path

 

and

 

name

 

of

 

the

 

Setup

 

File

 

representing

 

a

 

database

 

when

 

running

 

this

 

command.

 

The

 

querydisk

 

command

 

requires

 

AIX

 

5.1

 

or

 

AIX

 

5.2.

 

It

 

is

 

not

 

available

 

on

 

AIX

 

4.3.3.

 

Syntax:

 

essorcp

 

querydisk

 

<Setup

 

File

 

name>

 

Example:

 

---------------------------------------------------------

  

Source

        

Target

        

Size

       

Change

 

Recording

 

--------------------------------------------------------

 

10621175

     

10C21175

      

1.00_GB

        

Enabled

 

10721175

     

10D21175

        

2.00_GB

        

Enabled

 

10821175

     

10E21175

      

5.00_GB

        

Enabled

 

Server

 

Scripts

 

It

 

is

 

strongly

 

recommended

 

that

 

you

 

perform

 

regular

 

flashcopy

 

backups

 

of

 

your

 

databases.

 

In

 

addition,

 

perform

 

flashcopy

 

backups

 

when

 

you

 

make

 

any

 

configuration

 

changes

 

to

 

your

 

database.

 

Adding

 

new

 

physical

 

disks,

 

new

 

logical

 

volumes,

 

new

 

file

 

systems,

 

or

 

new

 

database

 

containers

 

are

 

some

 

(but

 

not

 

all)

 

examples

 

of

 

configuration

 

changes.

 

Data

 

Protection

 

for

 

ESS

 

provides

 

a

 

sample

 

Server

 

Script

 

(serverscript.smp.oracle)

 

to

 

help

 

automate

 

flashcopy

 

backups.

 

Use

 

this

 

Server

 

Script

 

to

 

schedule

 

back

 

ups

 

of

 

your

 

database

 

to

 

the

 

Tivoli

 

Storage

 

Manager

 

Server.

 

You

 

must

 

use

 

three

 

copies

 

of

 

your

 

Setup

 

File.

 

Each

 

copy

 

must

 

contain

 

the

 

appropriate

 

value

 

for

 

the

 

backup_destination

 

parameter

 

(diskonly,

 

tsmonly,

 

or

 

diskandtsm)

 

in

 

order

 

to

 

schedule

 

three

 

types

 

of

 

backup.

 

When

 

performing

 

an

 

incremental

 

backup

 

(flashcopy_type:

 

incr),

 

it

 

is

 

recommended

 

that

 

you

 

use

 

a

 

single

 

Setup

 

File

 

with

 

backup_destination

 

set

 

to

 

diskandtsm.

 

Manual

 

Backup

   

Manual

 

Backup

 

A

 

Manual

 

Backup

 

performs

 

a

 

one-time

 

backup

 

of

 

an

 

Oracle

 

database.

 

1.

   

Log

 

on

 

to

 

the

 

Production

 

System

 

as

 

root

 

user.

 

2.

   

Copy

 

the

 

sample

 

Setup

 

File

 

to

 

orcsetup:

 

cp

 

setupfile.smp.oracle

 

orcsetup

 

3.

   

Edit

 

orcsetup

 

with

 

the

 

appropriate

 

Setup

 

File

 

parameter

 

values:

 

vi

 

orcsetup

    

See

 

“Setup

 

File

 

parameters”

 

on

 

page

 

25

 

for

 

available

 

values.
4.

   

Run

 

the

 

backup

 

command

 

(essorcp

 

backup)

 

with

 

the

 

necessary

 

arguments:

 

essorcp

 

backup

 

<Setup

 

File

 

name>

 

<backup

 

host

 

node

 

name>

 

<temp

 

filename>

 

5.

   

Run

 

the

 

monitor

 

command:

 

essorcp

 

monitor

 

<Setup

 

File

 

name>
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6.

   

Log

 

on

 

to

 

the

 

Backup

 

System

 

as

 

root

 

user.

 

7.

   

Run

 

the

 

backup

 

executable

 

(essorcb)

 

with

 

the

 

necessary

 

arguments:1

 

essorcb

 

<production

 

host

 

node

 

name>

 

<temp

 

filename>

 

Partially

 

Automated

 

Backup

   

Partially

 

Automated

 

Backup

 

A

 

Partially

 

Automated

 

Backup

 

uses

 

a

 

Tivoli

 

Storage

 

Manager

 

Server

 

Script2

 

to

 

partially

 

automate

 

the

 

online

 

backup

 

of

 

an

 

Oracle

 

database.

 

Table

 

10.

 

Files

 

used

 

during

 

a

 

Partially

 

Automated

 

Backup

 

Filename

 

Description

 

Default

 

Location

 

serverscript.smp.oracle

 

Sample

 

Server

 

Script

 

/usr/tivoli/tsm/client/

 

tdpess/oracle

 

orbackup

 

User

 

Server

 

Script

 

/usr/tivoli/tsm/server/

 

bin

 

Note

 

that

 

this

 

is

 

the

 

server

 

directory

 

to

 

which

 

orcbackup

 

will

 

be

 

copied

 

in

 

Step

 

4.

 

tmpfile

 

Temporary

 

File

 

/usr/tivoli/tsm/client/

 

tdpess/oracle

 

setupfile.smp.oracle

 

Sample

 

Setup

 

File

 

/usr/tivoli/tsm/client/

 

tdpess/oracle

 

orcsetup

 

User

 

Setup

 

File

 

/usr/tivoli/tsm/client/

 

tdpess/oracle

    

1.

   

Log

 

on

 

to

 

the

 

Production

 

System

 

as

 

root

 

user:

  

2.

   

Copy

 

the

 

sample

 

Setup

 

File

 

to

 

orcsetup:

 

cp

 

setupfile.smp.oracle

 

orcsetup

  

3.

   

Edit

 

orcsetup

 

with

 

the

 

appropriate

 

Setup

 

File

 

parameter

 

values:

 

vi

 

orcsetup

    

See

 

“Setup

 

File

 

parameters”

 

on

 

page

 

25

 

for

 

available

 

values.

 

4.

   

Copy

 

the

 

sample

 

Server

 

Script

 

(serverscript.smp.oracle)

 

to

 

the

 

Tivoli

 

Storage

 

Manager

 

Server

 

directory

 

as

 

orbackup:

 

cp

 

serverscript.smp.oracle

 

/usr/tivoli/tsm/server/bin/orbackup

  

5.

   

Log

 

on

 

to

 

the

 

Tivoli

 

Storage

 

Manager

 

Server

 

with

 

the

 

Tivoli

 

Storage

 

Manager

 

Administrative

 

Client

 

by

 

entering

 

this

 

command:

 

dsmadmc

  

6.

   

Define

 

orbackup

 

on

 

the

 

Tivoli

 

Storage

 

Manager

 

Server

 

with

 

the

 

server

 

command,

 

define

 

script:

 

1. After

 

the

 

backup

 

executable

 

is

 

run

 

on

 

a

 

Backup

 

System

 

that

 

has

 

SDD

 

installed,

 

Data

 

Protection

 

for

 

ESS

 

removes

 

the

 

hdisk

 

and

 

vpath

 

devices

 

that

 

correspond

 

to

 

the

 

Target

 

Volumes.

 

In

 

order

 

to

 

bring

 

up

 

the

 

hdisk

 

and

 

vpath

 

devices

 

again,

 

see

 

“Restoring

 

hdisks

 

for

 

SDD”

 

on

 

page

 

81.

 

2. You

 

must

 

edit

 

your

 

Server

 

Script

 

if

 

you

 

place

 

the

 

production

 

executable

 

(essorcp)

 

or

 

backup

 

executable

 

(essorcb)

 

in

 

a

 

directory

 

other

 

than

 

the

 

Data

 

Protection

 

for

 

ESS

 

default

 

installation

 

directory

 

(/usr/tivoli/tsm/client/tdpess/oracle/bin).

 

See

 

“Editing

 

your

 

Server

 

Script”

 

on

 

page

 

80

 

for

 

more

 

information.
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SERVER>define

 

script

 

orbackup

 

file=/usr/tivoli/tsm/server

   

/bin/orbackup

 

Leave

 

this

 

Tivoli

 

Storage

 

Manager

 

Administrative

 

Client

 

active

 

and

 

proceed

 

to

 

the

 

next

 

step.

  

7.

   

Log

 

on

 

to

 

the

 

Production

 

System

 

as

 

root

 

user.

  

8.

   

Start

 

the

 

client

 

scheduler

 

on

 

the

 

Production

 

System

 

with

 

this

 

command:

 

dsmc

 

schedule

  

9.

   

Log

 

on

 

to

 

the

 

Backup

 

System

 

as

 

root

 

user.

 

10.

   

Start

 

the

 

client

 

scheduler

 

on

 

the

 

Backup

 

System

 

with

 

this

 

command:

 

dsmc

 

schedule

 

11.

   

Use

 

the

 

active

 

Tivoli

 

Storage

 

Manager

 

Administrative

 

Client

 

to

 

run

 

orbackup

 

with

 

the

 

server

 

command,

 

run:

 

SERVER>run

 

orbackup

 

<production

 

host

 

node

 

name>

 

<Setup

 

File

 

name>

 

<backup

 

host

 

node

 

name>

 

<temp

 

filename>

 

Fully

 

Automated

 

(Scheduled)

 

Backup

   

Fully

 

Automated

 

Backup

 

A

 

Fully

 

Automated

 

Backup

 

uses

 

a

 

Server

 

Script3

 

with

 

the

 

Tivoli

 

Storage

 

Manager

 

scheduler

 

to

 

fully

 

automate

 

online

 

backups

 

of

 

Oracle

 

databases.

 

Table

 

11.

 

Files

 

used

 

during

 

a

 

Fully

 

Automated

 

Backup

 

Filename

 

Description

 

Default

 

Location

 

serverscript.smp.oracle

 

Sample

 

Server

 

Script

 

/usr/tivoli/tsm/client/

 

tdpess/oracle

 

orbackup

 

User

 

Server

 

Script

 

/usr/tivoli/tsm/server/

 

bin

 

Note

 

that

 

this

 

is

 

the

 

server

 

directory

 

to

 

which

 

orcbackup

 

will

 

be

 

copied

 

in

 

Step

 

4.

 

tmpfile

 

Temporary

 

File

 

/usr/tivoli/tsm/client/

 

tdpess/oracle

 

setupfile.smp.oracle

 

Sample

 

Setup

 

File

 

/usr/tivoli/tsm/client/

 

tdpess/oracle

 

orcsetup

 

User

 

Setup

 

File

 

/usr/tivoli/tsm/client/

 

tdpess/oracle

    

1.

   

Log

 

on

 

to

 

the

 

Production

 

System

 

as

 

root

 

user.

  

2.

   

Copy

 

the

 

sample

 

Setup

 

File

 

to

 

orcsetup:

 

cp

 

setupfile.smp.oracle

 

orcsetup

  

3.

   

Edit

 

orcsetup

 

with

 

the

 

appropriate

 

Setup

 

File

 

parameter

 

values:

 

vi

 

orcsetup

    

See

 

“Setup

 

File

 

parameters”

 

on

 

page

 

25

 

for

 

available

 

values.

3. You

 

must

 

edit

 

your

 

Server

 

Script

 

if

 

you

 

place

 

the

 

production

 

executable

 

(essorcp)

 

or

 

backup

 

executable

 

(essorcb)

 

in

 

a

 

directory

 

other

 

than

 

the

 

Data

 

Protection

 

for

 

ESS

 

default

 

installation

 

directory

 

(/usr/tivoli/tsm/client/

 

tdpess/oracle/bin).

 

See

 

“Editing

 

your

 

Server

 

Script”

 

on

 

page

 

80

 

for

 

more

 

information.
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4.

   

Start

 

the

 

client

 

scheduler

 

on

 

the

 

Production

 

System

 

with

 

this

 

command:

 

dsmc

 

schedule

  

5.

   

Log

 

on

 

to

 

the

 

Backup

 

System

 

as

 

root

 

user:

  

6.

   

Start

 

the

 

client

 

scheduler

 

on

 

the

 

Backup

 

System

 

with

 

this

 

command:

 

dsmc

 

schedule

  

7.

   

Copy

 

the

 

sample

 

Server

 

Script

 

(serverscript.smp.oracle)

 

to

 

the

 

Tivoli

 

Storage

 

Manager

 

Server

 

directory

 

as

 

orbackup:

 

cp

 

serverscript.smp.oracle

 

/usr/tivoli/tsm/server/bin/orbackup

  

8.

   

Log

 

on

 

to

 

the

 

Tivoli

 

Storage

 

Manager

 

Server

 

with

 

the

 

Tivoli

 

Storage

 

Manager

 

Administrative

 

Client

 

by

 

entering

 

this

 

command:

 

dsmadmc

  

9.

   

Define

 

orbackup

 

on

 

the

 

Tivoli

 

Storage

 

Manager

 

Server

 

with

 

the

 

server

 

command,

 

define

 

script:

 

SERVER>define

 

script

 

orbackup

 

file=/usr/tivoli/tsm/server

   

/bin/orbackup

 

Leave

 

this

 

Tivoli

 

Storage

 

Manager

 

Administrative

 

Client

 

active

 

and

 

proceed

 

to

 

the

 

next

 

step.

 

10.

   

Define

 

an

 

administrative

 

command

 

schedule

 

for

 

orbackup

 

with

 

the

 

Tivoli

 

Storage

 

Manager

 

Server

 

command,

 

define

 

schedule:

 

SERVER>define

 

schedule

 

<schedule_name>

 

type=admin

 

active=yes

 

cmd="run

 

orbackup

 

<production

 

host

 

node

 

name>

 

<Setup

 

File

 

name>

 

<backup

 

host

 

node

 

name>

 

<temp

 

filename>"
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Chapter

 

5.

 

How

 

to

 

restore

 

your

 

database

 

This

 

chapter

 

describes

 

how

 

to

 

restore

 

your

 

Oracle

 

database

 

from

 

the

 

Tivoli

 

Storage

 

Manager

 

Server.

 

A

 

Oracle

 

database

 

is

 

restored

 

to

 

one

 

of

 

the

 

following

 

locations:

 

1.

   

Data

 

Protection

 

for

 

Oracle

 

on

 

the

 

Production

 

System.

 

v

   

The

 

data

 

can

 

be

 

sent

 

directly

 

over

 

a

 

local

 

area

 

network

 

(LAN)

 

to

 

the

 

Source

 

Volumes

 

on

 

the

 

Enterprise

 

Storage

 

Server.

 

This

 

is

 

the

 

recommended

 

restore.

 

v

   

Use

 

of

 

LAN-free

 

restore

 

is

 

only

 

supported

 

if

 

the

 

required

 

storage

 

area

 

network

 

(SAN)

 

environment

 

exists.
2.

   

Data

 

Protection

 

for

 

Oracle

 

on

 

the

 

Backup

 

System.

 

v

   

Data

 

can

 

be

 

sent

 

to

 

the

 

Target

 

Volumes

 

(or

 

flashcopy

 

volumes)

 

on

 

the

 

Enterprise

 

Storage

 

Server

 

and

 

copied

 

to

 

the

 

Source

 

Volumes.

 

This

 

method

 

is

 

not

 

recommended.

Performing

 

a

 

restore

 

Data

 

Protection

 

for

 

ESS

 

backups

 

are

 

restored

 

as

 

an

 

entire

 

database

 

(Restore

 

Method

 

One)

 

or

 

with

 

datafile

 

granularity

 

(Restore

 

Method

 

Two).

 

RMAN

 

must

 

be

 

used

 

to

 

perform

 

restore

 

procedures.

 

Restore

 

Method

 

One

 

(Entire

 

Database)

 

Perform

 

the

 

following

 

steps

 

to

 

restore

 

an

 

entire

 

database

 

backup:

 

1.

   

Shut

 

down

 

the

 

database

 

(if

 

necessary):

 

shutdown;

 

2.

   

Mount

 

the

 

database:

 

startup

 

mount;

 

3.

   

Start

 

RMAN

 

and

 

connect

 

to

 

the

 

target

 

database

 

and

 

the

 

recovery

 

catalog:

 

rman

 

target

 

username/password

 

rcvcat

 

username/password@connect_string

 

4.

   

Perform

 

an

 

RMAN

 

run

 

command

 

by

 

specifying

 

the

 

allocation

 

of

 

channels

 

and

 

the

 

restoration

 

of

 

the

 

database:

 

run

 

{

 

allocate

 

channel

 

t1

 

type

 

’sbt_tape’

 

parms

 

’ENV=(TDPO_OPTFILE=/usr/tivoli/tsm/client/oracle/bin/tdpo.opt)’;

 

allocate

 

channel

 

t2

 

type

 

’sbt_tape’

 

parms

 

’ENV=(TDPO_OPTFILE=/usr/tivoli/tsm/client/oracle/bin/tdpo.opt)’;

 

allocate

 

channel

 

t3

 

type

 

’sbt_tape’

 

parms

 

’ENV=(TDPO_OPTFILE=/usr/tivoli/tsm/client/oracle/bin/tdpo.opt)’;

 

allocate

 

channel

 

t4

 

type

 

’sbt_tape’

 

parms

 

’ENV=(TDPO_OPTFILE=/usr/tivoli/tsm/client/oracle/bin/tdpo.opt)’;

 

restore

 

database;

 

}

 

5.

   

Recover

 

the

 

database

 

(as

 

needed)

 

by

 

connecting

 

to

 

the

 

target

 

database:

 

recover

 

database;

 

If

 

your

 

restore

 

is

 

not

 

successful

 

and

 

you

 

receive

 

an

 

error

 

message,

 

see

 

Chapter

 

8,

 

“Messages,”

 

on

 

page

 

57

 

for

 

error

 

descriptions

 

and

 

assistance.

 

You

 

can

 

also

 

view

 

the

 

contents

 

of

 

the

 

error

 

log

 

file

 

(tdpess.log

 

by

 

default).
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Restore

 

Method

 

Two

 

(Datafile

 

Only)

 

Perform

 

the

 

following

 

steps

 

to

 

restore

 

a

 

datafile

 

only:

 

1.

   

Shut

 

down

 

the

 

database

 

(if

 

necessary):

 

shutdown;

 

2.

   

Mount

 

the

 

database:

 

startup

 

mount;

 

3.

   

Start

 

RMAN

 

and

 

connect

 

to

 

the

 

target

 

database

 

and

 

the

 

recovery

 

catalog:

 

rman

 

target

 

username/password

 

rcvcat

 

username

   

/password@connect_string

 

Note:

  

The

 

RMAN

 

command

 

in

 

the

 

above

 

example

 

is

 

divided

 

to

 

accommodate

 

page

 

formatting.

 

The

 

actual

 

RMAN

 

command

 

string

 

is

 

on

 

one

 

line.

 

4.

   

Perform

 

an

 

RMAN

 

run

 

command

 

by

 

specifying

 

the

 

allocation

 

of

 

channels

 

and

 

the

 

restoration

 

of

 

the

 

datafile

 

n,

 

where

 

n

 

is

 

the

 

number

 

of

 

the

 

datafile:

 

run

 

{

 

allocate

 

channel

 

t1

 

type

 

’sbt_tape’

 

parms

 

’ENV=(TDPO_OPTFILE=/usr/tivoli/tsm/client/oracle/bin/tdpo.opt)’;

 

allocate

 

channel

 

t2

 

type

 

’sbt_tape’

 

parms

 

’ENV=(TDPO_OPTFILE=/usr/tivoli/tsm/client/oracle/bin/tdpo.opt)’;

 

allocate

 

channel

 

t3

 

type

 

’sbt_tape’

 

parms

 

’ENV=(TDPO_OPTFILE=/usr/tivoli/tsm/client/oracle/bin/tdpo.opt)’;

 

allocate

 

channel

 

t4

 

type

 

’sbt_tape’

 

parms

 

’ENV=(TDPO_OPTFILE=/usr/tivoli/tsm/client/oracle/bin/tdpo.opt)’;

 

restore

 

datafile

 

n;

 

}

 

5.

   

Bring

 

the

 

datafile

 

online

 

with

 

the

 

following

 

SQL

 

command,

 

where

 

n

 

is

 

the

 

number

 

of

 

the

 

datafile:

 

alter

 

database

 

datafile

 

n

 

online;

 

6.

   

Recover

 

the

 

datafile

 

as

 

needed

 

by

 

connecting

 

to

 

the

 

target

 

database

 

and

 

issuing:

 

recover

 

datafile

 

n;

 

If

 

your

 

restore

 

is

 

not

 

successful

 

and

 

you

 

receive

 

an

 

error

 

message,

 

see

 

Chapter

 

8,

 

“Messages,”

 

on

 

page

 

57

 

for

 

error

 

descriptions

 

and

 

assistance.

 

You

 

can

 

also

 

view

 

the

 

contents

 

of

 

the

 

error

 

log

 

file

 

(tdpess.log

 

by

 

default).
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Chapter

 

6.

 

How

 

to

 

restore

 

your

 

database

 

using

 

Quick

 

Restore

 

This

 

chapter

 

describes

 

how

 

to

 

restore

 

your

 

Oracle

 

database

 

using

 

the

 

Quick

 

Restore

 

(flashcopy

 

restore)

 

feature.

 

What

 

is

 

Quick

 

Restore?

 

Data

 

Protection

 

for

 

ESS

 

uses

 

the

 

Enterprise

 

Storage

 

Server

 

flashcopy

 

feature

 

to

 

back

 

up

 

an

 

Oracle

 

database

 

from

 

the

 

Production

 

System

 

to

 

Tivoli

 

Storage

 

Manager

 

Server

 

storage.

 

Data

 

Protection

 

for

 

ESS

 

Version

 

5.2.0

 

(or

 

earlier)

 

restored

 

the

 

database

 

back

 

to

 

the

 

original

 

Source

 

Volumes

 

on

 

the

 

Production

 

System

 

from

 

the

 

Tivoli

 

Storage

 

Manager

 

Server

 

using

 

RMAN

 

and

 

Data

 

Protection

 

for

 

Oracle.

 

Data

 

Protection

 

for

 

ESS

 

Version

 

5.2.1

 

provides

 

the

 

Quick

 

Restore

 

method

 

to

 

restore

 

the

 

database.

 

Quick

 

Restore

 

uses

 

the

 

flashcopy

 

feature

 

to

 

restore

 

your

 

Oracle

 

database

 

directly

 

from

 

the

 

backed

 

up

 

volumes

 

on

 

the

 

Enterprise

 

Storage

 

Server

 

(instead

 

of

 

from

 

the

 

Tivoli

 

Storage

 

Manager

 

Server)

 

to

 

the

 

original

 

Source

 

Volumes

 

on

 

the

 

Production

 

System.

 

Why

 

use

 

Quick

 

Restore?

 

Quick

 

Restore

 

offers

 

the

 

following

 

benefits:

 

v

   

A

 

quick

 

recovery

 

of

 

the

 

production

 

database

 

in

 

the

 

event

 

of

 

a

 

major

 

failure.

 

v

   

A

 

restore

 

of

 

your

 

Oracle

 

database

 

along

 

with

 

the

 

storage

 

structures

 

of

 

the

 

operating

 

system

 

that

 

may

 

have

 

been

 

lost

 

after

 

the

 

original

 

backup,

 

such

 

as

 

the

 

tablespace

 

containers

 

-

 

file

 

systems

 

or

 

raw

 

logical

 

volumes.

 

v

   

The

 

ability

 

to

 

not

 

have

 

to

 

back

 

up

 

to

 

Tivoli

 

Storage

 

Manager

 

Server

 

storage

 

every

 

time.

 

You

 

can

 

back

 

up

 

to

 

Tivoli

 

Storage

 

Manager

 

Server

 

storage

 

once

 

for

 

every

 

specified

 

number

 

of

 

backups

 

to

 

the

 

Enterprise

 

Storage

 

Server.

When

 

not

 

to

 

use

 

Quick

 

Restore?

 

Quick

 

Restore

 

cannot

 

be

 

used

 

in

 

the

 

following

 

situations:

 

v

   

If

 

the

 

Source

 

Volumes

 

specified

 

by

 

the

 

shark_target_volume

 

parameter

 

in

 

the

 

Setup

 

File

 

used

 

for

 

the

 

Quick

 

Restore

 

differ

 

from

 

the

 

Source

 

Volumes

 

specified

 

by

 

the

 

shark_target_volume

 

parameter

 

in

 

the

 

Setup

 

File

 

used

 

for

 

the

 

original

 

backup.

 

Quick

 

Restore

 

to

 

a

 

new

 

location

 

is

 

not

 

supported.

 

v

   

If

 

you

 

are

 

unsure

 

of

 

what

 

backup

 

images

 

you

 

have

 

on

 

the

 

Target

 

Volumes

 

that

 

you

 

plan

 

to

 

restore

 

using

 

Quick

 

Restore.

 

v

   

If

 

the

 

Source

 

Volumes

 

configuration

 

on

 

the

 

Production

 

System

 

to

 

be

 

used

 

in

 

the

 

Quick

 

Restore

 

differs

 

from

 

the

 

Source

 

Volumes

 

configuration

 

that

 

existed

 

during

 

the

 

original

 

backup

 

and

 

you

 

want

 

to

 

preserve

 

the

 

current

 

Source

 

Volumes

 

configuration.

 

v

   

If

 

the

 

last

 

backup

 

of

 

the

 

database

 

was

 

performed

 

using

 

Data

 

Protection

 

for

 

ESS

 

with

 

the

 

flashcopy_type

 

parameter

 

specified

 

as

 

nocopy.

 

v

   

Note

 

that

 

Oracle

 

databases

 

backed

 

up

 

with

 

Data

 

Protection

 

for

 

ESS

 

Version

 

5.2.0

 

(or

 

earlier)

 

must

 

be

 

restored

 

from

 

the

 

Tivoli

 

Storage

 

Manager

 

Server

 

with

 

RMAN.

 

Quick

 

Restore

 

processing

 

is

 

only

 

available

 

for

 

Oracle

 

databases

 

backed

 

up

 

with

 

Data

 

Protection

 

for

 

ESS

 

Version

 

5.2.1.

 

©

 

Copyright

 

IBM

 

Corp.

 

2000,

 

2003
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Limitations

 

Before

 

performing

 

a

 

Quick

 

Restore,

 

please

 

be

 

aware

 

of

 

the

 

following

 

limitations:

 

v

   

Quick

 

Restore

 

requires

 

AIX

 

5.1

 

or

 

AIX

 

5.2.

 

It

 

is

 

not

 

available

 

on

 

AIX

 

4.3.3.

 

v

   

Any

 

time

 

you

 

make

 

configuration

 

changes

 

to

 

the

 

database

 

(for

 

example,

 

adding

 

new

 

physical

 

disks,

 

new

 

raw

 

logical

 

volumes,

 

new

 

file

 

systems,

 

or

 

new

 

tablespace

 

containers),

 

you

 

must

 

perform

 

a

 

flashcopy

 

backup

 

of

 

the

 

database

 

to

 

the

 

Enterprise

 

Storage

 

Server

 

before

 

continuing

 

to

 

use

 

the

 

database.

 

If

 

you

 

made

 

configuration

 

additions

 

and

 

failed

 

to

 

perform

 

a

 

Data

 

Protection

 

for

 

ESS

 

backup,

 

Data

 

Protection

 

for

 

ESS

 

detects

 

these

 

additions

 

during

 

Quick

 

Restore

 

processing

 

and

 

prompts

 

you

 

(even

 

when

 

prompt:

 

no

 

is

 

specified)

 

to

 

ask

 

if

 

you

 

want

 

to

 

continue

 

with

 

the

 

restore.

 

It

 

is

 

recommended

 

that

 

you

 

specify

 

no

 

at

 

this

 

point

 

to

 

stop

 

restore

 

processing.

 

Then,

 

back

 

up

 

the

 

new

 

raw

 

logical

 

volume

 

or

 

file

 

system

 

and

 

try

 

Quick

 

Restore

 

again.

 

This

 

time,

 

specify

 

yes

 

when

 

prompted.

 

Data

 

Protection

 

for

 

ESS

 

will

 

remove

 

the

 

newly

 

added

 

raw

 

logical

 

volume

 

or

 

file

 

system

 

during

 

Quick

 

Restore

 

processing.

 

After

 

the

 

restore

 

is

 

complete,

 

you

 

will

 

have

 

to

 

create

 

the

 

new

 

raw

 

logical

 

volume

 

or

 

file

 

system

 

again,

 

restore

 

its

 

data,

 

and

 

then

 

perform

 

roll

 

forward

 

recovery

 

to

 

bring

 

the

 

database

 

to

 

its

 

current

 

state.

 

Failing

 

to

 

perform

 

a

 

flashcopy

 

backup

 

to

 

the

 

Enterprise

 

Storage

 

Server

 

after

 

making

 

such

 

configuration

 

changes

 

prevents

 

your

 

ability

 

to

 

use

 

Quick

 

Restore

 

to

 

recover

 

the

 

database.

 

v

   

Quick

 

Restore

 

processing

 

overwrites

 

Oracle

 

redo

 

log

 

files.

 

As

 

a

 

result,

 

it

 

is

 

recommended

 

that

 

you

 

create

 

Oracle

 

control

 

files

 

and

 

redo

 

log

 

files

 

in

 

dedicated

 

volume

 

groups

 

separate

 

from

 

Oracle

 

datafiles.

 

If

 

your

 

Oracle

 

control

 

files

 

are

 

in

 

the

 

same

 

volume

 

group

 

as

 

your

 

Oracle

 

datafiles,

 

specify

 

database_control_file_restore:yes

 

in

 

your

 

Setup

 

File.

 

This

 

allows

 

the

 

overwritten

 

Oracle

 

control

 

files

 

to

 

be

 

replaced

 

by

 

the

 

control

 

files

 

residing

 

in

 

Tivoli

 

Storage

 

Manager

 

Server

 

storage.

 

v

   

Quick

 

Restore

 

only

 

restores

 

a

 

database

 

that

 

was

 

backed

 

up

 

with

 

the

 

flashcopy_type

 

parameter

 

set

 

to

 

copy

 

or

 

incr.

 

v

   

Quick

 

Restore

 

cannot

 

restore

 

a

 

database

 

that

 

was

 

backed

 

up

 

with

 

an

 

earlier

 

version

 

of

 

Data

 

Protection

 

for

 

ESS.

 

Such

 

a

 

database

 

can

 

only

 

be

 

restored

 

from

 

the

 

Tivoli

 

Storage

 

Manager

 

Server

 

using

 

RMAN

 

as

 

described

 

in

 

the

 

“Performing

 

a

 

restore”

 

on

 

page

 

45

 

section.

 

v

   

The

 

database

 

to

 

be

 

restored

 

must

 

not

 

be

 

brought

 

online

 

on

 

the

 

Backup

 

System

 

after

 

it

 

has

 

been

 

backed

 

up

 

by

 

Data

 

Protection

 

for

 

ESS.

 

This

 

ensures

 

the

 

database

 

state

 

remains

 

at

 

the

 

latest

 

backup

 

image

 

and

 

is

 

available

 

for

 

a

 

Quick

 

Restore.

 

As

 

a

 

result,

 

you

 

must

 

determine

 

how

 

you

 

will

 

maintain

 

the

 

database

 

copy

 

on

 

the

 

Target

 

Volumes.

 

v

   

The

 

database

 

administrator

 

must

 

maintain

 

the

 

integrity

 

of

 

the

 

Target

 

Volumes

 

used

 

in

 

the

 

backup

 

(flashcopied

 

volumes).

 

Data

 

Protection

 

for

 

ESS

 

does

 

not

 

maintain

 

the

 

integrity

 

of

 

flashcopied

 

volumes

 

on

 

the

 

Enterprise

 

Storage

 

Server.

 

Once

 

a

 

set

 

of

 

Enterprise

 

Storage

 

Server

 

Target

 

Volumes

 

are

 

made

 

available

 

for

 

a

 

Data

 

Protection

 

for

 

ESS

 

backup,

 

you

 

must

 

only

 

use

 

Data

 

Protection

 

for

 

ESS

 

commands

 

to

 

handle

 

these

 

Target

 

Volumes

 

and

 

their

 

associated

 

Source

 

Volumes.

 

Do

 

not

 

use

 

the

 

Enterprise

 

Storage

 

Server

 

Web

 

interface

 

or

 

Enterprise

 

Storage

 

Server

 

Copy

 

Services

 

CLI

 

to

 

manipulate

 

these

 

source

 

target

 

pairs

 

as

 

this

 

could

 

compromise

 

the

 

integrity

 

of

 

the

 

backed

 

up

 

data

 

on

 

the

 

Target

 

Volumes.

 

For

 

example,

 

avoid

 

using

 

the

 

Web

 

interface

 

to

 

withdraw

 

persistent

 

flashcopy

 

relationships

 

between

 

one

 

or

 

more

 

source

 

target

 

pairs.

 

Instead

 

use

 

the

 

Data

 

Protection

 

for

 

ESS

 

withdraw

 

command

 

to

 

withdraw

 

the

 

persistent

 

flashcopy

 

relationships

 

between

 

all

 

the

 

source

 

target

 

pairs

 

for

 

a

 

given

 

database.

 

v

   

If

 

you

 

receive

 

a

 

flashcopy-related

 

error

 

during

 

Quick

 

Restore

 

processing,

 

view

 

the

 

Copy

 

Services

 

logs

 

on

 

the

 

Enterprise

 

Storage

 

Server.
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v

   

It

 

is

 

recommended

 

that

 

you

 

perform

 

a

 

Quick

 

Restore

 

with

 

the

 

prompt

 

parameter

 

set

 

to

 

yes

 

so

 

that

 

you

 

will

 

always

 

be

 

prompted

 

before

 

performing

 

a

 

Quick

 

Restore

 

operation.

 

v

   

The

 

combined

 

length

 

of

 

the

 

database

 

name

 

and

 

the

 

Setup

 

File

 

name

 

cannot

 

exceed

 

the

 

maximum

 

character

 

length

 

allowed

 

for

 

a

 

file

 

name

 

on

 

the

 

operating

 

system.

 

v

   

The

 

restore

 

metadata

 

file

 

generated

 

during

 

a

 

Data

 

Protection

 

for

 

ESS

 

backup

 

is

 

uniquely

 

identified

 

by

 

the

 

Setup

 

File

 

name

 

and

 

database

 

name

 

combination.

Procedure

 

This

 

procedure

 

demonstrates

 

how

 

to

 

perform

 

a

 

Quick

 

Restore

 

of

 

the

 

Oracle

 

database

 

myDB.

 

The

 

following

 

conditions

 

are

 

assumed

 

in

 

all

 

three

 

scenarios

 

described

 

in

 

this

 

section:

 

v

   

The

 

Setup

 

File

 

used

 

during

 

the

 

initial

 

backup

 

is

 

mySetupFile.

 

v

   

The

 

redo

 

logs

 

for

 

myDB

 

reside

 

in

 

a

 

volume

 

group

 

not

 

shared

 

with

 

any

 

data

 

files.

 

v

   

The

 

Oracle

 

control

 

files

 

are

 

created

 

in

 

volume

 

groups

 

not

 

shared

 

by

 

Oracle

 

data

 

files.

 

v

   

The

 

Oracle

 

data

 

files

 

are

 

created

 

on

 

the

 

Enterprise

 

Storage

 

Server.

 

v

   

The

 

myDB

 

database

 

was

 

originally

 

backed

 

up

 

with

 

the

 

following

 

commands:

 

essorcp

 

backup

 

mySetupFile

 

mybackup_node

 

mytemp

 

essorcp

 

monitor

 

mySetupFile

 

Quick

 

Restore

 

Scenario

 

1

 

Scenario

 

1

 

assumes

 

the

 

following

 

conditions:

 

v

   

The

 

following

 

parameters

 

are

 

specified

 

in

 

mySetupFile:

 

prompt:

 

no

 

flashcopy_type:

 

copy

 

v

   

No

 

new

 

file

 

systems

 

or

 

logical

 

volumes

 

have

 

been

 

created

 

on

 

the

 

LUNs

 

that

 

myDB

 

resides

 

on

 

since

 

the

 

database

 

was

 

originally

 

backed

 

up.

Follow

 

these

 

steps

 

to

 

perform

 

a

 

Quick

 

Restore

 

of

 

database

 

myDB:

 

1.

   

Log

 

on

 

to

 

the

 

Production

 

System

 

and

 

issue

 

the

 

following

 

command:

 

essorcp

 

restore

 

mySetupFile

 

Note:

  

The

 

Setup

 

File

 

name

 

used

 

in

 

the

 

essorcp

 

restore

 

command

 

must

 

be

 

the

 

same

 

as

 

the

 

Setup

 

File

 

name

 

used

 

during

 

the

 

original

 

backup.

 

2.

   

After

 

Quick

 

Restore

 

processing

 

completes,

 

you

 

must

 

recover

 

the

 

database.

 

v

   

If

 

database_control_file_restore:

 

yes

 

is

 

specified

 

in

 

the

 

Setup

 

File,

 

you

 

must

 

perform

 

an

 

incomplete

 

recovery.

 

v

   

If

 

database_control_file_restore:

 

no

 

is

 

specified

 

in

 

the

 

Setup

 

File,

 

you

 

must

 

perform

 

a

 

complete

 

recovery.

At

 

this

 

point,

 

Quick

 

Restore

 

processing

 

is

 

complete.

 

If

 

Quick

 

Restore

 

processing

 

completed

 

successfully,

 

you

 

are

 

now

 

able

 

to

 

open

 

the

 

restored

 

database

 

myDB.

 

If

 

your

 

Quick

 

Restore

 

was

 

not

 

successful

 

and

 

you

 

receive

 

an

 

error

 

message,

 

see

 

Chapter

 

8,

 

“Messages,”

 

on

 

page

 

57

 

for

 

error

 

descriptions

 

and

 

assistance.

 

You

 

can

 

also

 

view

 

the

 

contents

 

of

 

the

 

error

 

log

 

file

 

(tdpess.log

 

by

 

default).

   

Chapter

 

6.

 

How

 

to

 

restore

 

your

 

database

 

using

 

Quick

 

Restore

 

49

|
|
|

|
|
|

|
|

|
|

|
|
|

|

|

|
|

|

|

|
|

|

|

|

|
|
|
|

|

|

|

|
|

|

|
|

|
|

|

|
|
|
|
|



Quick

 

Restore

 

Scenario

 

2

 

Scenario

 

2

 

assumes

 

the

 

following

 

conditions:

 

v

   

The

 

following

 

parameter

 

is

 

specified

 

in

 

mySetupFile:

 

prompt:

 

no

 

v

   

A

 

new

 

file

 

system

 

(/newFS)

 

was

 

created

 

on

 

the

 

LUNs

 

that

 

myDB

 

resides

 

on

 

since

 

the

 

database

 

was

 

originally

 

backed

 

up.

Quick

 

Restore

 

processing

 

prompts

 

you

 

(even

 

if

 

prompt:

 

no

 

is

 

specified)

 

after

 

noticing

 

that

 

the

 

configuration

 

has

 

changed

 

(as

 

a

 

result

 

of

 

the

 

new

 

file

 

system,

 

/newFS)

 

since

 

the

 

database

 

was

 

originally

 

backed

 

up.

 

v

   

If

 

you

 

specify

 

yes,

 

Data

 

Protection

 

for

 

ESS

 

will

 

delete

 

the

 

new

 

file

 

system

 

(/newFS)

 

and

 

restore

 

the

 

database

 

to

 

the

 

state

 

it

 

was

 

in

 

when

 

originally

 

backed

 

up.

 

v

   

If

 

you

 

specify

 

no,

 

Data

 

Protection

 

for

 

ESS

 

terminates

 

restore

 

processing.

 

You

 

can

 

copy

 

the

 

data

 

in

 

the

 

new

 

file

 

system

 

(/newFS)

 

to

 

a

 

temporary

 

location

 

and

 

run

 

the

 

Quick

 

Restore

 

again.

  

If

 

the

 

new

 

file

 

system

 

(/newFS)

 

contains

 

non-critical

 

data

 

and

 

a

 

copy

 

of

 

/newFS

 

exists

 

on

 

Tivoli

 

Storage

 

Manager

 

storage,

 

you

 

can

 

perform

 

the

 

following:

 

1.

   

Remove

 

/newFS

 

from

 

the

 

LUNs.

 

2.

   

Restore

 

the

 

database

 

using

 

Quick

 

Restore.

 

3.

   

Restore

 

/newFS

 

from

 

Tivoli

 

Storage

 

Manager

 

storage.

 

If

 

the

 

new

 

file

 

system

 

(/newFS)

 

contains

 

critical

 

data

 

and

 

a

 

copy

 

of

 

/newFS

 

does

 

not

 

exist

 

on

 

Tivoli

 

Storage

 

Manager

 

storage,

 

you

 

can

 

manually

 

reconstruct

 

the

 

file

 

system

 

(after

 

a

 

Quick

 

Restore

 

of

 

the

 

database)

 

then

 

recover

 

the

 

database

 

using

 

Oracle

 

SQL

 

commands:

 

1.

   

Use

 

the

 

smitty

 

fs

 

command

 

to

 

add

 

a

 

file

 

system

 

(/newFS):

 

Add

 

File

 

Systems

 

->

 

Journaled

 

File

 

Systems

 

->

 

Add

 

a

 

Journaled

 

File

 

System

 

->

 

Add

 

a

 

Standard

 

Journaled

 

File

 

System

 

2.

   

Select

 

the

 

volume

 

group

 

essvg

 

and

 

specify

 

the

 

size

 

of

 

the

 

file

 

system

 

and

 

a

 

mount

 

point.

 

Press

 

Enter

 

to

 

create

 

the

 

file

 

system.

 

3.

   

Change

 

the

 

owner

 

of

 

the

 

file

 

system

 

(/newFS)

 

to

 

the

 

appropriate

 

Oracle

 

user

 

(oracle92

 

in

 

this

 

example)

 

and

 

group

 

dba:

 

chown

 

oracle92:/dba

 

/NewFS

 

4.

   

Run

 

the

 

smitty

 

vg

 

command

 

to

 

verify

 

that

 

the

 

file

 

system

 

was

 

created

 

correctly:

 

->List

 

all

 

File

 

Systems

 

5.

   

Start

 

up

 

the

 

database

 

on

 

the

 

Production

 

System

 

with

 

the

 

Oracle

 

sqlplus

 

command.

 

6.

   

Run

 

the

 

following

 

Oracle

 

SQL

 

command:

 

SQL>

 

select

 

status

 

from

 

v$instance;

 

7.

   

If

 

the

 

database

 

has

 

not

 

started,

 

run

 

the

 

following

 

Oracle

 

SQL

 

command:

 

SQL>

 

startup

 

mount

 

8.

   

Run

 

the

 

following

 

series

 

of

 

Oracle

 

SQL

 

commands

 

to

 

recover

 

the

 

database:

   

50

 

Data

 

Protection

 

for

 

ESS

 

Databases

 

(Oracle)

|

|

|

|
|
|

|
|
|

|
|
|

|
|
|

|
|

|

|

|

|
|
|
|

|

|
|
||

|
|

|
|

|

|
|

|
||

|
|

|

|
||

|

|
||

|



SQL>

 

alter

 

database

 

create

 

datafile

 

’/NewFS/ess_testfile’;

 

SQL>

 

recover

 

datafile

 

’/NewFS/ess_testfile’;

 

SQL>

 

recover

 

database

 

SQL>

 

alter

 

database

 

open

 

9.

   

Verify

 

that

 

the

 

data

 

was

 

restored

 

correctly

 

with

 

the

 

following

 

Oracle

 

SQL

 

command:

 

SQL>

 

select

 

phone

 

from

 

cust3

 

where

 

id

 

>10

 

and

 

id<20;

 

Quick

 

Restore

 

Scenario

 

3

 

Scenario

 

3

 

assumes

 

the

 

following

 

conditions:

 

v

   

The

 

following

 

parameter

 

is

 

specified

 

in

 

mySetupFile:

 

prompt:

 

no

 

v

   

A

 

file

 

system

 

was

 

removed

 

from

 

the

 

LUNs

 

that

 

myDB

 

resides

 

on

 

since

 

the

 

database

 

was

 

originally

 

backed

 

up.

Quick

 

Restore

 

processing

 

continues.

   

Chapter

 

6.

 

How

 

to

 

restore

 

your

 

database

 

using

 

Quick

 

Restore
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Chapter

 

7.

 

Troubleshooting

 

tips

 

If

 

an

 

error

 

condition

 

occurs

 

during

 

a

 

Data

 

Protection

 

for

 

ESS

 

event,

 

there

 

are

 

several

 

sources

 

of

 

information

 

you

 

can

 

view

 

to

 

help

 

determine

 

what

 

the

 

problem

 

might

 

be.

 

The

 

sources

 

of

 

information

 

are

 

listed

 

below.

 

If

 

you

 

still

 

encounter

 

problems

 

after

 

reviewing

 

this

 

section,

 

you

 

can

 

contact

 

Tivoli

 

Customer

 

Support

 

for

 

assistance.

 

See

 

“Contacting

 

customer

 

support”

 

on

 

page

 

viii

 

for

 

contact

 

information.

 

Be

 

aware

 

of

 

the

 

following

 

information:

 

v

   

Make

 

sure

 

to

 

increase

 

the

 

size

 

of

 

the

 

following

 

two

 

Oracle

 

options

 

located

 

in

 

the

 

$ORACLE_HOME/dbs/init(database_name).ora

 

file:

 

sort_area_size

 

=

 

10000000

 

sort_area_retained_size

 

=

 

10000000

 

v

   

When

 

using

 

Data

 

Protection

 

for

 

ESS

 

to

 

back

 

up

 

an

 

Oracle

 

database,

 

the

 

target

 

database

 

being

 

backed

 

up

 

cannot

 

reside

 

on

 

the

 

same

 

volume

 

group

 

as

 

the

 

file

 

system

 

containing

 

$ORACLE_HOME.

 

Make

 

sure

 

that

 

the

 

Oracle

 

Server

 

does

 

not

 

share

 

a

 

volume

 

group

 

with

 

the

 

target

 

database.

 

v

   

When

 

performing

 

a

 

full

 

backup

 

of

 

a

 

database

 

with

 

database_backup_type:

 

offline,

 

the

 

target

 

database

 

on

 

the

 

Production

 

System

 

must

 

be

 

in

 

″startup

 

mount″

 

state

 

at

 

the

 

time

 

essorcp

 

is

 

issued.

 

Otherwise

 

is

 

will

 

not

 

be

 

possible

 

to

 

restore

 

the

 

resulting

 

backup

 

without

 

performing

 

recovery.

  

This

 

RMAN

 

script

 

template

 

will

 

restore

 

the

 

database

 

backed

 

up

 

offline

 

as

 

described

 

in

 

the

 

previous

 

paragraph.

 

It

 

restores

 

control

 

files,

 

datafiles,

 

and

 

opens

 

the

 

database

 

without

 

any

 

application

 

of

 

logs.

 

This

 

script

 

must

 

be

 

started

 

with

 

the

 

target

 

database

 

in

 

a

 

″startup

 

mount″

 

state:

 

run

 

{

 

allocate

 

channel

 

ch1

 

type

 

’SBT_TAPE’

 

parms

 

’ENV=(TDPO_OPTFILE=<full

 

path

 

of

 

tdpo.opt

 

file>)’;

 

set

 

until

 

scn

 

=

 

<Ckp

 

SCN

 

for

 

backup

 

being

 

restored>;

 

restore

 

control

 

file

 

to

 

’<full

 

path

 

of

 

1st

 

control

 

file>’;

 

restore

 

control

 

file

 

to

 

’<full

 

path

 

of

 

2nd

 

control

 

file>’;

 

restore

 

control

 

file

 

to

 

’<full

 

path

 

of

 

3rd

 

control

 

file>’;

 

alter

 

database

 

mount;

 

restore

 

(database);

 

sql

 

’alter

 

database

 

open

 

RESETLOGS’;

 

release

 

channel

 

ch1;

 

}

 

The

 

database

 

will

 

in

 

an

 

open

 

state

 

and

 

in

 

a

 

new

 

incarnation

 

after

 

this

 

script

 

completes.

 

All

 

that

 

remains

 

is

 

to

 

issue

 

the

 

reset

 

database

 

command

 

to

 

RMAN

 

and

 

back

 

up

 

the

 

database

 

again

 

since

 

the

 

previous

 

backups

 

are

 

now

 

rendered

 

unusable

 

since

 

the

 

database

 

is

 

in

 

a

 

new

 

incarnation.

  

The

 

<Ckp

 

SCN

 

for

 

backup

 

being

 

restored>

 

value

 

is

 

the

 

Checkpoint

 

SCN

 

listed

 

for

 

the

 

backup

 

being

 

restored

 

in

 

the

 

RMAN

 

list

 

backup

 

command.

 

For

 

example,

 

the

 

Checkpoint

 

SCN

 

is

 

32024

 

in

 

the

 

following

 

list:
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List

 

of

 

Backup

 

Sets

 

Key

  

Recid

  

Stamp

  

LV

  

Set

 

Stamp

  

Set

 

Count

 

Completion

 

Time

 

-------------------------------------------------------------

 

26081

 

4

  

469212393

 

0

   

469212319

      

5

       

06-AUG-02

   

List

 

of

 

Backup

 

Pieces

 

Key

  

Pc#

 

Cp#

  

Status

  

Completion

 

Time

  

Piece

 

Name

 

----------------------------------------------------

 

26082

 

1

  

1

  

AVAILABLE

   

06-AUG-02

    

05dvf74v_1_1

   

Lis

 

of

 

Datafiles

 

Included

 

File

  

Name

           

LV

 

Type

 

Ckp

 

SCN

  

Ckp

 

Time

 

----------------------------------------------

 

1

   

/dev/rmyfilelv

    

0

  

Full

 

32024

   

06-AUG-02

 

2

   

/dev/rmyrollbklv

  

0

  

Full

 

32024

   

06-AUG-02

 

3

   

/dev/rmytemplv

    

0

  

Full

 

32024

   

06-AUG-02

 

4

   

/dev/rmyuserlv

    

0

  

Full

 

32024

   

06-AUG-02

 

Note

 

that

 

for

 

an

 

offline

 

backup,

 

the

 

Checkpoint

 

SCN

 

should

 

be

 

the

 

same

 

for

 

all

 

of

 

the

 

datafiles.

Log

 

file

 

information

 

v

   

Data

 

Protection

 

for

 

ESS

 

logs

 

information,

 

by

 

default,

 

to

 

the

 

tdpess.log

 

file

 

located

 

in

 

the

 

default

 

installation

 

directory

 

of

 

Data

 

Protection

 

for

 

ESS,

 

or

 

in

 

the

 

directory

 

pointed

 

to

 

by

 

DSM_LOG.

 

This

 

file

 

indicates

 

the

 

date

 

and

 

time

 

of

 

a

 

backup,

 

data

 

backed

 

up,

 

and

 

any

 

error

 

messages

 

or

 

completion

 

codes.

 

This

 

file

 

is

 

very

 

important

 

and

 

should

 

be

 

monitored

 

daily.

 

v

   

The

 

Tivoli

 

Storage

 

Manager

 

API

 

logs

 

API

 

error

 

information,

 

by

 

default,

 

to

 

the

 

tdpoerror.log

 

file

 

in

 

the

 

default

 

installation

 

directory

 

of

 

the

 

Tivoli

 

Storage

 

Manager

 

API

 

or

 

the

 

directory

 

pointed

 

to

 

by

 

DSMI_LOG.

 

v

   

The

 

dsmerror.log

 

file

 

is

 

located

 

in

 

the

 

default

 

installation

 

directory

 

of

 

the

 

Tivoli

 

Storage

 

Manager

 

backup-archive

 

client

 

or

 

the

 

directory

 

pointed

 

to

 

by

 

DSM_LOG.

 

The

 

dsmsched.log

 

file

 

is

 

located

 

in

 

the

 

default

 

installation

 

directory

 

of

 

the

 

Tivoli

 

Storage

 

Manager

 

backup-archive

 

client

 

or

 

the

 

current

 

working

 

directory

 

from

 

where

 

the

 

dsmc

 

sched

 

command

 

is

 

issued.

 

v

   

If

 

the

 

tdpess.log,

 

tdpoerror.log,

 

or

 

dsmsched.log

 

files

 

are

 

not

 

pointed

 

to

 

by

 

DSM_LOG,

 

these

 

files

 

reside

 

in

 

the

 

directory

 

pointed

 

by

 

DSM_DIR.

 

If

 

DSM_DIR

 

is

 

not

 

defined,

 

these

 

files

 

reside

 

in

 

the

 

current

 

working

 

directory.

 

v

   

You

 

can

 

consolidate

 

all

 

error

 

messages

 

into

 

a

 

single

 

file

 

by

 

specifying

 

the

 

errorlogname

 

option

 

in

 

the

 

dsm.sys

 

file

 

pointed

 

to

 

by

 

the

 

DSM_DIR

 

environment

 

variable.

 

For

 

example:

 

errorlogname

 

/home/dpess/log/dpesser.log

 

Otherwise,

 

Tivoli

 

Storage

 

Manager

 

backup-archive

 

client

 

errors

 

are

 

logged

 

to

 

the

 

dsmerror.log

 

file

 

and

 

Data

 

Protection

 

for

 

ESS

 

errors

 

are

 

logged

 

to

 

the

 

tdpess.log

 

file.

Trace

 

file

 

information

 

You

 

can

 

set

 

tracefile

 

and

 

traceflags

 

options

 

in

 

your

 

Setup

 

File.

 

For

 

example:

 

tracefile

   

/home/dpess/log/trace.out

 

traceflags

  

tdph

 

tdph_detail

 

api

 

api_detail

 

appl

 

verbinfo

 

timestamp

 

Traceflags

 

tdph

 

and

 

tdph_detail

 

are

 

specific

 

to

 

Data

 

Protection

 

for

 

ESS.

 

You

 

can

 

also

 

specify

 

Tivoli

 

Storage

 

Manager

 

backup-archive

 

client

 

and

 

Tivoli

 

Storage

 

Manager

 

API

 

traceflags

 

as

 

shown

 

in

 

the

 

example.
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Note:

  

Make

 

sure

 

to

 

remove

 

the

 

corresponding

 

tracefile

 

and

 

traceflags

 

options

 

from

 

the

 

files

 

pointed

 

to

 

by

 

the

 

DSM_CONFIG

 

and

 

DSMI_CONFIG

 

environment

 

variables.

 

If

 

you

 

receive

 

the

 

following

 

error

 

in

 

your

 

trace

 

file:

 

″invalid

 

userid/password″

 

Your

 

UNIX

 

user

 

account

 

password

 

is

 

invalid.

 

This

 

account

 

contains

 

the

 

UNIX

 

username

 

and

 

password

 

used

 

to

 

create

 

an

 

Oracle

 

database

 

on

 

the

 

Production

 

System

 

in

 

Step

 

3

 

on

 

page

 

17.

 

To

 

resolve:

 

1.

   

Change

 

your

 

current

 

username

 

to

 

the

 

UNIX

 

account

 

username:

 

su

 

<UNIX

 

username>

 

2.

   

Enter

 

your

 

password

 

for

 

the

 

UNIX

 

account

 

username:

 

passwd

 

<UNIX

 

username

 

password>

 

″SQL2048N

 

An

 

error

 

occurred

 

while

 

accessing

 

object

 

″3″,

 

Reason

 

code

 

″6″″

 

More

 

than

 

one

 

instance

 

of

 

the

 

backup

 

executable

 

(essorcb)

 

is

 

running

 

concurrently.

 

This

 

is

 

not

 

allowed.

If

 

you

 

receive

 

errors

 

that

 

mention

 

there

 

is

 

a

 

problem

 

″accessing

 

media″

 

or

 

with

 

the

 

″library,″

 

these

 

errors

 

are

 

frequently

 

caused

 

by

 

Tivoli

 

Storage

 

Manager

 

node

 

name

 

and

 

password

 

discrepancies.

 

See

 

IBM

 

Tivoli

 

Storage

 

Manager

 

for

 

AIX

 

Administrator’s

 

Reference

 

for

 

information

 

regarding

 

how

 

to

 

reset

 

a

 

password

 

for

 

a

 

Tivoli

 

Storage

 

Manager

 

node

 

name.

 

Miscellaneous

 

errors

 

If

 

you

 

receive

 

the

 

following

 

errors:

 

EEP0353E

 

Unable

 

to

 

open

 

file

 

/tsmess/<ORACLE_SID>/<ORACLE_SID_Setup

 

Filename>

 

The

 

metadata

 

file

 

was

 

deleted

 

before

 

running

 

the

 

monitor

 

command.

 

Restore

 

the

 

metadata

 

file

 

from

 

the

 

Tivoli

 

Storage

 

Manager

 

Server

 

and

 

run

 

the

 

monitor

 

command

 

again.

 

You

 

can

 

ignore

 

this

 

message

 

if

 

one

 

of

 

the

 

following

 

is

 

true:

 

v

   

You

 

receive

 

this

 

message

 

after

 

running

 

the

 

monitor

 

command

 

and

 

you

 

had

 

previously

 

issued

 

the

 

monitor

 

command

 

without

 

an

 

error.

 

v

   

You

 

receive

 

this

 

message

 

after

 

running

 

the

 

monitor

 

command

 

immediately

 

following

 

a

 

Quick

 

Restore.

If

 

your

 

Setup

 

File

 

was

 

deleted

 

after

 

performing

 

a

 

flashcopy

 

backup

 

and

 

you

 

need

 

it

 

to

 

perform

 

a

 

Quick

 

Restore,

 

you

 

can

 

find

 

the

 

Setup

 

File

 

in

 

the

 

/tsmess/<ORACLE_SID>

 

directory.

 

If

 

your

 

Setup

 

File

 

was

 

deleted

 

from

 

this

 

directory

 

as

 

well,

 

you

 

can

 

restore

 

it

 

from

 

the

 

Tivoli

 

Storage

 

Manager

 

Server

 

with

 

this

 

command:

 

dsmc

 

restore

 

"/tsmess/<ORACLE_SID>"

 

SQL2062N

 

″An

 

error

 

occurred

 

while

 

accessing

 

media″

 

This

 

error

 

may

 

display

 

when

 

Data

 

Protection

 

for

 

ESS

 

fails

 

on

 

the

 

Backup

 

System

 

when

 

backing

 

up

 

the

 

database

 

to

 

the

 

Tivoli

 

Storage

 

Manager

 

Server.

 

Make

 

sure

 

the

 

same

 

Tivoli

 

Storage

 

Manager

 

Server

 

is

 

specified

 

in

 

the

 

dsm.opt

 

and

 

dsm.sys

 

files

 

pointed

 

to

 

by

 

the

 

DSM_DIR,

 

DSMI_DIR,

 

DSM_CONFIG,

 

and

 

DSMI_CONFIG

 

environment

 

variables.

 

rc=104

 

If

 

the

 

production

 

executable

 

(essorcp)

 

fails

 

with

 

this

 

return

 

code,

 

make

   

Chapter

 

7.

 

Troubleshooting

 

tips
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sure

 

the

 

Setup

 

File

 

parameter

 

target_database_password_file

 

is

 

specified

 

correctly.

 

See

 

“Setup

 

File

 

parameters”

 

on

 

page

 

25

 

for

 

more

 

information

 

about

 

this

 

parameter.

 

Data

 

Protection

 

for

 

ESS

 

fails

 

on

 

the

 

Backup

 

System

 

in

 

DBCS

 

locales

 

when

 

the

 

datafile

 

or

 

the

 

path

 

to

 

the

 

datafile

 

contains

 

a

 

DBCS

 

name.

 

This

 

is

 

an

 

Oracle

 

problem

 

that

 

has

 

been

 

reported

 

to

 

the

 

Oracle

 

development

 

team.

 

The

 

Oracle

 

tar

 

number

 

for

 

this

 

problem

 

is

 

2367962.999.

  

The

 

following

 

procedure

 

provides

 

a

 

workaround

 

until

 

the

 

problem

 

is

 

resolved

 

by

 

Oracle:

 

1.

   

Take

 

the

 

tablespace

 

that

 

contains

 

the

 

DBCS

 

name

 

in

 

its

 

datafile

 

or

 

the

 

path

 

to

 

its

 

datafile

 

offline.

 

2.

   

If

 

the

 

DBCS

 

name

 

is

 

in

 

the

 

datafile,

 

rename

 

the

 

DBCS

 

datafile

 

to

 

an

 

English

 

name.

 

If

 

the

 

DBCS

 

name

 

is

 

in

 

the

 

path

 

to

 

the

 

datafile,

 

move

 

the

 

datafile

 

to

 

a

 

path

 

with

 

an

 

English

 

name.

 

3.

   

Log

 

in

 

to

 

the

 

Server

 

Manager

 

and

 

issue

 

the

 

following

 

command:

 

ALTER

 

TABLESPACE

 

<dbcs_tablespace_name>

 

RENAME

 

DATAFILE

 

’dbcs_path/dbcs_datafile’

 

TO

 

’english_path/english_datafile’;

 

4.

   

Bring

 

the

 

tablespace

 

online.

 

5.

   

Delete

 

the

 

DBCS

 

datafile

 

(if

 

necessary).

Although

 

Data

 

Protection

 

for

 

ESS

 

supports

 

tablespaces

 

named

 

with

 

DBCS,

 

datafiles

 

or

 

paths

 

to

 

the

 

datafiles

 

that

 

contain

 

DBCS

 

must

 

be

 

renamed

 

to

 

English

 

before

 

running

 

Data

 

Protection

 

for

 

ESS.

 

EEO0404I

 

Error:

 

rc=12

 

EEO0506E

 

An

 

error

 

has

 

been

 

detected

 

when

 

running

 

the

 

Tivoli

 

Storage

 

Manager

 

backup-archive

 

client

 

command

 

line

 

interface.

 

This

 

error

 

may

 

display

 

when

 

running

 

essorcp

 

with

 

a

 

new

 

production

 

node

 

or

 

when

 

backing

 

up

 

a

 

new

 

Oracle

 

database

 

to

 

an

 

old

 

production

 

node.

 

This

 

error

 

can

 

be

 

ignored.

 

It

 

occurred

 

because

 

nothing

 

matched

 

the

 

server

 

queries

 

made

 

at

 

certain

 

points

 

during

 

essorcp

 

processing

 

or

 

from

 

attempts

 

to

 

delete

 

from

 

an

 

empty

 

node.

 

This

 

should

 

not

 

impact

 

essorcp

 

processing.

 

ANS1132E

 

-

 

″Backup

 

Access

 

rule

 

already

 

defined

 

for

 

node

 

<nodename>.

 

Old

 

rule

 

must

 

be

 

deleted

 

before

 

new

 

one

 

can

 

be

 

defined.″

 

This

 

message

 

can

 

be

 

ignored.

 

It

 

is

 

logged

 

whenever

 

Data

 

Protection

 

for

 

ESS

 

attempts

 

to

 

give

 

another

 

node

 

permission

 

to

 

access

 

a

 

file

 

and

 

the

 

permission

 

was

 

previously

 

granted.
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Chapter

 

8.

 

Messages

 

EEO0010I

 

v1

 

command

 

completed

 

successfully

 

at:

 

v2

 

Explanation:

   

No

 

error

 

was

 

detected.

 

System

 

Action:

   

None.

 

User

 

Response:

  

EEO0011E

 

ERROR!!!Invalid

 

number

 

of

 

arguments

 

entered.

 

Explanation:

   

Either

 

incorrect

 

arguments

 

were

 

entered

 

or

 

the

 

specified

 

file

 

does

 

not

 

exist.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Correct

 

the

 

arguments

 

and

 

start

 

the

 

process

 

again.

 

EEO0012E

 

ERROR!!!Unexpected

 

error

 

occurred.

 

Explanation:

   

An

 

unexpected

 

error

 

occurred.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Gather

 

information

 

from

 

the

 

trace

 

file

 

and

 

log

 

file

 

and

 

contact

 

your

 

IBM

 

service

 

representative.

 

EEO0013I

 

Received

 

signal

 

v1.

 

Exiting...

 

Explanation:

  

System

 

Action:

   

None.

 

User

 

Response:

  

EEO0014I

 

Exiting

 

v1

 

command

 

with

 

errors!!!

 

Explanation:

   

Specified

 

command

 

failed

 

with

 

a

 

non

 

zero

 

return

 

code.

 

System

 

Action:

   

None.

 

User

 

Response:

   

Please

 

correct

 

the

 

problem

 

indicated

 

by

 

the

 

previous

 

error

 

message

 

and

 

retry

 

the

 

command.

 

EEO0015E

 

ERROR!!!An

 

invalid

 

command

 

was

 

entered.

 

Explanation:

   

An

 

unsupported

 

command

 

was

 

entered.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Enter

 

a

 

supported

 

command.

 

See

 

the

 

Installation

 

and

 

User’s

 

Guide

 

for

 

information

 

about

 

supported

 

commands.

 

EEO0016I

 

====>

 

Starting

 

ITSM

 

FOR

 

HARDWARE

 

-

 

DP

 

FOR

 

ESS

 

executable

 

on

 

the

 

BACKUP

 

SYSTEM:

 

v1

 

Explanation:

  

System

 

Action:

   

None.

 

User

 

Response:

  

EEO0017E

 

ERROR!!!You

 

have

 

to

 

be

 

root

 

to

 

run

 

this

 

program.

 

Explanation:

   

You

 

have

 

to

 

be

 

root

 

to

 

run

 

this

 

product.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Switch

 

user

 

id

 

to

 

root

 

and

 

try

 

again.

 

EEO0018E

 

ERROR!!!More

 

than

 

one

 

instance

 

of

 

this

 

executable

 

are

 

running

 

now.

 

Explanation:

   

You

 

have

 

to

 

wait

 

until

 

previous

 

backup

 

is

 

done

 

before

 

you

 

can

 

run

 

this

 

backup.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Wait

 

until

 

previous

 

backup

 

is

 

done

 

and

 

try

 

again.

 

EEO0019I

 

====>Starting

 

ITSM

 

FOR

 

HARDWARE

 

-

 

DP

 

FOR

 

ESS

 

executable

 

on

 

the

 

PRODUCTION

 

SYSTEM:

 

v1

 

Explanation:

  

System

 

Action:

   

None.

 

User

 

Response:

  

EEO0020I

 

====>Performing

 

DP

 

FOR

 

ESS

 

v1

 

command.

 

Explanation:

  

System

 

Action:

   

None.

 

User

 

Response:

  

EEO0021I

 

Completed

 

Successfully.

 

Explanation:

   

No

 

error

 

was

 

detected.

 

System

 

Action:

   

None.

 

User

 

Response:
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EEO0022I

 

AIX

 

Version:

 

var1

 

Oslevel:

 

var2.

 

Explanation:

   

Displays

 

AIX

 

version

 

and

 

oslevel.

 

System

 

Action:

   

None.

 

User

 

Response:

   

None.

 

EEO0023I

 

ESS

 

CopyServices

 

CLI

 

Version:

 

var1.var2.

 

Explanation:

   

Displays

 

ESS

 

CopyServices

 

CLI

 

version.

 

System

 

Action:

   

None.

 

User

 

Response:

   

None.

 

EEO0024I

 

Filesystem

 

consistency

 

check

 

completed

 

successfully.

 

Explanation:

   

Filesystem

 

consistency

 

check

 

on

 

the

 

flashcopied

 

filesystems

 

was

 

successful.

 

System

 

Action:

   

None.

 

User

 

Response:

   

None.

 

EEO0025E

 

ERROR!!!Filesystem

 

consistency

 

check

 

failed.

 

Explanation:

   

Filesystem

 

consistency

 

check

 

on

 

the

 

flashcopied

 

filesystems

 

failed.

 

This

 

means

 

that

 

there

 

were

 

some

 

inode

 

changes

 

on

 

the

 

filesystem

 

when

 

executing

 

DP

 

for

 

ESS

 

flashcopy

 

backup

 

on

 

the

 

production

 

system.

 

System

 

Action:

   

Please

 

ensure

 

that

 

you

 

do

 

not

 

make

 

any

 

changes

 

to

 

the

 

production

 

system

 

during

 

flashcopy

 

backup,

 

that

 

may

 

cause

 

changes

 

to

 

the

 

inodes

 

on

 

the

 

database

 

filesystems.

 

This

 

will

 

result

 

in

 

inconsistency

 

in

 

the

 

database

 

filesystems

 

being

 

flashcopied.Examples

 

of

 

operations

 

resulting

 

in

 

inode

 

changes

 

are:When

 

a

 

file

 

is

 

created

 

or

 

deleted.When

 

a

 

write()

 

call

 

occurs

 

to

 

a

 

file

 

opened

 

with

 

O_SYNC

 

and

 

the

 

write

 

causes

 

a

 

new

 

disk

 

block

 

allocation.When

 

fsync()

 

or

 

sync()

 

functions

 

are

 

called.When

 

a

 

write

 

causes

 

an

 

indirect

 

or

 

double-indirect

 

block

 

to

 

be

 

allocated.Another

 

way

 

to

 

get

 

around

 

this

 

problem

 

is

 

to

 

use

 

raw

 

logical

 

volumes

 

for

 

your

 

databases.

 

User

 

Response:

   

Please

 

execute

 

the

 

backup

 

command

 

again.

 

EEO0026I

 

User

 

aborted

 

v1

 

command.

 

Explanation:

   

Specified

 

command

 

was

 

aborted

 

by

 

user.

 

System

 

Action:

   

None.

 

User

 

Response:

   

None.

 

EEO0027I

 

Database

 

instance

 

name:

 

v1

 

Explanation:

   

Name

 

of

 

the

 

database

 

instance.

 

System

 

Action:

   

None.

 

User

 

Response:

   

None.

 

EEO0028I

 

Number

 

of

 

ESS

 

lun

 

pairs

 

to

 

be

 

flashcopied:

 

v1

 

Explanation:

   

Number

 

of

 

ESS

 

lun

 

pairs

 

to

 

be

 

flashcopied.

 

System

 

Action:

   

None.

 

User

 

Response:

   

None.

 

EEO0029I

 

Database

 

name:

 

v1

 

Explanation:

   

Name

 

of

 

the

 

database.

 

System

 

Action:

   

None.

 

User

 

Response:

   

None.

 

EEO0030I

 

Number

 

of

 

ESS

 

Volumes

 

to

 

be

 

Flashcopied:

 

v1

 

Explanation:

   

Number

 

of

 

ESS

 

volumes

 

to

 

be

 

flashcopied.

 

System

 

Action:

   

None.

 

User

 

Response:

   

None.

 

EEO0031W

 

WARNING!!!There

 

was

 

a

 

problem

 

while

 

we

 

were

 

trying

 

to

 

varyoffvg

 

and

 

varyonvg

 

with

 

-c

 

option

 

for

 

all

 

the

 

volume

 

groups

 

which

 

has

 

Database

 

datafiles

 

and

 

change

 

the

 

owner

 

and

 

group

 

name

 

for

 

all

 

the

 

Database

 

datafiles

 

from

 

root

 

to

 

the

 

original

 

oracle

 

user/group

 

name,

 

therefore

 

you

 

need

 

to

 

manually

 

do

 

those

 

steps

 

on

 

every

 

cluster

 

nodes

 

except

 

this

 

local

 

node.

 

Explanation:

   

There

 

was

 

a

 

problem

 

while

 

we

 

were

 

trying

 

to

 

varyoffvg

 

and

 

varyonvg

 

with

 

-c

 

option

 

for

 

all

 

the

 

volume

 

groups

 

which

 

has

 

Database

 

datafiles

 

and

 

change

 

the

 

owner

 

and

 

group

 

name

 

for

 

all

 

the

 

Database

 

datafiles

 

from

 

root

 

to

 

the

 

original

 

oracle

 

user/group

 

name,

 

therefore

 

you

 

need

 

to

 

manually

 

do

 

those

 

steps

 

on

 

every

 

cluster

 

nodes

 

except

 

this

 

local

 

node.

 

System

 

Action:

   

None.

 

User

 

Response:

   

There

 

was

 

a

 

problem

 

while

 

we

 

were

 

trying

 

to

 

varyoffvg

 

and

 

varyonvg

 

with

 

-c

 

option

 

for

 

all

 

the

 

volume

 

groups

 

which

 

has

 

Database

 

datafiles

 

and

 

change

 

the

 

owner

 

and

 

group

 

name

 

for

 

all

 

the

 

Database

 

datafiles

 

from

 

root

 

to

 

the

 

original

 

oracle

 

user/group

 

name,

 

therefore

 

you

 

need

 

to

 

manually

 

do

 

those

 

steps

 

on

 

every

 

cluster

 

nodes

 

except

 

this

 

local

 

node.
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EEO0032E

 

ERROR!!!

 

This

 

command

 

is

 

supported

 

only

 

with

 

AIX

 

5.1

 

or

 

higher.

 

Explanation:

   

User

 

is

 

running

 

this

 

command

 

with

 

earlier

 

version

 

than

 

AIX

 

5.1.

 

System

 

Action:

   

Process

 

stops.

 

User

 

Response:

   

Make

 

sure

 

your

 

AIX

 

version

 

is

 

higher

 

or

 

equal

 

to

 

AIX

 

5.1.

 

EEO0033E

 

ERROR!!!

 

This

 

command

 

is

 

supported

 

only

 

with

 

ESS

 

V2.3.0

 

or

 

higher.

 

Explanation:

   

User

 

is

 

running

 

this

 

command

 

with

 

earlier

 

version

 

than

 

ESS

 

V2.3.0.

 

System

 

Action:

   

Process

 

stops.

 

User

 

Response:

   

Make

 

sure

 

your

 

ESS

 

version

 

is

 

higher

 

or

 

equal

 

to

 

ESS

 

V2.3.0.

 

EEO0052I

 

Starting

 

database

 

backup

 

process.

 

Explanation:

   

Database

 

backup

 

process

 

started.

 

System

 

Action:

   

None.

 

User

 

Response:

  

EEO0054I

 

Backup

 

to

 

TSM

 

completed

 

with

 

return

 

code

 

:

 

rc1.

 

Explanation:

   

Database

 

backup

 

process

 

completed.

 

System

 

Action:

   

None.

 

User

 

Response:

  

EEO0056I

 

Received

 

error

 

v1

 

while

 

disabling

 

the

 

new

 

resources.

 

Explanation:

   

An

 

error

 

occured

 

when

 

the

 

process

 

attempted

 

to

 

disable

 

the

 

resources

 

obtained

 

for

 

performing

 

the

 

DB

 

backup.

 

System

 

Action:

   

None.

 

User

 

Response:

   

Please

 

check

 

the

 

error

 

log

 

for

 

details.

 

EEO0058I

 

Received

 

error

 

v1

 

while

 

resetting

 

the

 

target

 

volumes.

 

Explanation:

   

An

 

error

 

occured

 

when

 

the

 

process

 

attempted

 

to

 

withdraw

 

the

 

flashcopy

 

relationship

 

between

 

the

 

source

 

and

 

target

 

volumes.

 

System

 

Action:

   

None.

 

User

 

Response:

   

Please

 

check

 

the

 

error

 

log

 

for

 

details.

 

EEO0059E

 

ERROR!!!The

 

database

 

was

 

backed

 

up

 

using

 

NOCOPY

 

type

 

of

 

flashcopy.The

 

data

 

in

 

the

 

target

 

ESS

 

volumes

 

is

 

not

 

valid,

 

and

 

cannot

 

be

 

used

 

to

 

perform

 

a

 

flashcopy

 

restore.

 

Explanation:

   

In

 

order

 

to

 

restore

 

the

 

database

 

using

 

flashcopy

 

restore,

 

the

 

database

 

needs

 

to

 

be

 

backed

 

up

 

using

 

COPY

 

or

 

INCR

 

type

 

of

 

flashcopy.

 

System

 

Action:

   

Processing

 

stops.

 

User

 

Response:

   

Please

 

restore

 

the

 

database

 

from

 

TSM

 

Server

 

using

 

DB2

 

restore

 

command

 

or

 

Data

 

Protection

 

for

 

Oracle.

 

EEO0060E

 

ERROR!!!Flashcopy

 

type

 

of

 

v1

 

is

 

invalid

 

when

 

backup

 

destination

 

is:

 

v2.

 

Explanation:

   

When

 

backup

 

destination

 

is

 

TSMONLY,

 

flashcopy

 

type

 

should

 

be

 

set

 

to

 

NOCOPY

 

as

 

this

 

type

 

of

 

backup

 

cannot

 

be

 

restored

 

using

 

flashcopy.

 

You

 

must

 

restore

 

from

 

TSM

 

Server.When

 

backup

 

destination

 

is

 

DISKONLY

 

or

 

DISKANDTSM,

 

flashcopy

 

type

 

should

 

be

 

set

 

to

 

COPY

 

or

 

INCR

 

as

 

this

 

type

 

of

 

backup

 

can

 

be

 

restored

 

using

 

flashcopy.

 

System

 

Action:

   

Processing

 

stops.

 

User

 

Response:

   

Set

 

the

 

correct

 

values

 

for

 

flashcopy

 

type

 

and

 

backup

 

destination

 

in

 

the

 

setup

 

file

 

and

 

retry

 

the

 

command.

 

EEO0061I

 

Since

 

a

 

″Nocopy″

 

type

 

of

 

Flashcopy

 

operation

 

is

 

taking

 

place

 

there

 

is

 

no

 

background

 

copy

 

to

 

be

 

monitored.

 

Explanation:

   

If

 

a

 

″Nocopy″

 

type

 

of

 

Flashcopy

 

operation

 

is

 

performed,

 

a

 

copy

 

operation

 

does

 

not

 

take

 

place

 

in

 

the

 

background.

 

Hence

 

monitor

 

command

 

will

 

end.

 

System

 

Action:

   

Processing

 

stops.

 

User

 

Response:

   

None.

 

EEO0062E

 

ERROR!!!The

 

source

 

/

 

target

 

LUN

 

information

 

in

 

the

 

setup

 

file

 

has

 

been

 

modified.

 

Flashcopy

 

Restore

 

is

 

currently

 

not

 

supported

 

for

 

restoring

 

the

 

database

 

to

 

a

 

new

 

location.

 

Explanation:

   

The

 

source

 

/

 

target

 

information

 

in

 

the

 

setup

 

file

 

cannot

 

be

 

modified.

 

In

 

order

 

to

 

backup

 

the

 

database

 

to

 

different

 

target

 

LUNs,

 

please

 

use

 

a

 

different

 

setup

 

file.

 

At

 

this

 

time,

 

Flashcopy

 

Restore

 

is

 

only

 

supported

 

for

 

restoring

 

the

 

database

 

to

 

the

 

orginal

 

source

 

LUNs.

 

System

 

Action:

   

Processing

 

stops

 

User

 

Response:

   

The

 

source

 

/

 

target

 

information

 

in

 

the

 

setup

 

file

 

cannot

 

be

 

modified.

 

In

 

order

 

to

 

backup

 

the

 

database

 

to

 

different

 

target

 

LUNs,

 

please

 

use

 

a

 

different
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setup

 

file.

 

If

 

you

 

wish

 

to

 

restore

 

the

 

database

 

to

 

a

 

new

 

location,

 

please

 

use

 

the

 

DB2

 

″restore″

 

command

 

to

 

restore

 

it

 

from

 

TSM.

 

EEO0065E

 

ERROR!!!IBM2105

 

Copyservice

 

CLI

 

is

 

not

 

installed.

 

Explanation:

   

We

 

couldn’t

 

find

 

ibm2105cli.rte

 

file

 

installed.

 

lslpp

 

-lc

 

ibm2105cli.rte

 

command

 

failed.

 

System

 

Action:

   

Processing

 

continues.

 

User

 

Response:

   

Make

 

sure

 

Copyservice

 

CLI

 

is

 

installed

 

on

 

your

 

host

 

machine.

 

EEO0066W

 

WARNING!!!Incremental

 

flashcopy

 

cannot

 

be

 

performed

 

on

 

this

 

version

 

of

 

ESS

 

CopyServices

 

CLI

 

as

 

it

 

is

 

not

 

V2.3.0

 

or

 

later.

 

A

 

generic

 

flashcopy

 

will

 

be

 

performed

 

instead.

 

Explanation:

   

Incremental

 

flashcopy

 

is

 

only

 

supported

 

on

 

ESS

 

Microcode

 

and

 

CopyServices

 

CLI

 

versions

 

2.3.0

 

or

 

later.

 

As

 

this

 

version

 

of

 

ESS

 

CopyServices

 

CLI

 

is

 

lower

 

than

 

2.3.0,

 

an

 

Incremental

 

flashcopy

 

cannot

 

be

 

performed.

 

System

 

Action:

   

A

 

generic

 

flashcopy

 

with

 

full

 

volume

 

background

 

copy

 

will

 

be

 

performed

 

instead.

 

User

 

Response:

   

Please

 

upgrade

 

to

 

ESS

 

Microcode

 

and

 

Copyservices

 

CLI

 

version

 

2.3.0

 

or

 

later

 

in

 

order

 

to

 

take

 

advantage

 

of

 

the

 

Incremental

 

flashcopy

 

feature.

 

EEO0067W

 

WARNING!!!

 

Incremental

 

change

 

recording

 

is

 

enabled.

 

Performing

 

incremental

 

flashcopy

 

instead

 

of

 

COPY

 

type

 

of

 

flashcopy.

 

Explanation:

   

Incremental

 

change

 

recording

 

is

 

enabled.

 

Performing

 

a

 

copy

 

type

 

of

 

flashcopy

 

will

 

fail

 

in

 

this

 

case.

 

System

 

Action:

   

An

 

incremental

 

flashcopy

 

will

 

be

 

performed

 

instead.

 

User

 

Response:

   

Please

 

withdraw

 

the

 

persistent

 

flashcopy

 

relationship

 

for

 

all

 

the

 

source

 

ESS

 

volumes

 

for

 

this

 

database,

 

using

 

the

 

DP

 

for

 

ESS

 

withdraw

 

command,

 

if

 

you

 

are

 

interested

 

in

 

a

 

COPY

 

type

 

of

 

flashcopy.

 

EEO0068W

 

WARNING!!!Incremental

 

change

 

recording

 

is

 

enabled.

 

Performing

 

incremental

 

flashcopy

 

instead

 

of

 

NOCOPY

 

type

 

of

 

flashcopy.

 

Explanation:

   

Incremental

 

change

 

recording

 

is

 

enabled.

 

Performing

 

a

 

nocopy

 

type

 

of

 

flashcopy

 

will

 

fail

 

in

 

this

 

case.

 

System

 

Action:

   

An

 

incremental

 

flashcopy

 

will

 

be

 

performed

 

instead.

 

User

 

Response:

   

Please

 

withdraw

 

the

 

persistent

 

flashcopy

 

relationship

 

for

 

all

 

the

 

source

 

ESS

 

volumes

 

for

 

this

 

database,

 

using

 

the

 

DP

 

for

 

ESS

 

withdraw

 

command,

 

if

 

you

 

are

 

interested

 

in

 

a

 

NOCOPY

 

type

 

of

 

flashcopy.

 

EEO0069W

 

WARNING!!!Incremental

 

flashcopy

 

feature

 

is

 

not

 

supported

 

on

 

this

 

version

 

of

 

AIX:

 

v1.

 

A

 

generic

 

flashcopy

 

will

 

be

 

performed

 

instead.

 

Explanation:

   

Incremental

 

flashcopy

 

is

 

only

 

supported

 

on

 

AIX

 

versions

 

5.1.0

 

or

 

later.

 

As

 

this

 

version

 

of

 

AIX

 

is

 

lower

 

than

 

5.1.0,

 

an

 

Incremental

 

flashcopy

 

cannot

 

be

 

performed.

 

System

 

Action:

   

A

 

generic

 

flashcopy

 

with

 

full

 

volume

 

background

 

copy

 

will

 

be

 

performed

 

instead.

 

User

 

Response:

   

Please

 

upgrade

 

to

 

AIX

 

version

 

5.1.0

 

or

 

later

 

in

 

order

 

to

 

take

 

advantage

 

of

 

the

 

Incremental

 

flashcopy

 

feature.

 

EEO0070E

 

ERROR!!!Some

 

of

 

the

 

ESS

 

volumes

 

belonging

 

to

 

this

 

database

 

have

 

Incremental

 

Change

 

Recording

 

Enabled

 

while

 

others

 

do

 

not.

 

Explanation:

   

In

 

order

 

to

 

perform

 

an

 

incremental

 

flashcopy,

 

all

 

the

 

ESS

 

volumes

 

belonging

 

to

 

the

 

database

 

must

 

have

 

change

 

recording

 

enabled.

 

System

 

Action:

   

Processing

 

stops.

 

User

 

Response:

   

Please

 

withdraw

 

the

 

flashcopy

 

relationships

 

for

 

those

 

ESS

 

volumes

 

that

 

have

 

incremental

 

change

 

recording

 

enabled,

 

using

 

the

 

DP

 

for

 

ESS

 

withdraw

 

command

 

and

 

then

 

retry

 

the

 

command.

 

In

 

the

 

case

 

of

 

the

 

monitor

 

command,

 

withdraw

 

the

 

flashcopy

 

relationships

 

and

 

retry

 

both

 

the

 

backup

 

and

 

monitor

 

commands.

 

EEO0071I

 

Source

 

volume:

 

v1

 

Target

 

volume:

 

v2

 

Pending

 

Sectors:

 

v3

 

Explanation:

   

Displays

 

the

 

number

 

of

 

sectors

 

yet

 

to

 

be

 

copied

 

from

 

source

 

ESS

 

volumes

 

to

 

target

 

ESS

 

volumes

 

in

 

case

 

of

 

backup

 

or

 

from

 

target

 

ESS

 

volumes

 

to

 

source

 

ESS

 

volumes

 

in

 

case

 

of

 

restore.

 

System

 

Action:

   

None.

 

User

 

Response:

   

None.

 

EEO0072E

 

ERROR!!!DP

 

FOR

 

ESS

 

does

 

not

 

support

 

flashcopy

 

backup

 

of

 

DB2

 

UDB

 

databases

 

with

 

multiple

 

logical

 

and/or

 

physical

 

partitions.

 

Explanation:

   

DP

 

FOR

 

ESS

 

only

 

supports

 

flashcopy

 

backup

 

of

 

DB2

 

UDB

 

databases

 

having

 

a

 

single

 

physical

 

partition

 

and

 

a

 

single

 

logical

 

partition

 

only.

 

System

 

Action:

   

Processing

 

stops.
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User

 

Response:

   

None.

 

EEO0073E

 

ERROR!!!DB2

 

UDB

 

Server

 

has

 

not

 

been

 

installed.

 

Explanation:

   

DB2

 

UDB

 

Server

 

has

 

not

 

been

 

installed.

 

System

 

Action:

   

Processing

 

stops.

 

User

 

Response:

   

Please

 

install

 

DB2

 

UDB

 

Server

 

and

 

set

 

up

 

your

 

database

 

on

 

Enterprise

 

Storage

 

Server,

 

before

 

invoking

 

DP

 

FOR

 

ESS.

 

EEO0074I

 

DB2

 

UDB

 

Server

 

Version:

 

v1.

 

Explanation:

   

Displays

 

the

 

DB2

 

UDB

 

Server

 

Version.

 

System

 

Action:

   

None.

 

User

 

Response:

   

None.

 

EEO0075W

 

WARNING!!!Backup

 

destination

 

option

 

has

 

not

 

been

 

specified

 

in

 

the

 

user

 

setup

 

fileIt

 

has

 

been

 

set

 

to

 

the

 

default

 

value

 

of:

 

v1.

 

Explanation:

   

If

 

backup

 

destination

 

option

 

is

 

not

 

set

 

in

 

the

 

user

 

setup

 

file

 

it

 

will

 

default

 

to

 

DISKANDTSM

 

if

 

flashcopy

 

type

 

is

 

COPY

 

or

 

INCR

 

or

 

to

 

TSMONLY

 

if

 

flashcopy

 

type

 

is

 

NOCOPY.

 

System

 

Action:

   

None.

 

User

 

Response:

   

None.

 

EEO0076E

 

ERROR!!!Current

 

ESS

 

CLI

 

Version

 

does

 

not

 

support

 

the

 

function

 

that

 

you

 

are

 

trying

 

to

 

run.

 

Explanation:

   

Withdraw

 

command

 

is

 

supported

 

only

 

with

 

ESS

 

CLI

 

Version

 

2.3.0

 

or

 

higher.

 

System

 

Action:

   

Processing

 

Ends.

 

User

 

Response:

   

Please

 

install

 

ESS

 

CLI

 

V230

 

or

 

higher.

 

EEO0110I

 

Found

 

database

 

file

 

v1

 

in

 

logical

 

volume

 

v2

 

and

 

volume

 

group

 

v3.

 

Explanation:

   

Found

 

which

 

logical

 

volume

 

and

 

volume

 

group

 

this

 

particular

 

database

 

file

 

is

 

belong

 

to.

 

System

 

Action:

   

None

 

User

 

Response:

   

None

 

EEO0115E

 

ERROR!!!Either

 

Oracle

 

control

 

file

 

or

 

redo

 

log

 

file

 

is

 

in

 

the

 

same

 

volume

 

group

 

(v1)

 

with

 

which

 

Oracle

 

datafiles

 

are.

 

Explanation:

   

Either

 

Oracle

 

control

 

file

 

or

 

redo

 

log

 

file

 

is

 

in

 

the

 

same

 

volume

 

group

 

with

 

Oracle

 

datafiles.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Make

 

sure

 

you

 

don’t

 

have

 

control

 

files

 

and

 

redo

 

log

 

files

 

in

 

the

 

same

 

volume

 

group

 

with

 

Oracle

 

datafiles.

 

EEO0120E

 

ERROR!!!A

 

null

 

logical

 

volume

 

has

 

been

 

detected.

 

Explanation:

   

A

 

null

 

logical

 

volume

 

was

 

detected.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Verify

 

the

 

target

 

database

 

information

 

is

 

specified

 

correctly

 

in

 

the

 

Setup

 

File.

 

EEO0121E

 

ERROR!!!A

 

null

 

volume

 

group

 

has

 

been

 

detected.

 

Explanation:

  

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

  

EEO0122E

 

ERROR!!!An

 

error

 

is

 

detected

 

in

 

volume

 

group

 

:

 

vg1.

 

Explanation:

   

An

 

error

 

was

 

returned

 

from

 

specified

 

volume

 

group.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Verify

 

the

 

target

 

database

 

information

 

is

 

specified

 

correctly

 

in

 

the

 

Setup

 

File.

 

Verify

 

that

 

AIX

 

volume

 

manager

 

is

 

operating

 

If

 

the

 

problem

 

persists,

 

gather

 

information

 

from

 

the

 

trace

 

file

 

and

 

log

 

file

 

and

 

contact

 

your

 

IBM

 

service

 

representative.

 

EEO0123E

 

ERROR!!!The

 

physical

 

volumes

 

of

 

the

 

volume

 

group

 

v1

 

were

 

not

 

found.

 

Explanation:

  

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

  

EEO0124I

 

Mounting

 

filesystem

 

:

 

fs1.

 

Explanation:

   

Currently

 

attempting

 

to

 

mount

 

the

 

file

 

system.

 

System

 

Action:

   

None.

 

User

 

Response:

  

EEO0125E

 

ERROR!!!Serial

 

number

 

for

 

the

 

device

 

v1

 

is

 

not

 

found.

 

Explanation:

  

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:
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EEO0126I

 

Trying

 

to

 

find

 

new

 

devices

 

to

 

match

 

the

 

source

 

device.

 

This

 

process

 

will

 

take

 

some

 

time.......

 

Explanation:

   

Currently

 

trying

 

to

 

find

 

a

 

target

 

device

 

to

 

match

 

with

 

the

 

source

 

device.

 

System

 

Action:

   

None.

 

User

 

Response:

  

EEO0127I

 

Removing

 

device

 

:

 

parm1

 

Explanation:

  

System

 

Action:

   

None.

 

User

 

Response:

  

EEO0128E

 

ERROR!!!Configuring

 

the

 

target

 

volume

 

would

 

cause

 

duplicate

 

physical

 

volume

 

ID

 

:

 

pvid1.

 

Explanation:

   

A

 

different

 

set

 

of

 

target

 

volumes

 

that

 

were

 

previously

 

associated

 

with

 

the

 

same

 

source

 

volumes

 

was

 

detected.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Perform

 

one

 

of

 

the

 

following:

 

Delete

 

the

 

disk

 

on

 

the

 

backup

 

system

 

only:

 

1.

 

find

 

the

 

disk

 

using

 

the

 

AIX

 

lspv

 

command

 

2.

 

run

 

smitty

 

and

 

choose

 

the

 

following

 

from

 

the

 

menu:

 

devices-

 

fixed

 

disk-

 

remove

 

a

 

disk-

 

select

 

the

 

disk

 

to

 

be

 

removed

 

3.

 

press

 

return

 

Clear

 

the

 

pvid

 

of

 

each

 

physical

 

volume

 

hdisk

 

by

 

issuing

 

the

 

aix

 

chdev

 

command

 

with

 

the

 

following

 

arguments:chdev

 

-1

 

(hdisk#)

 

-a

 

pv=clear

 

EEO0129E

 

ERROR!!!Removing

 

device

 

parm1

 

failed.

 

Explanation:

  

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

  

EEO0130W

 

WARNING!!!Removing

 

the

 

mount

 

point

 

directory

 

mntpt1

 

failed

 

with

 

rc:

 

rc1.

 

Explanation:

   

An

 

error

 

occurred

 

while

 

trying

 

to

 

remove

 

a

 

mount

 

point.

 

Processing

 

continues.

 

System

 

Action:

   

Processing

 

continues.

 

User

 

Response:

  

EEO0132W

 

WARNING!!!The

 

umount

 

command

 

failed

 

with

 

rc

 

rc1

 

for

 

mount

 

point

 

mntpt1.

 

Explanation:

   

An

 

error

 

occurred

 

while

 

trying

 

to

 

remove

 

a

 

mount

 

point.

 

Processing

 

continues.

 

System

 

Action:

   

Processing

 

continues.

 

User

 

Response:

  

EEO0133E

 

ERROR!!!Failed

 

to

 

open

 

a

 

logical

 

volume

 

device

 

with

 

errno

 

errno

 

for

 

logical

 

volume:

 

lv.

 

Explanation:

   

An

 

error

 

occurred

 

while

 

trying

 

to

 

open

 

a

 

logical

 

volume

 

device.

 

This

 

will

 

prevent

 

this

 

JFS

 

log

 

logical

 

volume

 

from

 

being

 

suspended

 

while

 

establishing

 

flashcopy

 

backup.

 

This

 

may

 

result

 

in

 

an

 

inconsistent

 

database

 

snapshot

 

during

 

backup.

 

However,

 

processing

 

will

 

continue.

 

System

 

Action:

   

Processing

 

continues.

 

User

 

Response:

   

Please

 

contact

 

AIX

 

support

 

to

 

find

 

out

 

why

 

the

 

opening

 

of

 

a

 

logical

 

volume

 

device

 

failed.

 

EEO0134E

 

ERROR!!!Failed

 

to

 

suspend

 

I/O

 

on

 

a

 

logical

 

volume

 

device

 

with

 

errno

 

errno

 

for

 

logical

 

volume:

 

lv.

 

Explanation:

   

An

 

error

 

occurred

 

while

 

trying

 

to

 

suspend

 

I/O

 

on

 

a

 

JFS

 

log

 

logical

 

volume

 

device.

 

I/O

 

on

 

this

 

logical

 

volume

 

will

 

not

 

be

 

suspended

 

while

 

establishing

 

flashcopy

 

backup.

 

This

 

may

 

result

 

in

 

an

 

inconsistent

 

database

 

snapshot

 

during

 

backup.

 

However,

 

processing

 

will

 

continue.

 

System

 

Action:

   

Processing

 

continues.

 

User

 

Response:

   

Please

 

contact

 

AIX

 

support

 

to

 

find

 

out

 

why

 

the

 

suspend

 

I/O

 

on

 

a

 

logical

 

volume

 

device

 

failed.

 

EEO0135E

 

ERROR!!!Failed

 

to

 

resume

 

I/O

 

on

 

a

 

logical

 

volume

 

device

 

with

 

errno

 

errno

 

for

 

logical

 

volume:

 

lv.

 

Explanation:

   

An

 

error

 

occurred

 

while

 

trying

 

to

 

resume

 

I/O

 

on

 

a

 

JFS

 

log

 

logical

 

volume

 

device.

 

System

 

Action:

   

Processing

 

stops..

 

User

 

Response:

   

Try

 

running

 

the

 

DP

 

for

 

ESS

 

″resume″

 

command.

 

If

 

the

 

failure

 

persists,

 

please

 

contact

 

AIX

 

support

 

to

 

find

 

out

 

why

 

the

 

resume

 

I/O

 

on

 

a

 

logical

 

volume

 

device

 

failed.

 

EEO0136E

 

ERROR!!!Volume

 

group

 

removing

 

failed

 

with

 

rc

 

rc1

 

for

 

volume

 

group

 

vg1.

 

Explanation:

   

An

 

error

 

occurred

 

while

 

performing

 

the

 

exportvg

 

command.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Verify

 

that

 

the

 

volume

 

group

 

is

 

not

 

corrupt.

 

Run

 

the

 

exportvg

 

command

 

with

 

the

 

volume

 

group

 

name

 

from

 

the

 

command

 

line.
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EEO0138I

 

Flashcopy

 

type

 

is

 

set

 

to

 

NOCOPY.

 

Removing

 

disk

 

meta

 

data

 

for

 

all

 

target

 

disks...

 

This

 

backup

 

is

 

NOT

 

valid

 

for

 

a

 

flashcopy

 

restore.

 

Please

 

restore

 

from

 

TSM

 

Server.

 

Explanation:

   

Target

 

PVIDs

 

are

 

cleared.

 

This

 

process

 

removes

 

disk

 

metadata

 

for

 

all

 

target

 

disks.

 

These

 

target

 

volumes

 

can

 

now

 

be

 

used

 

as

 

targets

 

for

 

source

 

volumes

 

from

 

multiple

 

databases.

 

However,

 

this

 

backup

 

is

 

not

 

valid

 

for

 

a

 

flashcopy

 

restore.

 

You

 

can

 

only

 

restore

 

from

 

TSM

 

Server.

 

System

 

Action:

   

None.

 

User

 

Response:

   

None.

 

EEO0140I

 

Flashcopy

 

type

 

is

 

set

 

to

 

COPY

 

or

 

INCR.

 

Leaving

 

disk

 

meta

 

data

 

intact

 

for

 

all

 

target

 

disks...

 

This

 

backup

 

is

 

valid

 

for

 

a

 

flashcopy

 

restore.

 

Explanation:

   

The

 

target

 

PVIDs

 

are

 

not

 

cleared.This

 

process

 

leaves

 

disk

 

metadata

 

intact

 

for

 

all

 

target

 

disks.

 

This

 

backup

 

can

 

be

 

used

 

for

 

a

 

flashcopy

 

restore.

 

System

 

Action:

   

None.

 

User

 

Response:

   

None.

 

EEO0141E

 

ERROR!!!Unsupported

 

volume

 

v1

 

has

 

been

 

detected.

 

Explanation:

   

The

 

volume

 

that

 

database

 

has

 

benn

 

allocated

 

is

 

an

 

unsupported

 

type.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

  

EEO0142E

 

ERROR!!!Unsupported

 

file

 

system

 

has

 

been

 

detected.

 

Explanation:

   

The

 

file

 

system

 

that

 

database

 

allocated

 

is

 

an

 

unsupported

 

type.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Make

 

sure

 

that

 

the

 

mount

 

point

 

exists

 

and

 

the

 

file

 

system

 

is

 

supported.

 

EEO0143E

 

ERROR!!!Unsupported

 

volume

 

group

 

v1

 

has

 

been

 

detected.

 

Explanation:

   

The

 

volume

 

group

 

that

 

database

 

has

 

been

 

allocated

 

is

 

an

 

unsupported

 

type.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Make

 

sure

 

that

 

volume

 

group

 

is

 

not

 

rootvg.

 

EEO0144E

 

ERROR!!!A

 

logical

 

volume

 

v1

 

is

 

not

 

defined

 

in

 

volume

 

group

 

v2.

 

Explanation:

   

The

 

physical

 

disk

 

that

 

database

 

allocated

 

is

 

not

 

found.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

If

 

the

 

problem

 

persists,

 

please

 

collect

 

the

 

trace

 

data

 

and

 

log

 

file

 

and

 

present

 

to

 

IBM

 

service

 

representative.

 

EEO0146E

 

ERROR!!!An

 

physicall

 

disk

 

for

 

the

 

volume

 

group:v1

 

is

 

not

 

found.

 

Explanation:

   

The

 

physical

 

disk

 

that

 

database

 

allocated

 

is

 

not

 

found.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

If

 

the

 

problem

 

persists,

 

please

 

collect

 

the

 

trace

 

data

 

and

 

log

 

file

 

and

 

present

 

to

 

IBM

 

service

 

representative.

 

EEO0147I

 

Exporting

 

volume

 

group

 

fnm1

 

failed.

 

Explanation:

  

System

 

Action:

   

None.

 

User

 

Response:

  

EEO0148I

 

Importing

 

volume

 

groups

 

now...

 

Explanation:

   

Processing

 

an

 

importing

 

volume

 

group

 

command.

 

System

 

Action:

   

None.

 

User

 

Response:

  

EEO0149I

 

Newly

 

imported

 

volume

 

group:

 

vg1

 

Explanation:

  

System

 

Action:

   

None.

 

User

 

Response:

  

EEO0150E

 

ERROR!!!Logical

 

Volume

 

can

 

not

 

be

 

found

 

for

 

the

 

file

 

fnm1.

 

Explanation:

   

The

 

resources

 

reside

 

in

 

an

 

unsupported

 

volume.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Make

 

sure

 

the

 

volume

 

is

 

supported.

 

If

 

the

 

problem

 

persists,

 

gather

 

information

 

from

 

the

 

trace

 

file

 

and

 

log

 

file

 

and

 

contact

 

your

 

IBM

 

service

 

representative.
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EEO0151E

 

ERROR!!!Varying

 

off

 

volume

 

group

 

fnm1

 

failed.

 

Explanation:

  

System

 

Action:

   

None.

 

User

 

Response:

  

EEO0152I

 

Removing

 

volume

 

group

 

fnm1

 

....

 

Explanation:

   

Attempting

 

to

 

remove

 

the

 

volume

 

groups.

 

System

 

Action:

   

None.

 

User

 

Response:

  

EEO0153I

 

Varied

 

off

 

and

 

exported

 

volume

 

group

 

:

 

fnm1

 

Explanation:

  

System

 

Action:

   

None.

 

User

 

Response:

  

EEO0154I

 

<fnm1><fnm2><fnm3><fnm4><fnm5>

 

Explanation:

  

System

 

Action:

   

None.

 

User

 

Response:

  

EEO0156I

 

Finding

 

the

 

serial

 

numbers

 

...

 

Explanation:

  

System

 

Action:

   

None.

 

User

 

Response:

  

EEO0158I

 

LogDev=fn1

 

Serial

 

Number=fn2

 

Explanation:

  

System

 

Action:

   

None.

 

User

 

Response:

  

EEO0160I

 

<fn1>

 

VOLUME

 

GROUP

 

:

 

fn2

 

COPIES

 

:

 

fn3

 

SCHED

 

POLICY

 

:

 

fn4

 

STALE

 

PPs

 

:

 

fn5

 

MIRROR

 

WRITE

 

CONSISTENCY:

 

fn6

 

Explanation:

  

System

 

Action:

   

None.

 

User

 

Response:

  

EEO0161E

 

ERROR!!!No

 

volume

 

group

 

was

 

found.

 

Explanation:

  

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

  

EEO0162E

 

ERROR!!!Volume

 

group

 

vg1

 

can

 

not

 

be

 

found.

 

Explanation:

  

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

  

EEO0164E

 

ERROR!!!Quorum

 

of

 

the

 

volume

 

group

 

vg1

 

must

 

be

 

off.

 

Explanation:

  

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

  

EEO0166E

 

ERROR!!!Logical

 

volume

 

vg1

 

must

 

have

 

at

 

least

 

2

 

copies.

 

Explanation:

  

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

  

EEO0168E

 

ERROR!!!Logical

 

volume

 

vg1

 

must

 

have

 

the

 

parallel

 

scheduling

 

policy.

 

Explanation:

  

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

  

EEO0170W

 

WARNING!!!Logical

 

volume

 

vg1

 

has

 

vg2

 

stale

 

partitions.

 

Explanation:

  

System

 

Action:

   

None.

 

User

 

Response:

  

EEO0172E

 

ERROR!!!Logical

 

volume

 

vg1

 

must

 

have

 

the

 

mirror

 

write

 

consistency

 

on.

 

Explanation:

  

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

    

64

 

Data

 

Protection

 

for

 

ESS

 

Databases

 

(Oracle)



EEO0174E

 

ERROR!!!None

 

of

 

the

 

mirror

 

copies

 

of

 

vg1

 

was

 

completed

 

on

 

the

 

specified

 

ESS

 

vg2.

 

Explanation:

  

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

  

EEO0176E

 

ERROR!!!Some

 

of

 

the

 

partitions

 

of

 

vg1

 

are

 

stale

 

on

 

the

 

specified

 

ESS

 

vg2.

 

Explanation:

  

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

  

EEO0178I

 

Could

 

not

 

determine

 

the

 

number

 

of

 

paths

 

to

 

target

 

volumes.

 

Using

 

default

 

value

 

of

 

1.

 

Explanation:

  

System

 

Action:

   

None.

 

User

 

Response:

  

EEO0180E

 

ERROR!!!Failure

 

in

 

changing

 

the

 

mount

 

point

 

vg1,

 

return

 

code

 

vg2

 

from

 

command

 

chfs.

 

Explanation:

  

System

 

Action:

   

None.

 

User

 

Response:

  

EEO0182E

 

ERROR!!!The

 

same

 

hdisk

 

vg1

 

can

 

not

 

be

 

associated

 

with

 

two

 

different

 

vpaths

 

(serial

 

numbers

 

vg2

 

and

 

vg3).

 

command

 

chfs.

 

Explanation:

  

System

 

Action:

   

None.

 

User

 

Response:

  

EEO0184E

 

ERROR!!!lsvg

 

command

 

failed.

 

Explanation:

  

System

 

Action:

   

None.

 

User

 

Response:

  

EEO0186I

 

Recreating

 

the

 

new

 

volume

 

groups....

 

Explanation:

  

System

 

Action:

   

None.

 

User

 

Response:

  

EEO0188E

 

ERROR!!!lvm

 

queryvg

 

failed.

 

Explanation:

  

System

 

Action:

   

None.

 

User

 

Response:

  

EEO0190E

 

ERROR!!!The

 

number

 

of

 

new

 

volume

 

groups

 

is

 

limited

 

parm1.

 

Explanation:

  

System

 

Action:

   

None.

 

User

 

Response:

  

EEO0191I

 

Varying

 

on

 

volume

 

group

 

fnm1

 

failed.

 

Explanation:

  

System

 

Action:

   

None.

 

User

 

Response:

  

EEO0270E

 

ERROR!!!Invalid

 

option

 

found

 

in

 

the

 

Setup

 

File.

 

Explanation:

   

The

 

parameter

 

value

 

is

 

invalid.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Correct

 

the

 

value

 

and

 

restart

 

the

 

processing.

 

EEO0272I

 

Flushing

 

the

 

buffers

 

to

 

disk...

 

Explanation:

   

Currently

 

synchronizing

 

to

 

force

 

the

 

buffers

 

to

 

disk.

 

System

 

Action:

   

None.

 

User

 

Response:

  

EEO0273I

 

Unmounting

 

the

 

file

 

system

 

mntpt1...

 

Explanation:

   

Currently

 

attempting

 

to

 

unmount

 

the

 

file

 

system

 

from

 

the

 

mount

 

point.

 

System

 

Action:

   

None.

 

User

 

Response:

  

EEO0274I

 

Bringing

 

up

 

the

 

volume

 

groups...

 

Explanation:

  

System

 

Action:

  

User

 

Response:

  

EEO0275I

 

There

 

are

 

too

 

many

 

file

 

systems.

 

Explanation:

   

The

 

number

 

of

 

file

 

systems

 

exceeds

 

compiled

 

limit.

 

System

 

Action:

   

None.
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User

 

Response:

  

EEO0280E

 

ERROR!!!There

 

have

 

been

 

changes

 

in

 

the

 

configuration

 

of

 

the

 

volume

 

groups

 

for

 

the

 

specified

 

Database.

 

Additional

 

file

 

systems

 

have

 

been

 

detected.

 

As

 

a

 

result

 

Flashcopy

 

Restore

 

is

 

aborting.

 

Explanation:

   

It

 

is

 

recommended

 

that

 

the

 

user

 

perform

 

a

 

full

 

database

 

backup

 

every

 

timethere

 

are

 

any

 

changes

 

to

 

the

 

database

 

configuration

 

such

 

as

 

addition

 

ofnew

 

filesystems

 

or

 

raw

 

logical

 

volumes

 

as

 

tablespace

 

containers.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Please

 

restore

 

the

 

database

 

from

 

TSM

 

Server

 

using

 

DB2

 

restore

 

command.

 

EEO0282I

 

DP

 

for

 

ESS

 

found

 

a

 

difference

 

between

 

the

 

names

 

of

 

the

 

logical

 

volumes

 

which

 

were

 

on

 

the

 

production

 

database

 

at

 

the

 

time

 

of

 

FlashCopy

 

backup

 

and

 

the

 

current

 

logical

 

volumes

 

at

 

the

 

time

 

of

 

the

 

FlashCopy

 

restore.

 

If

 

you

 

continue,

 

you

 

will

 

lose

 

newly

 

added

 

logical

 

volumes.

 

Do

 

you

 

want

 

to

 

continue?

 

Please

 

enter

 

Yes

 

or

 

No.

 

Explanation:

  

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

  

EEO0284I

 

Could

 

not

 

query

 

the

 

operating

 

system

 

to

 

obtain

 

the

 

list

 

of

 

file

 

systems

 

for

 

the

 

volume

 

groups

 

containing

 

the

 

database.

 

Explanation:

  

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

  

EEO0286I

 

Could

 

not

 

query

 

the

 

operating

 

system

 

to

 

obtain

 

the

 

list

 

of

 

disks

 

for

 

the

 

volume

 

groups

 

containing

 

the

 

database.

 

Explanation:

  

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

  

EEO0287W

 

WARNING!database_control_file_restore

 

is

 

set

 

to

 

yes

 

in

 

the

 

setup

 

file.

 

You

 

will

 

need

 

to

 

do

 

the

 

incomplete

 

recovery

 

after

 

the

 

restore.

 

Explanation:

   

database_control_file_restore

 

is

 

set

 

to

 

yes

 

in

 

the

 

setup

 

file.

 

You

 

will

 

need

 

to

 

do

 

the

 

incomplete

 

recovery

 

after

 

the

 

restore.

 

System

 

Action:

   

None.

 

User

 

Response:

   

None.

 

EEO0290E

 

ERROR!!!The

 

source

 

volume

 

with

 

serial

 

number

 

cmd

 

is

 

not

 

attached

 

to

 

the

 

production

 

system

 

anymore.

 

Explanation:

   

The

 

specified

 

physical

 

volume

 

was

 

found

 

during

 

the

 

FlashCopy

 

backup

 

as

 

part

 

of

 

the

 

database

 

volumes

 

on

 

the

 

production

 

system.

 

Now,

 

on

 

the

 

FlashBack

 

restore,

 

it

 

could

 

not

 

be

 

found

 

anymore

 

on

 

the

 

production

 

system.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Logon

 

with

 

the

 

user

 

root

 

and

 

issue

 

the

 

command

 

lsvpcfg.

 

Check

 

if

 

the

 

volume

 

is

 

displayed.

 

Use

 

the

 

ESS

 

web

 

interface

 

to

 

find

 

out

 

to

 

which

 

host

 

this

 

volume

 

is

 

attached.

 

You

 

will

 

be

 

able

 

to

 

restart

 

the

 

FlashBack

 

restore

 

anytime,

 

as

 

long

 

as

 

you

 

have

 

a

 

valid

 

disk

 

backup

 

on

 

the

 

target

 

ESS

 

volumes.

 

EEO0291E

 

ERROR!!!The

 

source

 

volume

 

with

 

serial

 

number

 

cmd

 

belongs

 

to

 

another

 

volume

 

group.

 

Explanation:

   

The

 

specified

 

physical

 

volume

 

was

 

found

 

during

 

the

 

FlashCopy

 

backup

 

as

 

part

 

of

 

the

 

database

 

volumes

 

on

 

the

 

production

 

system.

 

Now,

 

on

 

the

 

FlashBack

 

restore,

 

DP

 

for

 

ESS

 

found

 

it

 

as

 

member

 

of

 

another

 

volume

 

group

 

and

 

can

 

not

 

proceed

 

with

 

the

 

restore.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

You

 

must

 

remove

 

this

 

volume

 

from

 

the

 

other

 

volume

 

group

 

if

 

you

 

want

 

to

 

use

 

the

 

specified

 

FlashCopy

 

backup

 

for

 

the

 

FlashBack

 

restore.

 

You

 

will

 

be

 

able

 

to

 

restart

 

the

 

FlashBack

 

restore

 

anytime,

 

as

 

long

 

as

 

you

 

have

 

a

 

valid

 

disk

 

backup

 

on

 

the

 

target

 

ESS

 

volumes.

 

EEO0292W

 

WARNING!!!The

 

logical

 

volume

 

lv

 

on

 

the

 

mount

 

point

 

mp

 

was

 

renamed

 

or

 

newly

 

added.

 

Explanation:

   

DP

 

for

 

ESS

 

found

 

a

 

difference

 

between

 

the

 

names

 

of

 

the

 

logical

 

volumes

 

which

 

were

 

on

 

the

 

production

 

database

 

at

 

the

 

time

 

of

 

FlashCopy

 

backup

 

and

 

the

 

current

 

logical

 

volumes

 

at

 

the

 

time

 

of

 

the

 

FlashBack

 

restore.

 

System

 

Action:

   

None.

 

User

 

Response:

   

DP

 

for

 

ESS

 

will

 

ask

 

you

 

during

 

the

 

FlashBack

 

restore

 

if

 

you

 

are

 

sure

 

to

 

continue

 

before

 

all

 

the

 

file

 

systems

 

and

 

logical

 

volumes

 

will

 

be

 

removed.

 

After

 

that,

 

DP

 

for

 

ESS

 

will

 

only

 

reconstruct

 

the

 

file

 

systems

 

which

 

were

 

backed

 

up

 

with

 

FlahCopy.

 

You

 

have

 

to

 

add

 

manually

 

all

 

the

 

additional

 

system

 

changes

 

that

 

were

 

made

 

after

 

the

 

FlashCopy

 

backup.
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EEO0293I

 

List

 

of

 

the

 

current

 

file

 

systems

 

on

 

the

 

backed

 

up

 

volume

 

groups

 

...

 

Explanation:

   

Prior

 

the

 

start

 

of

 

the

 

FlashBack

 

restore,

 

DP

 

for

 

ESS

 

will

 

display

 

a

 

list

 

of

 

all

 

the

 

file

 

systems

 

which

 

are

 

currently

 

on

 

production

 

database

 

system.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

None.

 

EEO0294I

 

List

 

of

 

file

 

systems

 

which

 

will

 

be

 

restored...

 

Explanation:

   

Prior

 

the

 

start

 

of

 

the

 

FlashBack

 

restore,

 

DP

 

for

 

ESS

 

will

 

display

 

a

 

list

 

of

 

all

 

the

 

file

 

systems

 

which

 

were

 

on

 

production

 

database

 

system

 

at

 

the

 

time

 

of

 

the

 

FlashCopy

 

backup.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

None.

 

EEO0297W

 

WARNING!!!The

 

newly

 

added

 

volume

 

cmd

 

will

 

be

 

reduced

 

from

 

the

 

database

 

volume

 

group

 

rc.

 

Explanation:

   

The

 

reducevg

 

command

 

removes

 

physical

 

volumes

 

from

 

a

 

volume

 

group.

 

DP

 

for

 

ESS

 

is

 

calling

 

it

 

here

 

on

 

FlashBack

 

restore

 

to

 

remove

 

the

 

physical

 

volumes

 

added

 

to

 

the

 

database

 

volume

 

groups

 

after

 

the

 

FlashCopy

 

backup.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

None.

 

EEO0298I

 

Logical

 

volume

 

lv

 

on

 

the

 

mount

 

point

 

mp

 

was

 

removed

 

during

 

Flashcopy

 

Restore,

 

because

 

it

 

was

 

newly

 

added

 

since

 

last

 

backup,

 

needs

 

to

 

be

 

recreated

 

manually.

 

Explanation:

   

DP

 

for

 

ESS

 

found

 

a

 

difference

 

between

 

the

 

names

 

of

 

the

 

logical

 

volumes

 

which

 

were

 

on

 

the

 

production

 

database

 

at

 

the

 

time

 

of

 

FlashCopy

 

backup

 

and

 

the

 

current

 

logical

 

volumes

 

at

 

the

 

time

 

of

 

the

 

FlashBack

 

restore.

 

System

 

Action:

   

None.

 

User

 

Response:

   

DP

 

for

 

ESS

 

will

 

ask

 

you

 

during

 

the

 

FlashBack

 

restore

 

if

 

you

 

are

 

sure

 

to

 

continue

 

before

 

all

 

the

 

file

 

systems

 

and

 

logical

 

volumes

 

will

 

be

 

removed.

 

After

 

that,

 

DP

 

for

 

ESS

 

will

 

only

 

reconstruct

 

the

 

file

 

systems

 

which

 

were

 

backed

 

up

 

with

 

FlahCopy.

 

You

 

have

 

to

 

add

 

manually

 

all

 

the

 

additional

 

system

 

changes

 

that

 

were

 

made

 

after

 

the

 

FlashCopy

 

backup.

 

EEO0299I

 

The

 

following

 

commands

 

should

 

be

 

run

 

after

 

the

 

flashcopy

 

process

 

in

 

background

 

is

 

finished

 

to

 

synchronize

 

the

 

LVM

 

copies:

 

Explanation:

   

DP

 

for

 

ESS

 

will

 

not

 

automatically

 

synchronize

 

the

 

copies

 

after

 

the

 

reconstruction

 

of

 

the

 

LVM

 

mirror.

 

A

 

basic

 

command

 

will

 

be

 

created

 

and

 

put

 

out.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

You

 

have

 

to

 

start

 

the

 

synchronization

 

of

 

the

 

LVM

 

mirror

 

manually

 

after

 

the

 

flashcopy

 

process

 

in

 

background

 

has

 

finished.

 

If

 

necessary

 

you

 

have

 

to

 

add

 

additional

 

parameter

 

to

 

the

 

commands

 

to

 

improve

 

the

 

performance

 

of

 

the

 

synchronization.

 

EEO0300E

 

ERROR!!!Error

 

converting

 

the

 

ESS

 

hdisk

 

device

 

volume

 

group

 

vg

 

to

 

a

 

Subsystem

 

Device

 

Driver

 

vpath

 

device

 

volume

 

group.

 

Explanation:

   

On

 

the

 

function

 

FlashCopy

 

backup,

 

DP

 

for

 

ESS

 

will

 

use

 

the

 

command

 

hd2vp

 

to

 

convert

 

the

 

ESS

 

hdisk

 

device

 

volume

 

group

 

to

 

a

 

Subsystem

 

Device

 

Driver

 

vpath

 

volume

 

group.

 

This

 

will

 

take

 

effect

 

after

 

the

 

importvg

 

and

 

prior

 

to

 

the

 

mount

 

of

 

the

 

file

 

systems

 

on

 

the

 

backup

 

system.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Check

 

the

 

return

 

code

 

and

 

the

 

error

 

message

 

of

 

the

 

hd2vp

 

command.

 

Consult

 

the

 

AIX

 

system

 

documentation.

 

EEO0301W

 

WARNING!!!The

 

rmlv

 

command

 

lv

 

ended

 

with

 

return

 

code

 

rc.

 

Explanation:

   

On

 

the

 

function

 

FlashBack

 

restore,

 

DP

 

for

 

ESS

 

will

 

use

 

the

 

command

 

rmlv

 

to

 

remove

 

the

 

logical

 

volumes

 

on

 

which

 

the

 

production

 

database

 

should

 

be

 

restored.

 

This

 

will

 

take

 

effect

 

after

 

the

 

unmount

 

and

 

prior

 

to

 

the

 

exportvg

 

and

 

the

 

actually

 

flashcopy

 

reverse.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Check

 

the

 

return

 

code

 

and

 

the

 

error

 

message

 

of

 

the

 

rmlv

 

command.

 

Consult

 

the

 

AIX

 

system

 

documentation.

 

You

 

will

 

be

 

able

 

to

 

restart

 

the

 

FlashBack

 

restore

 

anytime,

 

as

 

long

 

as

 

you

 

have

 

a

 

valid

 

disk

 

backup

 

on

 

the

 

target

 

ESS

 

volumes.

 

EEO0302E

 

ERROR!!!DP

 

for

 

ESS

 

encountered

 

a

 

problem

 

when

 

using

 

the

 

FlashCopy

 

function

 

of

 

the

 

ESS

 

Copy

 

Services.

 

Explanation:

   

DP

 

for

 

ESS

 

requested

 

for

 

a

 

set

 

of

 

ESS

 

source/target

 

volume

 

pairs

 

a

 

FlashCopy

 

to

 

be

 

done

 

by

 

the

 

ESS

 

Copy

 

Services.

 

If

 

the

 

request

 

fails

 

within

 

the

 

ESS

 

for

 

one

 

or

 

more

 

pairs

 

with

 

a

 

non-zero

 

return

 

code,

 

then

 

DP

 

for

 

ESS

 

will

 

provide

 

the

 

return

 

code

 

and

 

then

 

terminate.
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System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

In

 

order

 

to

 

identify

 

which

 

ESS

 

volume(s)

 

were

 

the

 

cause

 

of

 

the

 

problem

 

you

 

need

 

to

 

view

 

the

 

ESS

 

Copy

 

Services

 

status

 

log

 

for

 

failures,

 

there

 

you

 

find

 

the

 

failing

 

volume(s)

 

along

 

with

 

details

 

about

 

possible

 

causes

 

of

 

the

 

problem.

 

EEO0303W

 

WARNING!!!The

 

file

 

system

 

fs

 

has

 

already

 

an

 

entry

 

in

 

the

 

/etc/filesystems.

 

Explanation:

   

DP

 

for

 

ESS

 

found

 

on

 

the

 

backup

 

system

 

after

 

the

 

flashcopy

 

that

 

the

 

specified

 

file

 

system

 

still

 

exist

 

in

 

the

 

/etc/filesystems.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Normally

 

the

 

command

 

″exportvg″

 

will

 

remove

 

the

 

corresponding

 

file

 

systems

 

from

 

the

 

/etc/filesystems.

 

Check

 

for

 

errors

 

during

 

the

 

unmount

 

and

 

withdraw

 

process.

 

EEO0304W

 

WARNING!!!The

 

reducevg

 

command

 

cmd

 

ended

 

with

 

return

 

code

 

rc.

 

Explanation:

   

The

 

reducevg

 

command

 

removes

 

physical

 

volumes

 

from

 

a

 

volume

 

group.

 

DP

 

for

 

ESS

 

will

 

call

 

it

 

1.

 

on

 

FlashBack

 

restore

 

to

 

remove

 

the

 

physical

 

volumes

 

added

 

after

 

the

 

FlashCopy

 

backup.

 

2.

 

on

 

FlashBack

 

restore

 

with

 

LVM

 

mirroring

 

to

 

remove

 

the

 

physical

 

volumes

 

which

 

are

 

residing

 

on

 

the

 

ESS

 

that

 

is

 

not

 

yet

 

involved

 

in

 

the

 

FlashBack.

 

3.

 

on

 

FlashCopy

 

backup

 

with

 

LVM

 

mirroring

 

if

 

the

 

environment

 

variable

 

IMPORTVG

 

is

 

set,

 

to

 

remove

 

the

 

physical

 

volumes

 

which

 

are

 

residing

 

on

 

the

 

ESS

 

that

 

is

 

not

 

yet

 

involved

 

in

 

the

 

FlashCopy.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Check

 

the

 

return

 

code

 

and

 

the

 

error

 

message

 

of

 

the

 

reducevg

 

command.

 

Consult

 

the

 

AIX

 

system

 

documentation.

 

EEO0305W

 

WARNING!!!The

 

extendvg

 

command

 

cmd

 

ended

 

with

 

return

 

code

 

rc.

 

Explanation:

   

The

 

extendvg

 

command

 

adds

 

physical

 

volumes

 

to

 

a

 

volume

 

group.

 

DP

 

for

 

ESS

 

will

 

call

 

it

 

to

 

add

 

the

 

volumes

 

which

 

are

 

residing

 

on

 

the

 

ESS

 

that

 

is

 

not

 

yet

 

involved

 

in

 

the

 

FlashBack

 

to

 

the

 

database

 

volume

 

groups.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Check

 

the

 

return

 

code

 

and

 

the

 

error

 

message

 

of

 

the

 

extendvg

 

command.

 

Consult

 

the

 

AIX

 

system

 

documentation.

 

EEO0306W

 

WARNING!!!The

 

mklvcopy

 

command

 

cmd

 

ended

 

with

 

return

 

code

 

rc.

 

Explanation:

   

DP

 

for

 

ESS

 

will

 

call

 

the

 

command

 

mklvcopy

 

to

 

add

 

a

 

copy

 

of

 

a

 

logical

 

volume

 

on

 

the

 

physical

 

volumes

 

residing

 

on

 

the

 

second

 

ESS.

 

This

 

call

 

will

 

only

 

take

 

effect

 

in

 

a

 

LVM

 

mirroring

 

environment,

 

after

 

the

 

FlashBack

 

restore

 

was

 

initialized.

 

The

 

FlashBack

 

restore

 

and

 

the

 

recovery

 

will

 

continue,

 

but

 

the

 

second

 

copy

 

of

 

the

 

logical

 

volumes

 

will

 

be

 

missing.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Check

 

the

 

return

 

code

 

and

 

the

 

error

 

message

 

of

 

the

 

mklvcopy

 

command.

 

Consult

 

the

 

AIX

 

system

 

documentation.

 

Check

 

for

 

errors

 

during

 

the

 

disabling

 

process

 

(unmount,

 

rmfs,

 

rmlv,

 

varyoffvg,

 

exportvg).

 

You

 

will

 

be

 

able

 

to

 

restart

 

the

 

FlashBack

 

restore

 

anytime,

 

as

 

long

 

as

 

you

 

have

 

a

 

valid

 

disk

 

backup

 

on

 

the

 

target

 

ESS

 

volumes.

 

EEO0307I

 

Removing

 

copies

 

from

 

the

 

logical

 

volumes

 

...

 

Explanation:

   

On

 

the

 

function

 

FlashBack

 

restore,

 

DP

 

for

 

ESS

 

will

 

use

 

the

 

command

 

rmlvcopy

 

to

 

remove

 

the

 

copies

 

of

 

the

 

logical

 

volumes

 

residing

 

on

 

the

 

second

 

ESS.

 

This

 

will

 

take

 

effect

 

after

 

the

 

unmount

 

and

 

prior

 

to

 

the

 

exportvg

 

and

 

the

 

actually

 

flashcopy

 

reverse.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

None.

 

EEO0308I

 

Removing

 

physical

 

volumes

 

from

 

the

 

volume

 

groups

 

...

 

Explanation:

   

On

 

the

 

function

 

FlashBack

 

restore,

 

after

 

the

 

rmlvcopy

 

and

 

prior

 

to

 

the

 

exportvg

 

and

 

the

 

actually

 

flashcopy

 

reverse,

 

DP

 

for

 

ESS

 

will

 

use

 

the

 

command

 

reducevg

 

to

 

remove

 

the

 

physical

 

volumes

 

residing

 

on

 

the

 

second

 

ESS.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

None.

 

EEO0309I

 

Adding

 

physical

 

volumes

 

to

 

the

 

volume

 

groups

 

...

 

Explanation:

   

On

 

the

 

function

 

FlashBack

 

restore,

 

after

 

the

 

flashcopy

 

reverse

 

and

 

the

 

import

 

of

 

the

 

volume

 

groups,

 

DP

 

for

 

ESS

 

will

 

add

 

the

 

physical

 

volumes

 

residing

 

on

 

the

 

second

 

ESS

 

to

 

the

 

database

 

volume

 

groups.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

None.

 

EEO0310I

 

Adding

 

copies

 

to

 

the

 

logical

 

volumes

 

...

 

Explanation:

   

On

 

the

 

function

 

FlashBack

 

restore,

 

DP

 

for

 

ESS

 

will

 

use

 

the

 

command

 

mklvcopy

 

to

 

add

 

the

 

copies

 

of

 

the

 

logical

 

volumes

 

on

 

the

 

second

 

ESS.

 

This

 

will

 

take

 

effect

 

after

 

the

 

importvg

 

and

 

the

 

extendvg.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

None.

   

68

 

Data

 

Protection

 

for

 

ESS

 

Databases

 

(Oracle)



EEO0311W

 

WARNING!!!The

 

command

 

cmd

 

ended

 

with

 

return

 

code

 

rc.

 

Explanation:

   

The

 

execution

 

of

 

the

 

system

 

command

 

ended

 

with

 

the

 

displayed

 

return

 

code.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Check

 

the

 

return

 

code

 

and

 

the

 

error

 

message

 

of

 

the

 

specified

 

command.

 

Consult

 

the

 

AIX

 

system

 

documentation.

 

EEO0312E

 

ERROR!!!Importing

 

the

 

volume

 

group

 

from

 

hdisk

 

logdev

 

failed.

 

Explanation:

   

DP

 

for

 

ESS

 

will

 

use

 

the

 

command

 

″importvg″

 

on

 

the

 

function

 

FlashCopy

 

backup.

 

This

 

command

 

will

 

be

 

issued

 

on

 

the

 

backup

 

system

 

after

 

the

 

actually

 

flashcopy

 

and

 

the

 

run

 

of

 

the

 

configuration

 

manager(cfgmgr).

 

It

 

takes

 

a

 

volumes

 

from

 

each

 

volume

 

group

 

building

 

up

 

the

 

production

 

database,

 

reads

 

its

 

VGDA

 

and

 

makes

 

this

 

information

 

available

 

to

 

the

 

operating

 

system.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Check

 

the

 

return

 

code

 

and

 

the

 

error

 

message

 

of

 

the

 

importvg

 

command.

 

Consult

 

the

 

AIX

 

system

 

documentation.

 

EEO0313E

 

ERROR!!!Recreating

 

the

 

volume

 

group

 

from

 

the

 

hdisks

 

hdisks

 

failed.

 

Explanation:

   

DP

 

for

 

ESS

 

will

 

use

 

the

 

command

 

″recreatevg″

 

on

 

the

 

function

 

FlashCopy

 

backup

 

if

 

the

 

production

 

database

 

is

 

residing

 

on

 

an

 

high-available

 

LVM

 

mirror

 

environment.

 

This

 

command

 

will

 

be

 

issued

 

on

 

the

 

backup

 

system

 

after

 

the

 

actually

 

flashcopy

 

and

 

the

 

run

 

of

 

the

 

configuration

 

manager

 

(cfgmgr).

 

The

 

difference

 

to

 

the

 

command

 

″importvg″

 

is

 

that

 

recreatevg

 

will

 

create

 

the

 

volume

 

group

 

only

 

with

 

the

 

specified

 

volumes.

 

These

 

are

 

building

 

up

 

exact

 

the

 

one

 

copy

 

on

 

the

 

ESS

 

where

 

the

 

flashcopy

 

was

 

issued.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Check

 

the

 

return

 

code

 

and

 

the

 

error

 

message

 

of

 

the

 

recreatevg

 

command.

 

Consult

 

the

 

AIX

 

system

 

documentation.

 

EEO0314W

 

WARNING!!!Removing

 

the

 

logical

 

device

 

logdev

 

whith

 

the

 

same

 

PVID

 

pvid

 

in

 

the

 

ODM.

 

Explanation:

   

There

 

is

 

still

 

another

 

logical

 

device

 

(hdisk

 

or

 

vpath)

 

in

 

the

 

state

 

defined

 

with

 

the

 

same

 

PVID

 

as

 

one

 

of

 

the

 

source

 

volumes.

 

System

 

Action:

   

Processing

 

continues.

 

User

 

Response:

   

None.

 

EEO0315I

 

Could

 

not

 

mount

 

all

 

the

 

filesystems

 

originally

 

present.

 

Explanation:

   

This

 

message

 

will

 

appear

 

if

 

running

 

the

 

function

 

FlashBack

 

restore,

 

a

 

file

 

system

 

was

 

found

 

that

 

was

 

added

 

after

 

the

 

FlashCopy

 

backup.

 

System

 

Action:

  

User

 

Response:

   

The

 

user

 

is

 

responsible

 

for

 

create

 

the

 

new

 

file

 

system

 

after

 

the

 

flashcopy

 

reverse,

 

but

 

before

 

the

 

recovery,

 

if

 

this

 

file

 

system

 

was

 

already

 

used

 

from

 

the

 

production

 

database.

 

EEO0316W

 

WARNING!!!The

 

database

 

volume

 

groups

 

do

 

not

 

contain

 

currently

 

any

 

file

 

system.

 

Explanation:

   

This

 

message

 

will

 

appear

 

if

 

running

 

the

 

function

 

FlashBack

 

restore,

 

none

 

file

 

system

 

was

 

found

 

on

 

the

 

original

 

database

 

volume

 

group.

 

Following

 

that,

 

DP

 

for

 

ESS

 

will

 

display

 

a

 

list

 

of

 

the

 

file

 

system

 

which

 

are

 

residing

 

on

 

the

 

flashcopy

 

target

 

volumes.

 

These

 

will

 

be

 

restored

 

by

 

means

 

of

 

FlashBack.

 

System

 

Action:

  

User

 

Response:

   

None.

 

EEO0317W

 

WARNING!!!One

 

or

 

more

 

errors

 

were

 

found

 

disabling

 

the

 

production

 

system

 

resources.

 

Though,

 

the

 

FlashBack

 

restore

 

will

 

continue.

 

Explanation:

   

This

 

message

 

will

 

appear

 

if

 

running

 

the

 

function

 

FlashBack

 

restore,

 

some

 

error

 

occurs

 

unmounting

 

the

 

existing

 

file

 

systems

 

and

 

removing

 

the

 

volume

 

groups.

 

Though,

 

DP

 

for

 

ESS

 

will

 

continue

 

with

 

the

 

FlashBack

 

restore.

 

System

 

Action:

  

User

 

Response:

   

None.

 

EEO0350E

 

ERROR!!!Error

 

while

 

getting

 

the

 

size

 

of

 

the

 

volume:

 

src1

 

size.

 

Explanation:

   

The

 

ESS

 

query

 

command

 

cannot

 

determine

 

the

 

size

 

of

 

the

 

volume.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Issue

 

a

 

query

 

command

 

from

 

the

 

ESS

 

Copy

 

Service

 

Web

 

Interface

 

to

 

verify

 

that

 

the

 

disk

 

exists.

 

If

 

the

 

problem

 

persists,

 

save

 

the

 

diagnostic

 

information

 

and

 

contact

 

IBM

 

service.

 

EEO0351E

 

ERROR!!!The

 

size

 

of

 

source

 

volume:

 

src1

 

size1

 

and

 

target

 

volume:

 

tgt1

 

size2

 

are

 

different.

 

Explanation:

   

The

 

size

 

of

 

the

 

source

 

volume

 

and

 

target

 

volume

 

are

 

different.

 

The

 

source

 

volume

 

and

 

target
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volume

 

must

 

be

 

the

 

same

 

size

 

and

 

reside

 

in

 

the

 

same

 

Logical

 

Subsytem

 

(LSS).

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Issue

 

a

 

query

 

command

 

from

 

the

 

ESS

 

Copy

 

Service

 

Web

 

Interface

 

to

 

verify

 

that

 

the

 

disk

 

exists.

 

If

 

the

 

problem

 

persists,

 

save

 

the

 

diagnostic

 

information

 

and

 

contact

 

IBM

 

service.

 

EEO0352E

 

ERROR!!!Incorrect

 

value

 

size

 

is

 

specified

 

for

 

thetarget

 

volume:

 

tgt1

 

in

 

the

 

Setup

 

File.

 

Explanation:

   

The

 

shark_target_volume

 

parameter

 

in

 

the

 

Setup

 

File

 

specifies

 

an

 

incorrect

 

size

 

for

 

the

 

target

 

volume.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Make

 

sure

 

the

 

shark_target_volume

 

parameter

 

in

 

the

 

Setup

 

File

 

specifies

 

a

 

correct

 

size

 

for

 

the

 

target

 

volume.

 

If

 

you

 

do

 

not

 

know

 

the

 

exact

 

size

 

of

 

the

 

target

 

volume,

 

specify

 

a

 

dash

 

(-)

 

for

 

both

 

the

 

source

 

value

 

and

 

size

 

value.

 

The

 

size

 

of

 

the

 

target

 

volume

 

will

 

be

 

determined

 

automatically.

 

EEO0353E

 

ERROR!!!Unable

 

to

 

open

 

file

 

file1.

 

Explanation:

   

An

 

error

 

was

 

detected

 

when

 

trying

 

to

 

open

 

the

 

file.

 

The

 

file

 

may

 

not

 

exist.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Make

 

sure

 

the

 

file

 

exists.

 

EEO0354I

 

Performing

 

fctype

 

flashcopy

 

of:

 

Source

 

ESS

 

volume:

 

src1

 

to

 

Target

 

ESS

 

volume:

 

tgt1

 

Explanation:

   

A

 

flashcopy

 

from

 

the

 

source

 

volume

 

to

 

the

 

target

 

volume

 

was

 

requested.

 

System

 

Action:

   

None.

 

User

 

Response:

  

EEO0355E

 

ERROR!!!The

 

ESS

 

FlashCopy

 

command

 

failed.

 

Explanation:

   

The

 

flashcopy

 

command

 

failed.

 

This

 

could

 

be

 

due

 

to

 

various

 

reasons:

 

1.

 

Some

 

library

 

or

 

jar

 

files

 

may

 

be

 

missing

 

from

 

the

 

Copy

 

Services

 

command

 

line

 

interface

 

package.

 

2.

 

The

 

source

 

volumes

 

or

 

target

 

volumes

 

are

 

in

 

another

 

flash

 

copy

 

relationship.

 

2.

 

The

 

Copy

 

Services

 

command

 

line

 

interface

 

package

 

and

 

Copy

 

Services

 

microcode

 

are

 

not

 

in

 

sync.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

If

 

the

 

command

 

line

 

interface

 

package

 

is

 

missing

 

files,

 

install

 

the

 

command

 

line

 

interface

 

package

 

again.

 

If

 

the

 

source

 

volumes

 

or

 

target

 

volumes

 

are

 

in

 

another

 

flashcopy

 

relationship,

 

wait

 

until

 

the

 

concerned

 

volumes

 

exit

 

the

 

relationship

 

or

 

use

 

other

 

target

 

volumes.

 

If

 

the

 

command

 

line

 

interface

 

package

 

and

 

Copy

 

Services

 

microcode

 

are

 

not

 

in

 

sync,

 

check

 

with

 

the

 

Enterprise

 

Storage

 

Server

 

administrator

 

to

 

obtain

 

the

 

appropriate

 

level

 

of

 

Copy

 

Services

 

command

 

line

 

interface

 

and

 

microcode.

 

EEO0356E

 

ERROR!!!Cannot

 

find

 

a

 

target

 

volume

 

to

 

match

 

with

 

the

 

source

 

volume

 

parm1.

 

Explanation:

   

A

 

target

 

volume

 

could

 

not

 

be

 

found.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Make

 

sure

 

the

 

target

 

volumes

 

reside

 

in

 

the

 

same

 

Logical

 

Subsystem

 

(LSS)

 

as

 

the

 

source

 

volumes

 

and

 

that

 

the

 

target

 

volumes

 

are

 

available

 

to

 

the

 

backup

 

system.

 

Also,

 

make

 

sure

 

the

 

syntax

 

is

 

correct

 

in

 

these

 

Setup

 

File

 

parameters:

 

1.

 

shark_target_volume

 

2.

 

shark_copy_service_code

 

3.

 

java_home_directory

 

4.

 

primary_copyservices_servername

 

5.

 

shark_username

 

6.

 

shark_password

 

EEO0357I

 

Performing

 

flashcopy

 

withdraw

 

of

 

source

 

ESS

 

volume

 

src1

 

from

 

target

 

ESS

 

volume

 

tgt1

 

Explanation:

   

A

 

flashcopy

 

withdraw

 

of

 

the

 

source

 

volume

 

from

 

the

 

target

 

volume

 

was

 

requested.

 

System

 

Action:

   

None.

 

User

 

Response:

  

EEO0358E

 

ERROR!!!No

 

target

 

volume

 

is

 

available.

 

Terminating......

 

Explanation:

   

No

 

target

 

volume

 

was

 

found.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Make

 

sure

 

the

 

target

 

volumes

 

reside

 

in

 

the

 

same

 

Logical

 

Subsystem

 

(LSS)

 

as

 

the

 

source

 

volumes

 

and

 

that

 

the

 

target

 

volumes

 

are

 

available

 

to

 

the

 

backup

 

system.

 

Also,

 

make

 

sure

 

the

 

syntax

 

is

 

correct

 

in

 

these

 

Setup

 

File

 

parameters:

 

1.

 

shark_target_volume

 

2.

 

shark_copy_service_code

 

3.

 

java_home_directory

 

4.

 

primary_copyservices_servername

 

5.

 

shark_username

 

6.

 

shark_password

 

EEO0359I

 

Incremental

 

Change

 

Recording:

 

val1

 

Explanation:

   

Value

 

of

 

Incremental

 

change

 

recording.

 

System

 

Action:

   

None.

 

User

 

Response:
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EEO0360I

 

Querying

 

the

 

ESS

 

for

 

volume

 

size

 

...Volume:

 

volser1

 

volsize

 

Explanation:

   

A

 

query

 

of

 

the

 

target

 

volume

 

was

 

requested.

 

System

 

Action:

   

None.

 

User

 

Response:

  

EEO0361I

 

A

 

NOCOPY

 

Flashcopy

 

was

 

performed.

 

Withdrawing

 

the

 

nocopy

 

flashcopy

 

relationship...

 

Explanation:

   

The

 

flashcopy

 

relationship

 

between

 

the

 

source

 

and

 

target

 

volumes

 

terminates

 

after

 

the

 

NOCOPY

 

Flashcopy

 

is

 

performed.

 

System

 

Action:

   

None.

 

User

 

Response:

  

EEO0362I

 

Checking

 

the

 

status

 

of

 

the

 

primary

 

Copy

 

Services

 

Server:serv1

 

Explanation:

   

Currently

 

verifying

 

the

 

primary

 

Copy

 

Services

 

server

 

status.

 

System

 

Action:

   

None.

 

User

 

Response:

  

EEO0363I

 

Primary

 

Copy

 

Services

 

server

 

is

 

ready.

 

Explanation:

   

The

 

primary

 

Copy

 

Services

 

server

 

is

 

ready.

 

System

 

Action:

   

None.

 

User

 

Response:

  

EEO0364I

 

The

 

connection

 

to

 

the

 

primary

 

Copy

 

Services

 

server

 

failed.

 

The

 

process

 

continues

 

to

 

check

 

the

 

backup

 

Copy

 

Services

 

server.

 

Explanation:

   

The

 

primary

 

Copy

 

Services

 

server

 

is

 

not

 

available.

 

Verify

 

that

 

the

 

TCP/IP

 

connection

 

is

 

valid.

 

System

 

Action:

   

None.

 

User

 

Response:

  

EEO0365I

 

Checking

 

the

 

status

 

of

 

the

 

backup

 

Copy

 

Services

 

Server:serv1

 

Explanation:

   

Currently

 

verifying

 

the

 

backup

 

Copy

 

Services

 

server

 

status.

 

System

 

Action:

   

None.

 

User

 

Response:

  

EEO0366I

 

Flashcopy

 

was

 

performed

 

with

 

parm1

 

option.

 

Explanation:

   

This

 

is

 

the

 

type

 

of

 

flashcopy

 

that

 

was

 

actually

 

performed.

 

It

 

may

 

be

 

different

 

from

 

the

 

value

 

specified

 

by

 

the

 

user

 

as

 

DP

 

for

 

ESS

 

overrides

 

this

 

value

 

under

 

certain

 

conditions.

 

System

 

Action:

   

None.

 

User

 

Response:

   

None.

 

EEO0367I

 

Source

 

and

 

Target

 

ESS

 

volumes

 

have

 

been

 

switched

 

due

 

to

 

a

 

previous

 

incremental

 

flashcopy

 

restore

 

operation.Previous

 

target

 

volume:

 

parm1

 

is

 

now

 

the

 

source

 

volume.Previous

 

source

 

volume:

 

parm2

 

is

 

now

 

the

 

target

 

volume.

 

Explanation:

   

Whenever

 

user

 

performs

 

an

 

incremental

 

flashcopy

 

restore

 

operation,

 

the

 

source

 

and

 

target

 

ESS

 

volumes

 

will

 

be

 

reversed.

 

System

 

Action:

   

None.

 

User

 

Response:

   

None.

 

EEO0368I

 

The

 

backup

 

Copy

 

Services

 

server

 

is

 

ready...

 

Explanation:

   

The

 

backup

 

Copy

 

Services

 

server

 

is

 

ready.

 

System

 

Action:

   

None.

 

User

 

Response:

  

EEO0369E

 

ERROR!!!Both

 

the

 

primary

 

Copy

 

Services

 

server

 

and

 

the

 

backup

 

Copy

 

Services

 

server

 

are

 

not

 

available...

 

Explanation:

   

The

 

primary

 

Copy

 

Services

 

server

 

and

 

the

 

backup

 

Copy

 

Services

 

server

 

are

 

not

 

available.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Use

 

the

 

ESS

 

Copy

 

Service

 

Web

 

Interface

 

to

 

verify

 

the

 

TCP/IP

 

connection

 

is

 

valid

 

for

 

both

 

the

 

Copy

 

Services

 

servers.

 

Also,

 

verify

 

that

 

the

 

ESS

 

is

 

configured

 

correctly.

 

EEO0370E

 

ERROR!!!A

 

Copy

 

Services

 

backup

 

server

 

has

 

not

 

been

 

specified.

 

Exiting...

 

Explanation:

   

The

 

backup

 

Copy

 

Services

 

server

 

is

 

not

 

specified

 

in

 

the

 

Setup

 

File.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Use

 

the

 

ESS

 

Copy

 

Service

 

Web

 

Interface

 

to

 

verify

 

the

 

TCP/IP

 

conection

 

is

 

valid

 

for

 

the

 

backup

 

Copy

 

Services

 

server.

 

Also,

 

verify

 

that

 

the

 

ESS

 

is

 

configured

 

correctly

 

on

 

the

 

backup

 

Copy

 

Services

 

server.
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EEO0371I

 

Value

 

of

 

Flashcopy

 

type

 

is:

 

parm1.

 

Explanation:

   

None.

 

System

 

Action:

   

None.

 

User

 

Response:

   

None.

 

EEO0372I

 

A

 

primary

 

Copy

 

Services

 

server

 

has

 

not

 

been

 

specified.

 

Explanation:

   

The

 

primary

 

Copy

 

Services

 

server

 

is

 

not

 

defined

 

in

 

the

 

Setup

 

File.

 

An

 

attempt

 

to

 

use

 

the

 

backup

 

Copy

 

Services

 

server

 

is

 

made.

 

System

 

Action:

   

None.

 

User

 

Response:

  

EEO0373E

 

ERROR!!!A

 

required

 

parameter

 

tgtv1

 

is

 

missing

 

in

 

the

 

Setup

 

File.

 

Explanation:

   

A

 

required

 

parameter

 

in

 

the

 

Setup

 

File

 

has

 

not

 

been

 

specified.

 

This

 

may

 

be

 

caused

 

by

 

incorrect

 

syntax

 

in

 

the

 

Setup

 

File.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Make

 

sure

 

all

 

the

 

required

 

parameters

 

are

 

present

 

in

 

the

 

Setup

 

File

 

and

 

that

 

no

 

space

 

exists

 

between

 

the

 

parameter

 

and

 

the

 

colon(:).

 

EEO0374I

 

Querying

 

ESS

 

for

 

status

 

of

 

volume:

 

volser1

 

Explanation:

   

A

 

query

 

of

 

all

 

the

 

source

 

and

 

target

 

volumes

 

was

 

requested

 

to

 

ensure

 

that

 

they

 

are

 

not

 

involved

 

in

 

a

 

flashcopy

 

or

 

PPRC

 

operation.

 

System

 

Action:

   

None.

 

User

 

Response:

   

None.

 

EEO0375E

 

ERROR!!!ESS

 

volumes

 

are

 

involved

 

in

 

a

 

flashcopy

 

or

 

a

 

PPRC

 

operation.

 

Explanation:

   

ESS

 

source

 

or

 

target

 

volumes

 

are

 

involved

 

in

 

a

 

flashcopy

 

or

 

a

 

PPRC

 

operation.

 

Flashcopy

 

backup

 

or

 

restore

 

command

 

will

 

not

 

be

 

performed.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Ensure

 

that

 

the

 

source

 

and

 

target

 

ESS

 

volumes

 

are

 

not

 

in

 

use

 

in

 

a

 

flashcopy

 

or

 

PPRC

 

operation,

 

before

 

issuing

 

the

 

flashcopy

 

backup

 

or

 

restore

 

command.

 

EEO0376E

 

ERROR!!!ESS

 

target

 

volume

 

v1

 

involved

 

in

 

the

 

previous

 

backup

 

does

 

not

 

exist

 

in

 

the

 

setup

 

file.

 

Explanation:

   

The

 

list

 

of

 

target

 

volumes

 

specified

 

in

 

the

 

setup

 

file

 

for

 

restoring

 

a

 

specified

 

database

 

using

 

Flashcopy

 

Restore

 

need

 

to

 

be

 

the

 

same

 

as

 

those

 

specified

 

in

 

the

 

setup

 

file

 

at

 

the

 

time

 

of

 

Flashcopy

 

Backup.

 

This

 

is

 

necessary

 

to

 

ensure

 

that

 

a

 

complete

 

image

 

of

 

the

 

database

 

is

 

available

 

to

 

the

 

restore

 

process.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Ensure

 

that

 

the

 

target

 

volumes

 

specified

 

in

 

the

 

setup

 

file

 

are

 

accurate.

 

EEO0377I

 

Background

 

copy

 

is

 

in

 

progress....SlEEOing

 

for

 

v1

 

minutes....

 

Explanation:

   

Blocking

 

for

 

SHARK_QUERY_INTERVAL

 

period

 

prior

 

to

 

querying

 

if

 

the

 

background

 

copy

 

operation

 

has

 

completed.

 

System

 

Action:

   

None.

 

User

 

Response:

   

None.

 

EEO0378I

 

Background

 

copy

 

is

 

complete.

 

Explanation:

   

Background

 

copy

 

for

 

flashcopy

 

backup

 

or

 

restore

 

is

 

complete.

 

System

 

Action:

   

None.

 

User

 

Response:

   

None.

 

EEO0379E

 

ERROR!!!An

 

invalid

 

value:

 

parm1

 

has

 

been

 

specified

 

for

 

backup

 

destination.

 

Explanation:

   

Backup

 

destination

 

can

 

only

 

be

 

TSMONLY,

 

DISKONLY

 

or

 

DISKANDTSM.

 

System

 

Action:

   

Processing

 

stops.

 

User

 

Response:

   

Please

 

specify

 

TSMONLY,

 

DISKONLY

 

or

 

DISKANDTSM

 

for

 

the

 

option

 

backup

 

destination

 

and

 

retry

 

the

 

command.

 

EEO0380E

 

ERROR!!!An

 

invalid

 

value:

 

parm1

 

has

 

been

 

specified

 

for

 

flashcopy

 

type.

 

Explanation:

   

Flashcopy

 

type

 

can

 

only

 

be

 

NOCOPY,

 

COPY

 

or

 

INCR.

 

System

 

Action:

   

Processing

 

stops.

 

User

 

Response:

   

Please

 

specify

 

NOCOPY,

 

COPY

 

or

 

INCR

 

for

 

the

 

option

 

flashcopy

 

type

 

and

 

retry

 

the

 

command.

 

EEO0381I

 

Querying

 

ESS

 

for

 

pending

 

sectors

 

for

 

volume:

 

volser1

 

Explanation:

   

A

 

query

 

of

 

all

 

the

 

source

 

and

 

target

 

volumes

 

was

 

requested

 

to

 

ensure

 

that

 

background

 

copy

 

is

 

not

 

in

 

progress

 

between

 

them.

 

System

 

Action:

   

None.

 

User

 

Response:

   

None.
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EEO0400E

 

ERROR!!!Error

 

on

 

running

 

command:

 

parm1

 

Explanation:

   

An

 

error

 

was

 

detected

 

while

 

running

 

a

 

system

 

command.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Gather

 

log

 

file

 

information

 

and

 

contact

 

your

 

IBM

 

service

 

representative.

 

EEO0402I

 

parm1

 

Explanation:

  

System

 

Action:

   

None.

 

User

 

Response:

  

EEO0404I

 

Error:

 

parm1

 

Explanation:

  

System

 

Action:

   

None.

 

User

 

Response:

  

EEO0406I

 

User

 

abort;

 

Exiting

 

Flashcopy

 

Restore.

 

Explanation:

   

The

 

user

 

has

 

chosen

 

to

 

terminate

 

the

 

Flashcopy

 

Restore

 

operation.

 

System

 

Action:

   

Restore

 

processsing

 

is

 

terminated.

 

User

 

Response:

   

Flashcopy

 

Restore

 

overwrites

 

any

 

existing

 

data

 

on

 

all

 

the

 

source

 

LUNs,

 

including

 

(but

 

not

 

not

 

limited

 

to)

 

all

 

filesystems

 

and

 

raw

 

volumes

 

on

 

them.

 

Make

 

sure

 

all

 

necessary

 

data

 

from

 

the

 

source

 

LUNs

 

is

 

backed

 

up,

 

and

 

restart

 

the

 

procedure.

 

EEO0408I

 

User

 

input

 

was

 

yes;

 

Continuing

 

Flashcopy

 

Restore.

 

Explanation:

   

The

 

user

 

has

 

chosen

 

to

 

continue

 

the

 

Flashcopy

 

Restore

 

operation.

 

System

 

Action:

   

Restore

 

processsing

 

continues.

 

User

 

Response:

  

EEO0410I

 

You

 

are

 

about

 

to

 

perform

 

a

 

Flashcopy

 

Restore

 

operation.

 

All

 

data

 

on

 

the

 

source

 

volumes,

 

including

 

(but

 

not

 

limited

 

to)

 

filesystems

 

and

 

raw

 

volumes,

 

will

 

be

 

lost.

 

Do

 

you

 

want

 

to

 

continue?

 

Please

 

enter

 

Yes

 

or

 

No.

 

Explanation:

   

Flashcopy

 

Restore

 

overwrites

 

any

 

existing

 

data

 

on

 

all

 

the

 

source

 

LUNs,

 

including

 

(but

 

not

 

not

 

limited

 

to)

 

all

 

filesystems

 

and

 

raw

 

volumes

 

on

 

them.

 

Make

 

sure

 

all

 

necessary

 

data

 

from

 

the

 

source

 

LUNs

 

is

 

backed

 

up,

 

and

 

restart

 

the

 

procedure.

 

System

 

Action:

   

System

 

waits

 

for

 

a

 

valid

 

user

 

response.

 

User

 

Response:

   

Please

 

enter

 

″Yes″

 

to

 

continue,

 

or

 

″No″

 

to

 

abort

 

the

 

restore

 

operation.

 

EEO0412I

 

A

 

Flashcopy

 

Restore

 

operation

 

has

 

been

 

requested,

 

with

 

Prompt=No.

 

All

 

data

 

on

 

source

 

volumes,

 

including

 

(but

 

not

 

limited

 

to)

 

filesystems

 

and

 

raw

 

volumes,

 

will

 

be

 

lost.

 

Continuing

 

Flashcopy

 

Restore

 

operation.

 

Explanation:

   

Flashcopy

 

Restore

 

overwrites

 

any

 

existing

 

data

 

on

 

all

 

the

 

source

 

LUNs,

 

including

 

(but

 

not

 

limited

 

to)

 

all

 

filesystems

 

and

 

raw

 

volumes

 

on

 

them.

 

It

 

is

 

strongly

 

recommended

 

that

 

this

 

operation

 

be

 

performed

 

with

 

Prompt

 

set

 

to

 

Yes.

 

The

 

user

 

has

 

chosen

 

to

 

perform

 

this

 

operation

 

with

 

Prompt

 

set

 

to

 

no.

 

System

 

Action:

   

Restore

 

operation

 

continues.

 

User

 

Response:

  

EEO0500E

 

ERROR!!!You

 

are

 

trying

 

to

 

use

 

a

 

wrong

 

version

 

of

 

the

 

TSM

 

API

 

library.

 

Explanation:

   

Using

 

a

 

different

 

TSM

 

API

 

library.

 

Also,

 

this

 

error

 

is

 

sometimes

 

returned

 

when

 

an

 

operating

 

system

 

or

 

DB2

 

UDB

 

command

 

fails.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Compatible

 

API

 

libraries

 

(insert

 

api,

 

bit

 

table)

 

and

 

check

 

version.

 

Also

 

check

 

the

 

trace

 

file

 

and

 

tdpess.log

 

file

 

if

 

error

 

is

 

due

 

to

 

the

 

failed

 

operating

 

system

 

or

 

DB2

 

UDB

 

command.

 

Based

 

on

 

the

 

nature

 

of

 

the

 

failing

 

command,

 

make

 

sure

 

the

 

configuration

 

is

 

correct.

 

EEO0502E

 

ERROR!!!Invalid

 

license

 

is

 

detected.

 

Explanation:

   

An

 

invalid

 

license

 

was

 

found.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Check

 

if

 

there

 

is

 

a

 

mismatch

 

between

 

the

 

executables

 

(for

 

the

 

production

 

system

 

and

 

backup

 

system)

 

and

 

the

 

license

 

file(agent.lic).

 

EEO0503E

 

ERROR!!!An

 

error

 

has

 

been

 

detected

 

when

 

calling

 

TSM

 

API

 

setup.

 

Explanation:

   

An

 

error

 

was

 

detected

 

when

 

calling

 

TSM

 

API

 

setup.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Make

 

sure

 

the

 

TSM

 

API

 

is

 

correctly

 

installed

 

and

 

that

 

the

 

TSM

 

API

 

and

 

TSM

 

Backup

 

Archive

 

Client

 

environmental

 

variables

 

are

 

set

 

correctly.
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EEO0504E

 

ERROR!!!An

 

error

 

has

 

been

 

detected

 

when

 

calling

 

TSM

 

API

 

init.

 

Explanation:

   

An

 

error

 

was

 

detected

 

when

 

calling

 

TSM

 

API

 

init.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Make

 

sure

 

the

 

TSM

 

API

 

is

 

correctly

 

installed

 

and

 

that

 

the

 

TSM

 

API

 

and

 

TSM

 

Backup

 

Archive

 

Client

 

environmental

 

variables

 

are

 

set

 

correctly.

 

EEO0505E

 

ERROR!!!An

 

error

 

has

 

been

 

detected

 

when

 

calling

 

TSM

 

API

 

terminate.

 

Explanation:

   

An

 

error

 

was

 

detected

 

when

 

calling

 

TSM

 

API

 

terminate.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Make

 

sure

 

the

 

TSM

 

API

 

is

 

correctly

 

installed

 

and

 

that

 

the

 

TSM

 

API

 

and

 

TSM

 

Backup

 

Archive

 

Client

 

environmental

 

variables

 

are

 

set

 

correctly.

 

EEO0506E

 

ERROR!!!An

 

error

 

has

 

been

 

detected

 

when

 

running

 

the

 

TSM

 

Backup

 

Archive

 

Client

 

command

 

line

 

interface.

 

Explanation:

   

An

 

error

 

was

 

detected

 

when

 

running

 

the

 

TSM

 

Backup

 

Archive

 

Client

 

Client

 

command

 

line

 

interface.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Make

 

sure

 

the

 

TSM

 

Backup

 

Archive

 

Client

 

is

 

correctly

 

installed

 

and

 

that

 

the

 

environmental

 

variables

 

are

 

set

 

correctly.

 

EEO0630E

 

ERROR!!!A

 

memory

 

allocation

 

error

 

has

 

occurred.

 

Explanation:

   

Enough

 

memory

 

was

 

not

 

available

 

to

 

continue

 

processing.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Ensure

 

that

 

your

 

system

 

has

 

sufficient

 

real

 

and

 

virtual

 

memory.

 

Close

 

unnecessary

 

applications.

 

EEO0632E

 

ERROR!!!A

 

duplicate

 

target

 

volume

 

serial

 

number

 

tvol1

 

was

 

found

 

in

 

the

 

Setup

 

File.

 

Explanation:

   

A

 

duplicate

 

target

 

volume

 

was

 

specified

 

in

 

the

 

Setup

 

File.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Correct

 

the

 

duplicate

 

volume

 

serial

 

number

 

in

 

the

 

Setup

 

File

 

and

 

remove

 

the

 

duplicate

 

occurrences.

 

EEO0633E

 

ERROR!!!A

 

data

 

for

 

required

 

parameter

 

tgtv1

 

is

 

missing

 

in

 

the

 

Setup

 

File.

 

Explanation:

   

A

 

value

 

for

 

a

 

required

 

parameter

 

in

 

the

 

Setup

 

File

 

has

 

not

 

been

 

specified.

 

This

 

may

 

be

 

caused

 

by

 

incorrect

 

syntax

 

in

 

the

 

Setup

 

File.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Make

 

sure

 

all

 

the

 

required

 

parameters

 

are

 

present

 

in

 

the

 

Setup

 

File

 

and

 

that

 

no

 

space

 

exists

 

between

 

the

 

parameter

 

and

 

the

 

colon(:).

 

EEO0634E

 

ERROR!!!An

 

incorrect

 

incremental

 

backup

 

level

 

found.

 

Explanation:

   

An

 

incorrect

 

incremental

 

backup

 

level

 

was

 

specified.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

The

 

incremental

 

backup

 

level

 

must

 

be

 

a

 

decimal

 

number

 

greater

 

than

 

or

 

equal

 

to

 

1.

 

EEO0635E

 

ERROR!!!Temporary

 

file

 

cannot

 

be

 

opened

 

for

 

writing.

 

Explanation:

   

Temporary

 

file

 

cannot

 

be

 

opened

 

for

 

writing.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Make

 

sure

 

you

 

have

 

enough

 

space

 

to

 

create

 

one

 

file

 

and

 

have

 

permission

 

to

 

create

 

a

 

file

 

in

 

that

 

directory.

 

EEO0636E

 

ERROR!!!The

 

metadata

 

file

 

cannot

 

be

 

created.

 

Explanation:

   

The

 

application

 

could

 

not

 

create

 

a

 

temporary

 

file

 

in

 

the

 

root

 

filesystem.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Make

 

sure

 

you

 

have

 

enough

 

space

 

in

 

the

 

root

 

file

 

system,

 

and

 

have

 

permission

 

to

 

create

 

a

 

file

 

in

 

that

 

file

 

system.

 

EEO0637E

 

ERROR!!!A

 

temporary

 

directory

 

could

 

not

 

be

 

created.

 

Explanation:

   

The

 

application

 

could

 

not

 

create

 

a

 

temporary

 

directory

 

in

 

the

 

root

 

filesystem.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Make

 

sure

 

you

 

have

 

enough

 

space

 

in

 

the

 

root

 

file

 

system,

 

and

 

have

 

permission

 

to

 

create

 

a

 

directory

 

in

 

that

 

file

 

system.
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EEO0638E

 

ERROR!!!Background

 

copy

 

operation

 

for

 

a

 

flashcopy

 

backup

 

or

 

restoreis

 

not

 

complete.

 

Explanation:

   

The

 

background

 

copy

 

operation

 

for

 

a

 

flashcopy

 

backup

 

or

 

restore

 

command

 

has

 

not

 

completed.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Invoke

 

″essdb2p

 

monitor″

 

command

 

to

 

ensure

 

that

 

the

 

background

 

copy

 

operation

 

is

 

complete

 

before

 

issuing

 

a

 

flashcopy

 

restore

 

or

 

backup

 

command.

 

EEO0639W

 

WARNING!!!Could

 

not

 

copy

 

setup

 

file

 

v1

 

to

 

directory

 

v2.

 

Explanation:

   

The

 

User

 

setup

 

file

 

is

 

copied

 

into

 

the

 

specified

 

directory

 

and

 

backed

 

up

 

to

 

Tivoli

 

Storage

 

Manager.

 

Since

 

the

 

copy

 

operation

 

failed,

 

the

 

setup

 

file

 

will

 

be

 

backed

 

up

 

to

 

Tivoli

 

Storage

 

Manager

 

from

 

its

 

current

 

location.

 

System

 

Action:

   

Processing

 

continues.

 

User

 

Response:

   

None.

 

EEO0640E

 

ERROR!!!Could

 

not

 

open

 

trace

 

file

 

v1.

 

Explanation:

   

There

 

were

 

some

 

problems

 

opening

 

tracefile.

 

Please

 

make

 

sure

 

you

 

can

 

open

 

the

 

trace

 

file

 

which

 

was

 

specified

 

in

 

the

 

setup

 

file.

 

System

 

Action:

   

Processing

 

terminates.

 

User

 

Response:

   

None.

 

EEO0641E

 

ERROR!!!Could

 

not

 

create

 

the

 

trace

 

object.

 

Explanation:

   

There

 

were

 

some

 

problems

 

creating

 

trace

 

class

 

object.

 

System

 

Action:

   

Processing

 

terminates.

 

User

 

Response:

   

None.

 

EEO0642E

 

ERROR!!!Invalid

 

trace

 

flag:

 

v1.

 

Explanation:

   

Some

 

invalid

 

trace

 

flags

 

are

 

defined

 

in

 

the

 

setup

 

file.

 

System

 

Action:

   

Processing

 

terminates.

 

User

 

Response:

   

None.

 

EEO0643E

 

ERROR!!!Either

 

the

 

database

 

has

 

not

 

been

 

backed

 

up

 

or

 

it

 

has

 

been

 

backed

 

upby

 

a

 

previous

 

version

 

of

 

our

 

product.

 

In

 

order

 

to

 

use

 

the

 

FLASHCOPY

 

RESTORE

 

feature,

 

the

 

database

 

has

 

to

 

be

 

backed

 

up

 

by

 

IBM

 

Tivoli

 

Storage

 

Manager

 

for

 

Hardware.

 

or

 

later.

 

Explanation:

  

System

 

Action:

   

None.

 

User

 

Response:

  

EEO0644E

 

ERROR!!!Database

 

instance

 

name

 

has

 

not

 

been

 

specified

 

in

 

the

 

user

 

setup

 

file.

 

Please

 

specify

 

the

 

instance

 

name

 

and

 

retry

 

the

 

operation.

 

Explanation:

   

Please

 

specify

 

the

 

database

 

instance

 

name

 

in

 

the

 

user

 

setup

 

file

 

and

 

retry

 

the

 

operation.

 

System

 

Action:

   

None.

 

User

 

Response:

   

Please

 

specify

 

the

 

database

 

instance

 

name

 

in

 

the

 

user

 

setup

 

file

 

and

 

retry

 

the

 

operation.

 

EEO0645E

 

ERROR!!!Database

 

name

 

has

 

not

 

been

 

specified

 

in

 

the

 

user

 

setup

 

file.

 

Please

 

specify

 

the

 

database

 

name

 

and

 

retry

 

the

 

operation.

 

Explanation:

   

Please

 

specify

 

the

 

database

 

name

 

in

 

the

 

user

 

setup

 

file

 

and

 

retry

 

the

 

operation.

 

System

 

Action:

   

None.

 

User

 

Response:

   

Please

 

specify

 

the

 

database

 

name

 

in

 

the

 

user

 

setup

 

file

 

and

 

retry

 

the

 

operation.

 

EEO4000E

 

ERROR!!!program-name:

 

cannot

 

open

 

file

 

file-spec:

 

error.

 

Explanation:

   

TDP

 

cannot

 

open

 

the

 

file.

 

System

 

Action:

   

TDP

 

cannot

 

complete

 

the

 

requested

 

operation.

 

User

 

Response:

   

Retry

 

the

 

operation.

 

If

 

the

 

problem

 

continues,

 

check

 

with

 

your

 

system

 

adminis

 

trator.

 

EEO7152I

 

Performance

 

stats:

 

seconds

 

seconds

 

spent

 

in

 

apicall

 

API

 

calls

 

Explanation:

   

The

 

indicated

 

number

 

of

 

seconds

 

were

 

spent

 

making

 

API

 

calls

 

for

 

the

 

indicated

 

system.

 

System

 

Action:

   

Processing

 

continues.

 

User

 

Response:

   

None
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EEO7366E

 

ERROR!!!Unable

 

to

 

close

 

trace

 

output

 

file

 

file-name.

 

Explanation:

   

An

 

error

 

occurred

 

during

 

the

 

closing

 

of

 

a

 

trace

 

output

 

file-name

 

(for

 

example,

 

not

 

enough

 

disk

 

space).

 

System

 

Action:

   

Processing

 

continues.

 

User

 

Response:

   

Check

 

the

 

options.doc

 

file

 

for

 

a

 

description

 

of

 

possible

 

causes

 

of

 

the

 

error,

 

or

 

see

 

your

 

system

 

administrator.

 

EEO7367E

 

ERROR!!!Unable

 

to

 

write

 

to

 

trace

 

file

 

tracefile.

 

Tracing

 

disable

 

d.

 

Explanation:

   

An

 

error

 

occurred

 

when

 

writing

 

to

 

the

 

specified

 

tracefile.

 

System

 

Action:

   

Tracing

 

is

 

disabled.

 

Processing

 

continues.

 

User

 

Response:

   

Ensure

 

the

 

device

 

that

 

the

 

tracefile

 

access

 

is

 

available

 

and

 

has

 

sufficient

 

space

 

for

 

the

 

tracefile.

 

Retry

 

the

 

command.

 

EEO7368E

 

ERROR!!!Invalid

 

trace

 

file

 

name

 

(name

 

too

 

long).

 

Explanation:

   

A

 

TRACEFILE

 

option

 

in

 

the

 

preferences

 

files

 

used

 

a

 

file

 

name

 

that

 

is

 

too

 

long.

 

System

 

Action:

   

Client

 

program

 

did

 

not

 

initialize.

 

User

 

Response:

   

Change

 

the

 

file

 

name

 

used

 

as

 

the

 

TRACEFILE

 

so

 

that

 

it

 

is

 

equal

 

to

 

or

 

less

 

than

 

255

 

characters

 

in

 

length.

 

EEO7383E

 

ERROR!!!Specifying

 

the

 

trace

 

file

 

’link’

 

as

 

a

 

symbolic

 

link

 

is

 

not

 

allowed.

 

Explanation:

   

Trace

 

file

 

’linkname’

 

cannot

 

be

 

a

 

symbolic

 

link.

 

System

 

Action:

   

The

 

symbolic

 

link

 

’linkname’

 

is

 

deleted,

 

the

 

trace

 

file

 

is

 

recreated,

 

and

 

processing

 

stops.

 

User

 

Response:

   

Specify

 

the

 

trace

 

file

 

location

 

with

 

the

 

’tracefile’

 

option.

 

EEO7384E

 

ERROR!!!Symbolic

 

link

 

’linkname’

 

to

 

’target’

 

was

 

successfully

 

deleted.

 

Explanation:

   

Log

 

’linkname’

 

cannot

 

be

 

a

 

symbolic

 

link.

 

System

 

Action:

   

The

 

symbolic

 

link

 

’linkname’

 

is

 

deleted,

 

the

 

log

 

is

 

recreated,

 

and

 

processing

 

stops.

 

User

 

Response:

   

Check

 

the

 

location

 

of

 

the

 

new

 

file.

 

To

 

specify

 

the

 

location

 

of

 

log

 

files,

 

refer

 

to

 

the

 

user’s

 

manual

 

for

 

the

 

’errorlogname’

 

option,

 

the

 

’schedlogname’

 

option,

 

and

 

the

 

’DSM_LOG’

 

environmental

 

variable.

 

EEO7385E

 

ERROR!!!Unable

 

to

 

delete

 

symbolic

 

link

 

’link’.

 

Explanation:

   

Log

 

’linkname’

 

cannot

 

be

 

a

 

symbolic

 

link.

 

System

 

Action:

   

Processing

 

stops.

 

User

 

Response:

   

Delete

 

the

 

symbolic

 

link

 

’linkname’.

 

EEO7826E

 

ERROR!!!Unable

 

to

 

open

 

trace

 

output

 

file

 

file-name.

 

Explanation:

   

A

 

TRACEFILE

 

option

 

in

 

the

 

user

 

configuration

 

file

 

or

 

on

 

the

 

command

 

line

 

used

 

a

 

directory

 

path

 

and

 

file-name

 

combination

 

to

 

which

 

you

 

do

 

not

 

have

 

write

 

access.

 

System

 

Action:

   

Client

 

program

 

did

 

not

 

initialize.

 

User

 

Response:

   

Change

 

the

 

TRACEFILE

 

value

 

so

 

that

 

it

 

is

 

a

 

location

 

to

 

which

 

you

 

have

 

write

 

access.

EEO6011E

 

ERROR!!!The

 

Oracle

 

database

 

is

 

currently

 

in

 

read-only

 

mode.

 

Explanation:

   

The

 

Oracle

 

database

 

is

 

currently

 

designated

 

as

 

read-only.

 

Processing

 

stops.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Remove

 

the

 

read-only

 

mode

 

of

 

the

 

Oracle

 

database

 

and

 

run

 

the

 

operation

 

again.

 

EEO6012E

 

ERROR!!!An

 

error

 

occurred

 

while

 

attempting

 

an

 

’alter

 

system

 

suspend’

 

action.

 

Explanation:

   

An

 

error

 

occurred

 

while

 

attempting

 

an

 

’alter

 

system

 

suspend’

 

action.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Make

 

sure

 

the

 

Oracle

 

database

 

to

 

be

 

backed

 

up

 

is

 

running,

 

then

 

try

 

to

 

suspend

 

the

 

system

 

with

 

a

 

command

 

line

 

invokation.

 

If

 

the

 

system

 

suspends

 

successfully,

 

run

 

the

 

operation

 

again.

 

EEO6013E

 

ERROR!!!An

 

error

 

occurred

 

while

 

attempting

 

an

 

’alter

 

system

 

resume’

 

action.

 

Explanation:

   

An

 

error

 

occurred

 

while

 

attempting

 

an

 

’alter

 

system

 

resume’

 

action.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Make

 

sure

 

the

 

Oracle

 

database

 

to

 

be

 

backed

 

up

 

is

 

running,

 

then

 

try

 

to

 

resume

 

the

 

system

 

with

 

a

 

command

 

line

 

invokation.

 

If

 

the

 

system

 

resumes

 

successfully,

 

run

 

the

 

operation

 

again.

 

EEO6014E

 

ERROR!!!The

 

Backup

 

type

 

is

 

online

 

but

 

the

 

mount

 

mode

 

is

 

either

 

nomount

 

or

 

startup

 

restricted.

 

Explanation:

   

The

 

Backup

 

type

 

is

 

online

 

but

 

the

 

mount

 

mode

 

is

 

either

 

nomount

 

or

 

startup

 

restricted.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Change

 

the

 

mount

 

mode

 

to

 

startup

 

mount.
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EEO6015E

 

ERROR!!!Oracle

 

database

 

data

 

files

 

were

 

not

 

found.

 

Explanation:

   

Oracle

 

database

 

data

 

files

 

were

 

not

 

found.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Make

 

sure

 

the

 

correct

 

database

 

system

 

identifier

 

(SID)

 

is

 

specified

 

in

 

the

 

Setup

 

File.

 

EEO6016E

 

ERROR!!!Oracle

 

database

 

control

 

files

 

were

 

not

 

found.

 

Explanation:

   

Oracle

 

database

 

control

 

files

 

were

 

not

 

found.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Make

 

sure

 

the

 

correct

 

database

 

system

 

identifier

 

(SID)

 

is

 

specified

 

in

 

the

 

Setup

 

File.

 

EEO6017E

 

ERROR!!!No

 

table

 

space

 

was

 

found

 

for

 

the

 

Oracle

 

database.

 

Explanation:

   

No

 

table

 

space

 

was

 

found

 

for

 

the

 

Oracle

 

database.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Make

 

sure

 

the

 

correct

 

database

 

system

 

identifier

 

(SID)

 

is

 

specified

 

in

 

the

 

Setup

 

File.

 

EEO6018E

 

ERROR!!!No

 

password

 

file

 

was

 

found

 

for

 

this

 

database.

 

Explanation:

   

Either

 

a

 

password

 

file

 

for

 

this

 

database

 

was

 

not

 

found

 

or

 

the

 

password

 

file

 

cannot

 

be

 

read.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Make

 

sure

 

you

 

have

 

a

 

valid

 

password

 

file

 

for

 

this

 

database.

 

EEO6019E

 

ERROR!!!The

 

log

 

mode

 

for

 

this

 

database

 

is

 

NOARCHIVELOG.

 

Explanation:

   

The

 

log

 

mode

 

for

 

this

 

database

 

is

 

NOARCHIVELOG.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Change

 

the

 

log

 

mode

 

for

 

this

 

database

 

to

 

ARCHIVELOG.

 

EEO6020E

 

ERROR!!!The

 

database

 

failed

 

to

 

shutdown

 

during

 

the

 

flashcopy

 

operation.

 

Explanation:

   

The

 

database

 

attempted

 

to

 

shutdown

 

because

 

the

 

backup

 

type

 

parameter

 

is

 

set

 

to

 

offline.

 

The

 

database

 

failed

 

to

 

shutdown.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Manually

 

shutdown

 

the

 

database

 

you

 

are

 

trying

 

to

 

back

 

up,

 

then

 

run

 

the

 

operation

 

again.

 

EEO6021I

 

Changing

 

Oracle

 

mode

 

to:

 

parm1.

 

Explanation:

  

System

 

Action:

   

Processing

 

continues.

 

User

 

Response:

  

EEO6022I

 

Production

 

datafile

 

parm1

 

cataloged

 

as

 

parm2.

 

Explanation:

  

System

 

Action:

   

Processing

 

continues.

 

User

 

Response:

  

EEO6023I

 

Retrieved

 

file

 

parm1

 

from

 

node:

 

parm2.

 

Explanation:

  

System

 

Action:

   

Processing

 

continues.

 

User

 

Response:

  

EEO6024E

 

ERROR!!!RMAN

 

Backup

 

for

 

the

 

database

 

v1

 

failed.

 

Explanation:

   

The

 

RMAN

 

BACKUP

 

cannot

 

be

 

performed

 

on

 

the

 

database.

 

The

 

detail

 

error

 

code

 

and

 

the

 

reason

 

code

 

is

 

kept

 

in

 

the

 

error

 

log

 

file.

 

Backup

 

processing

 

terminates.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

  

EEO6025I

 

The

 

Oracle

 

database

 

v1

 

backed

 

up

 

successfully.

 

Explanation:

  

System

 

Action:

   

Processing

 

continues.

 

User

 

Response:

  

EEO6026E

 

ERROR!!!Failed

 

to

 

get

 

parallel

 

information.

 

Explanation:

   

Failed

 

to

 

get

 

parallel

 

information

 

using

 

sqlplus.

 

System

 

Action:

   

Processing

 

terminates.

 

User

 

Response:

  

EEO6027E

 

ERROR!!!Failed

 

to

 

get

 

oracle

 

version

 

information.

 

Explanation:

   

Failed

 

to

 

get

 

oracle

 

version

 

information

 

using

 

sqlplus.

 

System

 

Action:

   

Processing

 

terminates.

 

User

 

Response:

  

EEO6028E

 

ERROR!!!Oracle

 

database

 

redo

 

log

 

files

 

were

 

not

 

found.

 

Explanation:

   

Oracle

 

database

 

redo

 

log

 

files

 

were

 

not

 

found.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Make

 

sure

 

the

 

correct

 

database

 

system

 

identifier

 

(SID)

 

is

 

specified

 

in

 

the

 

Setup

 

File.

 

EEO6030E

 

ERROR!!!No

 

host

 

name

 

was

 

found

 

for

 

the

 

Oracle

 

database.

 

Explanation:

   

No

 

host

 

name

 

was

 

found

 

for

 

the

 

Oracle

 

database.

 

System

 

Action:

   

Processing

 

ends.

 

User

 

Response:

   

Make

 

sure

 

the

 

correct

 

database

 

system

 

identifier

 

(SID)

 

is

 

specified

 

in

 

the

 

Setup

 

File.
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EEO6031W

 

WARNING!!!Remote

 

process

 

v1

 

failed.

 

i

 

Oracle

 

DB

 

on

 

remote

 

cluster

 

node

 

couldn’t

 

be

 

brought

 

down

 

before

 

Flashcopy

 

Restore

 

was

 

started.

 

Explanation:

   

We

 

tried

 

to

 

remotely

 

shutdown

 

Oracle

 

DB

 

on

 

the

 

remote

 

cluster

 

node,

 

but

 

failed.

 

System

 

Action:

   

None.

 

User

 

Response:

   

May

 

need

 

to

 

do

 

Flashcopy

 

Restore

 

again.

 

EEO6032W

 

WARNING!!!Remote

 

process

 

v1

 

failed.

 

i

 

Explanation:

   

We

 

tried

 

to

 

remotely

 

varyoffvg,

 

varyonvg

 

and

 

change

 

the

 

owner

 

of

 

the

 

Oracle

 

Datafile

 

to

 

Oracle

 

Owner

 

on

 

the

 

remote

 

cluster

 

node,

 

but

 

failed.

 

System

 

Action:

   

None.

 

User

 

Response:

   

May

 

need

 

to

 

do

 

Flashcopy

 

Restore

 

again.
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Appendix.

 

Alternative

 

procedures

 

This

 

appendix

 

describes

 

alternative

 

procedures

 

to

 

adjust

 

Data

 

Protection

 

for

 

ESS

 

to

 

your

 

production

 

environment.

 

These

 

procedures

 

are:

 

v

   

Configuring

 

System

 

Options

 

Files

 

to

 

the

 

Same

 

Server

 

v

   

Configuring

 

Multiple

 

Server

 

Stanzas

 

v

   

Editing

 

Your

 

Server

 

Script

 

v

   

Restoring

 

hdisks

 

for

 

SDD

Configuring

 

system

 

options

 

files

 

to

 

the

 

same

 

server

 

The

 

following

 

procedure

 

demonstrates

 

how

 

to

 

configure

 

system

 

options

 

files

 

(dsm.sys)

 

to

 

point

 

to

 

the

 

same

 

Tivoli

 

Storage

 

Manager

 

Server.

 

In

 

these

 

examples,

 

the

 

client

 

user

 

options

 

files

 

(dsm.opt)

 

in

 

the

 

/usr/tivoli/tsm/client/ba/bin

 

and

 

/usr/tivoli/tsm/client/api/bin

 

directories

 

are

 

defined

 

for

 

a

 

server

 

with

 

a

 

TCPIP

 

address

 

of

 

arrow.la.xyzcompany.com.

 

ba/bin

 

Directory

 

Example:

 

dsm.opt

 

servername

 

tdpess

 

Example:

 

dsm.sys

 

servername

          

tdpess

    

commmethod

       

tcpip

    

tcpport

          

1500

    

tcpserveraddress

 

arrow.la.xyzcompany.com

    

passwordaccess

   

generate

    

schedmode

        

prompted

    

nodename

         

essorc1

 

api/bin

 

Directory

 

Example:

 

dsm.opt

 

servername

 

tdporc

 

Example:

 

dsm.sys

 

servername

          

tdporc

    

commmethod

       

tcpip

    

tcpport

          

1500

    

tcpserveraddress

 

arrow.la.xyzcompany.com

    

passwordaccess

   

prompt

    

nodename

         

essorc1

 

Note:

  

The

 

servername

 

option

 

in

 

the

 

dsm.opt

 

and

 

dsm.sys

 

files

 

define

 

server

 

stanza

 

names

 

only.

 

The

 

tcpserveraddress

 

option

 

controls

 

which

 

server

 

is

 

actually

 

contacted.

 

©

 

Copyright

 

IBM

 

Corp.

 

2000,

 

2003
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Configuring

 

multiple

 

server

 

stanzas

 

This

 

procedure

 

demonstrates

 

how

 

to

 

configure

 

multiple

 

server

 

stanzas

 

in

 

the

 

system

 

options

 

file

 

(dsm.sys).

 

1.

   

Copy

 

the

 

option

 

settings

 

from

 

the

 

Data

 

Protection

 

for

 

Oracle

 

dsm.sys

 

file

 

to

 

the

 

Data

 

Protection

 

for

 

ESS

 

dsm.sys

 

file.

 

This

 

is

 

an

 

example

 

of

 

a

 

combined

 

dsm.sys

 

for

 

a

 

server

 

with

 

the

 

name

 

arrow:

 

servername

          

tdpess

    

commmethod

       

tcpip

    

tcpport

          

1500

    

tcpserveraddress

 

arrow.la.xyzcompany.com

    

passwordaccess

   

generate

    

schedmode

        

prompted

   

servername

          

tdporc

    

commmethod

       

tcpip

    

tcpport

          

1500

    

tcpserveraddress

 

arrow.la.xyzcompany.com

    

passwordaccess

   

prompt

 

Editing

 

your

 

Server

 

Script

 

A

 

Tivoli

 

Storage

 

Manager

 

Server

 

Script

 

contains

 

the

 

necessary

 

client

 

steps

 

to

 

coordinate

 

a

 

Partially

 

Automated

 

Backup

 

or

 

a

 

Fully

 

Automated

 

Backup.

 

You

 

must

 

edit

 

your

 

Server

 

Script

 

if

 

you

 

place

 

the

 

production

 

executable

 

(essorcp)

 

or

 

backup

 

executable

 

(essorcb)

 

in

 

a

 

directory

 

other

 

than

 

the

 

Data

 

Protection

 

for

 

ESS

 

default

 

installation

 

directory

 

(/usr/tivoli/tsm/client/tdpess/oracle/bin).

 

Data

 

Protection

 

for

 

ESS

 

provides

 

a

 

sample

 

Server

 

Script

 

(serverscript.smp.oracle)

 

in

 

the

 

/usr/tivoli/tsm/client/tdpess/oracle

 

directory.

 

Server

 

Script

 

parameters

 

The

 

Server

 

Script

 

contains

 

the

 

following

 

values:

 

$1

 

Specifies

 

the

 

Tivoli

 

Storage

 

Manager

 

node

 

name

 

for

 

the

 

Production

 

System.

 

$2

 

Specifies

 

the

 

fully

 

qualified

 

path

 

and

 

name

 

of

 

your

 

Setup

 

File.

 

Your

 

Setup

 

File

 

contains

 

all

 

necessary

 

database

 

information

 

to

 

successfully

 

perform

 

a

 

backup.

 

See

 

“5.

 

Create

 

your

 

Setup

 

File”

 

on

 

page

 

25

 

for

 

more

 

information.

 

$3

 

Specifies

 

the

 

Tivoli

 

Storage

 

Manager

 

node

 

name

 

for

 

the

 

Backup

 

System.

 

The

 

node

 

name

 

for

 

the

 

Backup

 

System

 

must

 

be

 

different

 

from

 

the

 

node

 

name

 

for

 

the

 

Production

 

System.

 

$4

 

Specifies

 

the

 

fully

 

qualified

 

pathname

 

of

 

the

 

temporary

 

file

 

that

 

Tivoli

 

Storage

 

Manager

 

creates

 

on

 

the

 

Production

 

System.

 

This

 

temporary

 

file

 

contains

 

information

 

generated

 

by

 

Data

 

Protection

 

for

 

ESS

 

that

 

is

 

required

 

for

 

the

 

Backup

 

System.

 

You

 

do

 

not

 

need

 

to

 

edit

 

or

 

alter

 

this

 

file.

All

 

parameters

 

are

 

required.
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Example

 

Server

 

Script

 

Below

 

is

 

an

 

example

 

of

 

the

 

Server

 

Script

 

provided

 

by

 

Data

 

Protection

 

for

 

ESS.

 

define

 

clientaction

 

$1

 

wait=y

 

action=command

 

object="essorcp

 

backup

 

$2

 

$3

 

$4"

 

if

 

(error)

 

goto

 

end

 

if

 

(rc_ok)

 

goto

 

step1

 

exit

 

step1:

 

define

 

clientaction

 

$3

 

wait=y

 

action=command

 

object="essorcb

 

$1

 

$4"

 

if

 

(error)

 

goto

 

end

 

if

 

(rc_ok)

 

goto

 

step2

 

exit

 

step2:

 

define

 

clientaction

 

$1

 

wait=y

 

action=command

 

object="essorcp

 

monitor

 

$2"

 

end:

 

exit

 

See

 

Chapter

 

4,

 

“How

 

to

 

back

 

up

 

your

 

database,”

 

on

 

page

 

35

 

for

 

information

 

on

 

how

 

to

 

define

 

the

 

Server

 

Script

 

on

 

the

 

Tivoli

 

Storage

 

Manager

 

Server

 

and

 

run

 

the

 

backup

 

using

 

this

 

Server

 

Script.

 

Restoring

 

hdisks

 

for

 

SDD

 

After

 

the

 

backup

 

executable

 

(essdb2b)

 

is

 

run

 

on

 

a

 

Backup

 

System

 

that

 

has

 

SDD

 

installed,

 

Data

 

Protection

 

for

 

ESS

 

removes

 

the

 

hdisk

 

and

 

vpath

 

devices

 

that

 

correspond

 

to

 

the

 

Target

 

Volumes.

 

In

 

order

 

to

 

bring

 

up

 

the

 

hdisk

 

and

 

vpath

 

devices

 

again,

 

you

 

must

 

run

 

the

 

AIX

 

cfgmgr

 

command

 

for

 

every

 

path

 

on

 

the

 

SDD

 

device.

 

The

 

output

 

from

 

the

 

AIX

 

lsvpcfg

 

command

 

may

 

display

 

fewer

 

hdisk

 

devices

 

for

 

the

 

SDD

 

device

 

than

 

actually

 

exist.

 

You

 

can

 

restore

 

all

 

the

 

hdisks

 

to

 

the

 

vpath

 

device

 

by

 

issuing

 

the

 

following

 

AIX

 

commands:4

 

1.

   

Issue

 

rmdev

 

-l

 

<vpath#>

 

2.

   

Issue

 

mkdev

 

-l

 

<vpath#>

 

3.

   

Issue

 

lsvpcfg

 

All

 

paths

 

to

 

the

 

SDD

 

device

 

should

 

now

 

display.

 

4. These

 

steps

 

need

 

to

 

done

 

for

 

all

 

the

 

Target

 

Volumes.
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Sample

 

HACMP

 

and

 

Oracle

 

OPS/RAC

 

Setup

 

for

 

use

 

with

 

Data

 

Protection

 

for

 

ESS

 

Note

 

that

 

this

 

sample

 

setup

 

describes

 

configuration

 

in

 

a

 

Storage

 

Area

 

Network

 

(SAN)

 

environment.

 

1.

   

Verify

 

preinstallation

 

requirements.

 

2.

   

Prepare

 

the

 

Enterprise

 

Storage

 

Server

 

environment.

 

3.

   

Prepare

 

the

 

OPS

 

environment.

 

4.

   

Implement

 

HACMP

 

configuration.

 

5.

   

Prepare

 

and

 

install

 

Oracle

 

Server.

 

6.

   

Arrange

 

databases

 

and

 

datafiles.

 

7.

   

Create

 

the

 

Oracle

 

database.

 

8.

   

Setup

 

in

 

an

 

SDD

 

environment

 

(optional).

 

9.

   

Reconstruct

 

new

 

logical

 

volumes

 

after

 

the

 

database

 

is

 

restored.

Step

 

1:

 

Verify

 

pre-installation

 

requirements

 

Hardware

 

requirements

  

Table

 

12.

 

Hardware

 

requirements

 

System

 

Useful

 

commands

 

Three

 

pSeries

 

(RS/6000)

 

workstations

 

v

   

Two

 

workstations

 

are

 

cluster

 

nodes

 

on

 

the

 

Production

 

System.

 

v

   

One

 

workstation

 

is

 

the

 

Data

 

Protection

 

for

 

ESS

 

Backup

 

System

 

and

 

cannot

 

be

 

part

 

of

 

the

 

cluster.

 

lscfg

 

-pl

 

sysplanar0

 

|

 

more

 

512

 

MB

 

RAM

 

lsattr

 

-El

 

sys0

 

-a

 

realmem

 

4

 

GB

 

internal

 

disk

 

space

 

(for

 

Oracle)

 

400

 

MB

 

paging

 

space

 

lsps

 

-a

 

800

 

MB

 

temporary

 

disk

 

space

 

df

 

-k

 

/tmp

 

CD-ROM

 

drive

 

or

 

machine

 

from

 

which

 

to

 

mount

 

the

 

driver

 

cdrfs

 

/dev/cd0

 

/cdrom

 

Two

 

fibre

 

cards

 

for

 

each

 

host

 

for

 

SDD

 

setup

 

(optional)

 

Verify

 

number

 

of

 

adapters:

 

lsdev

 

-C

 

|grep

 

fcs

 

Verify

 

vpath

 

definitions:

 

lsdev

 

-Cc

 

disk

 

Two

 

Fibre

 

Channel

 

cables

 

with

 

2

 

GB

 

connection

 

to

 

each

 

fibre

 

adapter

 

for

 

SDD

 

setup

 

(optional)

   

Notes:

  

1.

   

You

 

can

 

use

 

a

 

file

 

system

 

other

 

than

 

/tmp

 

when

 

creating

 

temporary

 

disk

 

space.

 

Specify

 

the

 

desired

 

file

 

system

 

in

 

the

 

TEMP

 

and

 

TMPDIR

 

environment

 

variables.

 

For

 

example:

 

export

 

TEMP=/new_temp

 

export

 

TMPDIR=/new_temp

 

Make

 

sure

 

to

 

change

 

the

 

permission

 

on

 

the

 

/new_temp

 

filesystem:
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chown

 

oracle:dba

 

/new_temp

 

2.

   

To

 

support

 

SDD

 

failover

 

on

 

the

 

Enterprise

 

Storage

 

Server,

 

one

 

2

 

GB

 

switch

 

needs

 

to

 

be

 

zoned

 

and

 

configured

 

with

 

a

 

different

 

zone

 

on

 

each

 

Fibre

 

adapter.

Software

 

requirements

  

Table

 

13.

 

Software

 

requirements

 

Software

 

Useful

 

commands

 

One

 

of

 

the

 

following

 

operating

 

systems:

 

v

   

AIX

 

5.2

 

(maintenance

 

level

 

0)

 

v

   

AIX

 

5.1

 

(maintenance

 

level

 

4)

 

v

   

AIX

 

4.3.3

 

(maintenance

 

level

 

1)

All

 

cluster

 

nodes

 

must

 

be

 

at

 

the

 

same

 

level

 

of

 

operating

 

system.

 

Verify

 

operating

 

system

 

level:

 

oslevel

 

Verify

 

maintenance

 

level:

 

instfix

 

-i|grep

 

ML

 

One

 

of

 

the

 

following

 

levels

 

of

 

HACMP/ES:

 

v

   

HACMP/ES

 

with

 

CRM

 

4.5

 

for

 

AIX

 

5.2

 

v

   

HACMP/ES

 

with

 

CRM

 

4.4.1

 

for

 

AIX

 

5.1

 

and

 

AIX

 

4.3.3

 

One

 

of

 

the

 

following

 

levels

 

of

 

Oracle:

 

v

   

Oracle

 

Server

 

9i

 

for

 

AIX

 

in

 

a

 

RAC

 

environment

 

v

   

Oracle

 

Server

 

8.1.7

 

for

 

AIX

 

in

 

an

 

OPS

 

environment

 

AIX

 

5.1

 

patches

 

instfix

 

-ik

 

<patch

 

name>

 

Enterprise

 

Storage

 

Server

 

with

 

flashcopy

 

feature

 

code

 

enabled.

 

Use

 

Enterprise

 

Storage

 

Server

 

Specialist

 

License

 

Internal

 

Code

 

where

 

″Active

 

LIC″

 

version

 

is

 

the

 

correct

 

code

 

level

 

Enterprise

 

Storage

 

Server

 

Copy

 

Services

 

CLI

 

(1.5.2.1

 

or

 

later)

 

lslpp

 

-L

 

ibm2105*cli.rte

 

IBM

 

SDD

 

(1.4.0.0

 

or

 

later)

 

(optional)

 

lslpp

 

-L

 

devices.sdd.*

   

Notes:

  

1.

   

The

 

AIX

 

system

 

files

 

bos.clvm.enh

 

and

 

bos.rte.lvm

 

are

 

required

 

for

 

Quick

 

Restore

 

processing

 

in

 

a

 

RAC

 

environment

 

to

 

succeed.

 

2.

   

AIX

 

maintenance

 

levels

 

and

 

patches

 

are

 

available

 

at

 

the

 

following

 

Web

 

site:

 

http://techsupport.services.ibm.com/server/nav?fetch=ffa4e

Concurrent

 

disk

 

requirements

  

Table

 

14.

 

Concurrent

 

disk

 

requirements

 

Enterprise

 

Storage

 

Server

 

attributes

 

Useful

 

commands

 

v

   

Enterprise

 

Storage

 

Server

 

disks

 

Bay

 

v

   

Concurrent

 

accessibility

 

to

 

Enterprise

 

Storage

 

Server

 

disk

 

(LUNs)

 

by

 

all

 

cluster

 

nodes

 

v

   

Same

 

Enterprise

 

Storage

 

ServerLUNs

 

visible

 

to

 

both

 

HACMP

 

hosts

 

rsList2105s.sh

 

Volume

 

Groups

 

defined

 

with

 

concurrent

 

mode

 

lsvg

 

<vg_name>
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SDD

 

requirements

 

(optional)

  

Table

 

15.

 

SDD

 

requirements

 

SDD

 

attributes

 

Useful

 

commands

 

IBM

 

SDD

 

(optional)

 

SDD

 

1.4.0.0

 

(or

 

later):

 

lslpp

 

-L

 

devices.sdd.*

 

SDD

 

earlier

 

than

 

1.4.0.0:

 

lslpp

 

-L

 

ibmSdd*

 

Volume

 

Groups

 

defined

 

with

 

vpaths

 

for

 

SDD

 

feature

 

lsvg

 

<vg_name>

 

Two

 

defined

 

host

 

nicknames

 

on

 

each

 

cluster

 

node

 

recognized

 

by

 

the

 

Enterprise

 

Storage

 

Server

 

Obtain

 

port

 

name:

 

lscfg

 

-vpl

 

fcs<#>

 

Show

 

hdisk

 

on

 

assigned

 

fibre

 

card:

 

cfgmgr

 

-vl

 

fcs<#>

   

Step

 

2:

 

Prepare

 

the

 

Enterprise

 

Storage

 

Server

 

environment

 

1.

   

Configure

 

the

 

Enterprise

 

Storage

 

Server

 

disks

 

so

 

that

 

the

 

proper

 

LUNs

 

are

 

visible

 

to

 

the

 

cluster

 

nodes.

 

2.

   

Create

 

two

 

(or

 

more)

 

LUNs

 

using

 

the

 

Enterprise

 

Storage

 

Server

 

Specialist

 

-

 

Storage

 

Allocation

 

-

 

Open

 

Systems

 

Storage

 

-

 

Add

 

Volumes

 

(this

 

example

 

creates

 

two).

 

The

 

LUNs

 

must

 

be

 

visible

 

and

 

accessible

 

to

 

the

 

cluster

 

nodes.

 

The

 

size

 

of

 

the

 

LUNs

 

is

 

dependent

 

upon

 

the

 

size

 

of

 

the

 

database.

 

a.

   

Create

 

LUNs

 

for

 

the

 

first

 

node

 

(node1).

 

b.

   

Modify

 

the

 

volume

 

assignment

 

so

 

that

 

the

 

second

 

node

 

(node2)

 

can

 

see

 

the

 

LUNs

 

created

 

on

 

the

 

first

 

node

 

(node1)

 

in

 

Step

 

a.

 

c.

   

Run

 

the

 

cfgmgr

 

command

 

on

 

each

 

host

 

so

 

that

 

these

 

newly

 

created

 

LUNs

 

are

 

recognizable

 

to

 

the

 

hosts.

 

d.

   

Run

 

the

 

lsvpcfg

 

-v

 

command

 

(if

 

SDD

 

is

 

not

 

installed)

 

to

 

show

 

the

 

serial

 

number

 

of

 

the

 

hdisk

 

or

 

vpath

 

(run

 

the

 

lsvpcfg

 

command

 

if

 

SDD

 

is

 

installed).

 

The

 

serial

 

number

 

should

 

be

 

the

 

same

 

when

 

the

 

corresponding

 

hdisks

 

are

 

from

 

the

 

same

 

physical

 

disk

 

on

 

the

 

Enterprise

 

Storage

 

Server.

  

Here

 

is

 

an

 

example

 

of

 

the

 

lsvpcfg

 

command

 

from

 

node1:

 

vpath0

 

(Avail

 

)

 

11E13179

 

=

 

hdisk46

 

(Avail

 

pv

 

)

 

vpath1

 

(Avail

 

)

 

11F13179

 

=

 

hdisk47

 

(Avail

 

pv

 

)

 

vpath10

 

(Avail

 

)

 

10321175

 

=

 

hdisk59

 

(Avail

 

pv

 

svtlogs)

 

vpath11

 

(Avail

 

)

 

10421175

 

=

 

hdisk60

 

(Avail

 

pv

 

orcincvg)

 

vpath12

 

(Avail

 

)

 

10521175

 

=

 

hdisk61

 

(Avail

 

pv

 

orcincvg)

 

vpath13

 

(Avail

 

)

 

10621175

 

=

 

hdisk62

 

(Avail

 

pv

 

LSSvg1)

 

vpath14

 

(Avail

 

)

 

10721175

 

=

 

hdisk63

 

(Avail

 

pv

 

LSSvg1)

 

vpath15

 

(Avail

 

)

 

10821175

 

=

 

hdisk64

 

(Avail

 

pv

 

kbvg10)

  

Here

 

is

 

an

 

example

 

of

 

the

 

lsvpcfg

 

command

 

from

 

node2:

 

vpath0

 

(Avail

 

)

 

10A21175

 

=

 

hdisk29

 

(Avail

 

)

 

vpath1

 

(Avail

 

)

 

10B21175

 

=

 

hdisk30

 

(Avail

 

)

 

vpath2

 

(Avail

 

)

 

10E21175

 

=

 

hdisk33

 

(Avail

 

)

 

vpath3

 

(Avail

 

)

 

10F21175

 

=

 

hdisk34

 

(Avail

 

)

 

vpath4

 

(Avail

 

)

 

11021175

 

=

 

hdisk35

 

(Avail

 

)

 

vpath5

 

(Avail

 

)

 

11121175

 

=

 

hdisk36

 

(Avail

 

)

 

vpath6

 

(Avail

 

)

 

12A13179

 

=

 

hdisk39

 

(Avail

 

)

 

vpath7

 

(Avail

 

)

 

12B13179

 

=

 

hdisk40

 

(Avail

 

)
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Step

 

3:

 

Prepare

 

the

 

Data

 

Protection

 

for

 

ESS

 

and

 

OPS

 

environment

 

Specify

 

the

 

appropriate

 

remote

 

host

 

information

 

in

 

the

 

database_ops_host_sid_orchome

 

parameter

 

in

 

your

 

Setup

 

File.

 

Make

 

sure

 

the

 

flashcopy_type

 

parameter

 

specifies

 

copy

 

or

 

incr.

 

Here

 

is

 

an

 

example

 

of

 

this

 

parameter

 

on

 

the

 

local

 

host

 

in

 

an

 

environment

 

where

 

four

 

hosts

 

are

 

involved

 

with

 

the

 

database

 

in

 

a

 

cluster:

 

database_ops_host_sid_orchome:

 

host2

 

sid2

 

/oracle/product/817

 

database_ops_host_sid_orchome:

 

host3

 

sid3

 

/oracle/product/817

 

database_ops_host_sid_orchome:

 

host4

 

sid4

 

/oracle/product/817

 

See

 

30

 

for

 

more

 

information

 

about

 

this

 

parameter.

 

Step

 

4:

 

Implement

 

HACMP

 

configuration

 

4.1

 

Create

 

Oracle

 

users

 

and

 

groups

 

Oracle

 

user

 

names,

 

user

 

IDs,

 

group

 

names,

 

and

 

group

 

IDs

 

must

 

be

 

the

 

same

 

on

 

all

 

cluster

 

nodes.

 

1.

   

Use

 

the

 

smitty

 

group

 

command

 

to

 

create

 

the

 

following

 

groups:

    

dba:

 

This

 

is

 

the

 

primary

 

group

 

for

 

the

 

Oracle

 

user.

    

hagsuser:

 

This

 

group

 

is

 

for

 

high

 

availability

 

use.

    

oinstall:

 

This

 

is

 

an

 

optional

 

group

 

for

 

the

 

owner

 

of

 

the

 

Oracle

 

code

 

files.
2.

   

Create

 

Oracle

 

user

 

oracle92

 

as

 

the

 

owner

 

of

 

the

 

database.

 

3.

   

Set

 

a

 

password

 

for

 

Oracle

 

user

 

oracle92.

 

The

 

password

 

must

 

be

 

the

 

same

 

on

 

all

 

cluster

 

nodes.

4.2

 

Network

 

configuration

 

Verify

 

that

 

user

 

equivalence

 

is

 

set

 

up

 

correctly

 

as

 

the

 

Oracle

 

account

 

must

 

be

 

equivalent

 

when

 

using

 

the

 

rcp,

 

rsh,

 

and

 

rlogin

 

commands.

 

For

 

example,

 

from

 

node1:

 

$rlogin

 

<node2_hostname>

 

Make

 

sure

 

that

 

the

 

rlogin

 

command

 

should

 

not

 

require

 

a

 

password.
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1

 

/etc/hosts

 

9.9.9.1

  

rac1_boot

  

#

 

HACMP

 

managed

 

addresses

 

9.9.9.11

  

rac1_service

 

10.10.10.1

  

rac1_stdby

   

9.9.9.2

  

rac2_boot

  

#HACMP

 

managed

 

addresses

 

9.9.9.22

  

rac2_service

 

10.10.10.2

  

rac2_stdby

   

128.128.194.1

 

rac1_fixed

 

#External:

 

fixed

 

IP

 

address,

 

out

 

of

 

HACMP

 

manage

 

128.128.194.2

 

rac2_fixed

 

#External:

 

fixed

 

IP

 

address,

 

out

 

of

 

HACMP

 

manage

   

2

 

/etc/hosts.equiv

 

rac1_boot

 

rac1_service

 

rac1_stdby

 

rac2_boot

 

rac2_service

 

rac2_stdby

 

rac1_fixed

 

rac2_fixed

 

3

 

$HOME/.rhosts

 

rac1_boot

 

rac1_service

 

rac1_stdby

 

rac2_boot

 

rac2_service

 

rac2_stdby

 

rac1_fixed

 

rac2_fixed

 

4.3

 

Install

 

HACMP/ES

 

with

 

CRM

 

on

 

all

 

cluster

 

nodes

 

1.

   

Use

 

the

 

smit

 

install

 

command

 

to

 

install

 

HACMP/ES

 

with

 

CRM

 

on

 

all

 

cluster

 

nodes

 

(node1

 

and

 

node2).

 

See

 

How

 

to

 

Install

 

HACMP/ES

 

on

 

AIX

 

RS/6000

 

for

 

detailed

 

installation

 

instructions.

 

2.

   

Verify

 

that

 

the

 

file

 

sets

 

cluster.es.clvm.rte

 

and

 

bos.clvm.enh

 

are

 

installed

 

for

 

ES

 

for

 

AIX

 

Concurrent

 

Access:

 

lslpp

 

-L|grep

 

cluster

 

4.4

 

Configure

 

HACMP/ES

 

on

 

all

 

cluster

 

nodes

 

Before

 

proceeding,

 

it

 

is

 

recommended

 

that

 

you

 

review

 

your

 

Oracle

 

documentation

 

for

 

detailed

 

information

 

on

 

how

 

to

 

configure

 

HACMP/ES

 

in

 

a

 

cluster.

 

Detailed

 

information

 

is

 

available

 

at

 

the

 

following

 

Web

 

site:

 

http://otn.oracle.com/products

 

1.

   

Use

 

the

 

smitty

 

hacmp

 

command

 

to

 

configure

 

the

 

cluster,

 

cluster

 

nodes,

 

network,

 

and

 

adapter:

 

v

   

Add

 

a

 

cluster

 

definition.

 

v

   

Add

 

the

 

cluster

 

nodes

 

(node1,

 

node2).

 

v

   

Add

 

a

 

network.

 

v

   

Add

 

an

 

adapter.
2.

   

Synchronize

 

the

 

cluster

 

topology.

 

3.

   

Define

 

the

 

resource

 

group.

 

Specify

 

which

 

concurrent

 

volume

 

group

 

to

 

use

 

and

 

check

 

the

 

attributes.

 

4.

   

Create

 

a

 

concurrent

 

volume

 

group.

 

See

 

Step

 

2

 

in

 

Section

 

4.5

 

for

 

instructions.

 

5.

   

Synchronize

 

cluster

 

resources.

 

Note

 

that

 

your

 

cluster

 

must

 

be

 

synchronized

 

after

 

each

 

new

 

modification.
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6.

   

Make

 

sure

 

Data

 

Protection

 

for

 

ESS

 

can

 

access

 

a

 

concurrent

 

volume

 

group.

 

The

 

two

 

instances

 

of

 

the

 

same

 

parallel

 

database

 

must

 

have

 

concurrent

 

access

 

on

 

the

 

same

 

external

 

disks.

4.5

 

Create

 

and

 

set

 

up

 

concurrent

 

volume

 

groups

 

on

 

all

 

cluster

 

nodes

 

1.

   

Verify

 

that

 

your

 

target

 

disks

 

are

 

physically

 

linked

 

(and

 

visible)

 

to

 

the

 

two

 

cluster

 

machines.

 

You

 

can

 

do

 

this

 

by

 

running

 

the

 

lspv

 

command

 

on

 

both

 

machines

 

and

 

comparing

 

the

 

PVID.

 

The

 

same

 

PVID

 

represents

 

the

 

same

 

physical

 

disks

 

from

 

the

 

two

 

host

 

machines.

 

The

 

hdisk

 

number

 

can

 

differ

 

because

 

of

 

other

 

disks

 

that

 

are

 

connected

 

to

 

each

 

machine.

 

2.

   

Use

 

the

 

smit

 

vg

 

command

 

to

 

create

 

two

 

concurrent

 

volume

 

groups

 

(racvg1

 

and

 

racvg2)

 

at

 

the

 

AIX

 

level

 

on

 

the

 

first

 

machine

 

(node1).

 

Specify

 

the

 

following

 

values:

 

VOLUME

 

GROUP

 

name

                      

ragvg1

 

Physical

 

partition

 

SIZE

 

in

 

megabytes

                

32

 

PHYSICAL

 

VOLUME

 

names

                     

hdisk7

 

Force

 

the

 

creation

 

of

 

a

 

volume

 

group?

               

no

 

Activate

 

the

 

volume

 

group

 

AUTOMATICALLY

               

no

  

at

 

system

 

restart?

                     

[

 

]

 

Create

 

VG

 

concurrent

 

capable?

                  

enhanced

 

concurrent

 

Create

 

a

 

big

 

VG

 

format

 

Volume

 

Group?

                

no

 

LTG

 

size

 

in

 

kbytes

                      

128

 

Note:

  

Never

 

specify

 

Yes

 

or

 

auto-varyon

 

in

 

the

 

Activate

 

the

 

volume

 

group

 

AUTOMATICALLY

 

at

 

system

 

restart?

 

option.

 

HACMP

 

manages

 

this

 

feature.

 

3.

   

Create

 

the

 

concurrent

 

logical

 

volumes

 

in

 

an

 

active

 

volume

 

group.

 

Create

 

these

 

raw

 

logical

 

volumes

 

for

 

the

 

database

 

by

 

running

 

the

 

following

 

script

 

on

 

the

 

first

 

node

 

of

 

the

 

cluster

 

(node1):

 

1.

 

$run

 

./mklv

 

2.

 

$more

 

mklv

 

mklv

 

-y’rac_redo01’

 

racvg1

 

8

 

mklv

 

-y’rac_redo02’

 

racvg1

 

8

 

mklv

 

-y’rac_redo03’

 

racvg1

 

8

 

mklv

 

-y’rac_redo04’

 

racvg1

 

8

 

mklv

 

-y’rac_redo05’

 

racvg1

 

8

 

mklv

 

-y’rac_redo06’

 

racvg1

 

8

 

mklv

 

-y’rac_control01’

 

racvg1

 

2

 

mklv

 

-y’rac_control02’

 

racvg1

 

2

 

mklv

 

-y’rac_control03’

 

racvg1

 

2

 

mklv

 

-y’rac_spfile’

       

racvg1

 

2

 

mklv

 

-y’rac_srvconfig’

 

racvg1

 

8

   

mklv

 

-y’rac_system01’

   

racvg2

 

32

 

mklv

 

-y’rac_undotbs01’

 

racvg2

 

16

 

mklv

 

-y’rac_undotbs02’

 

racvg2

 

16

 

mklv

 

-y’rac_users’

         

racvg2

 

8

 

mklv

 

-y’rac_index’

         

racvg2

  

8

 

mklv

 

-y’rac_temp’

          

racvg2

 

8

 

mklv

 

-y’rac_tools’

          

racvg2

 

8

 

mklv

 

-y’rac_dbf1’

          

racvg2

 

16

 

4.

   

Run

 

the

 

following

 

commands

 

on

 

the

 

racvg1

 

and

 

racvg2

 

volume

 

groups:

 

varyoffvg

 

racvg1

 

exportvg

  

racvg1

   

varyoffvg

 

racvg2

 

exportvg

  

racvg2
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5.

   

Run

 

the

 

smitty

 

device

 

command

 

to

 

assign

 

a

 

PVID

 

to

 

the

 

hard

 

disk

 

device:

 

a.

   

You

 

can

 

run

 

the

 

lscfg

 

-v

 

command

 

on

 

each

 

node

 

to

 

determine

 

the

 

hdisk

 

number

 

associated

 

with

 

the

 

disk

 

serial

 

number

 

where

 

your

 

concurrent

 

volume

 

group

 

will

 

reside.

 

Direct

 

the

 

output

 

to

 

the

 

lvconf.sav

 

file

 

and

 

use

 

the

 

vi

 

editor

 

to

 

view

 

the

 

contents:

 

lscfg

 

-v

 

>

 

lvconf.sav

   

vi

 

lvconf.sav

 

b.

   

Assign

 

a

 

PVID

 

for

 

each

 

of

 

the

 

hdisks

 

on

 

each

 

of

 

the

 

hosts.

 

You

 

can

 

use

 

the

 

smitty

 

command

 

or

 

the

 

following

 

chdev

 

command:

 

chdev

 

-l

 

hdisk

 

<number>

 

-a

 

pv=yes

 

c.

   

Import

 

the

 

racvg1

 

volume

 

group

 

on

 

the

 

second

 

machine

 

of

 

the

 

cluster:

 

importvg

 

-y

 

racvg1

 

hdisk39

 

d.

   

Run

 

the

 

varyon

 

command

 

for

 

each

 

individual

 

volume

 

group

 

on

 

each

 

node.

 

Since

 

HACMP

 

is

 

not

 

running

 

at

 

this

 

point,

 

you

 

must

 

run

 

the

 

varyoff

 

command

 

for

 

each

 

volume

 

group

 

before

 

running

 

the

 

varyon

 

command

 

for

 

the

 

volume

 

group

 

on

 

the

 

other

 

nodes:

 

varyonvg

 

racvg1

 

e.

   

Use

 

the

 

smitty

 

command

 

to

 

verify

 

that

 

all

 

logical

 

volumes

 

were

 

imported

 

correctly:

 

smitty

 

->System

 

Storage

 

Management

 

->Logical

 

Volume

 

Manager

 

->Logical

 

Volumes

 

->List

 

All

 

Logical

 

Volumes

 

by

 

Volume

 

Group

 

Issue

 

the

 

following

 

commands

 

on

 

each

 

node

 

so

 

that

 

the

 

same

 

logical

 

volumes

 

are

 

visible

 

to

 

all

 

the

 

nodes:

 

chown

 

oracle92:dba/dev/rrac_*

 

ls

 

-l

 

/dev/rrac_*

 

f.

   

Run

 

the

 

varyoff

 

command

 

on

 

each

 

node

 

for

 

each

 

volume

 

group

 

after

 

verifying

 

all

 

logical

 

volumes

 

were

 

imported

 

correctly.

 

The

 

importvg

 

command

 

is

 

run

 

for

 

each

 

node:

 

varyoffvg

 

racvg1

 

g.

   

Use

 

the

 

smit

 

vg

 

command

 

to

 

specify

 

no

 

for

 

the

 

Activate

 

the

 

volume

 

group

 

AUTOMATICALLY

 

at

 

system

 

restart?

 

option

 

for

 

each

 

of

 

the

 

nodes.

 

h.

   

Synchronize

 

the

 

topology

 

and

 

the

 

resources.
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Step

 

5:

 

Prepare

 

and

 

install

 

Oracle

 

Server

 

1.

   

Set

 

up

 

the

 

Oracle

 

environment

 

on

 

all

 

cluster

 

nodes:

 

a.

   

Create

 

the

 

dba,

 

hagsuser,

 

and

 

oinstall

 

groups.

 

b.

   

Create

 

user

 

oracle92.

 

c.

   

Verify

 

that

 

the

 

/etc/group

 

contains

 

the

 

following

 

settings:

 

hagsuser:!:203:oracle92,

 

root

 

dba:!:204:oracle

 

oinstall:!:205:oracle92

 

d.

   

Create

 

the

 

/oracle

 

file

 

system

 

with

 

a

 

capacity

 

greater

 

than

 

4

 

GB.

 

e.

   

Run

 

the

 

following

 

series

 

of

 

commands:

 

.

 

touch

 

/etc/oraInst.loc

 

/etc/oratab

 

/etc/srvConfig.loc

 

chown

 

oracle:dba

 

/etc/oraInst.loc

 

/etc/oratab

 

/etc/srvConfig.loc

  

chmod

 

644

 

/etc/oraInst.loc

 

/etc/oratab

 

/etc/srvConfig.loc

 

f.

   

Edit

 

the

 

/etc/srvConfig.loc

 

file

 

for

 

each

 

node

 

and

 

specify

 

the

 

following

 

values:

  

srvconfig_loc=/dev/rsrvconfig_lv

 

If

 

you

 

receive

 

an

 

Insufficient

 

Privileges

 

error

 

message

 

when

 

you

 

connect

 

as

 

sysdba,

 

run

 

the

 

following

 

command

 

as

 

the

 

root

 

user:

 

touch

 

/etc/passwd
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Your

 

Oracle

 

setup

 

environment

 

in

 

the

 

/home/oracle92/.profile

 

file

 

should

 

contain

 

the

 

following:

 

#

 

Oracle

 

specific

 

environment

 

umask

 

022

 

export

 

ORACLE_BASE=/oracle

 

export

 

ORACLE_HOME=$ORACLE_BASE

 

#export

 

ORA_NLS33=$ORACLE_HOME/ocommon/nls/admin/data

 

#export

 

NLS_LANG=american_america.WE8ISO8859P1

 

export

 

ORACLE_SID=

 

RACDB1

 

export

 

PATH=/usr/bin:/etc:/usr/sbin:/usr/ucb:/usr/local/bin:$ORACLE_HOME/bin:

 

/usr/bin/X11:/sbin:.

 

export

 

LD_LIBRARY_PATH=$ORACLE_HOME/lib:/lib:/usr/lib:usr/local/lib

 

export

 

LIBPATH=$ORACLE_HOME/lib:$LIBPATH

 

export

 

CLASSPATH=$ORACLE_HOME/jre:$ORACLE_HOME/jre/1.1.8/lib:/usr/jdk_base:

 

/usr/jdk_base/lib:$ORACLE_HOME/rdbms/jlib:$ORACLE_HOME/jlib

 

:$ORACLE_HOME/network/jlib

 

#

 

used

 

by

 

database

 

configuration

 

assistant

 

to

 

map

 

datafiles

 

to

 

raw

 

devices

 

export

 

DBCA_RAW_CONFIG=$ORACLE_HOME/dbca_raw_config

 

#

 

This

 

file

 

contains

 

the

 

raw

 

device

 

for

 

9i/RAC

 

config

 

export

 

SRVM_SHARED_CONFIG=/dev/ress_srvconfig

 

#

 

These

 

variables

 

are

 

not

 

used

 

and

 

incorrectly

 

referred

 

to

 

in

 

some

 

docs.

 

#

 

Use

 

SRVM_SHARED_CONFIG

 

instead

 

#OPSM_SHARED_CONFIG=/etc/srvConfig.loc

 

#SRVM_RAW_CONFIG

 

uses

 

in

 

Oracle

 

9i

 

SRVM_RAW_CONFIG=/etc/srvConfig.loc

 

#

 

If

 

tmp

 

has

 

been

 

re-directed

 

(for

 

example

 

in

 

/new_temp)

 

add

 

the

 

2

 

following

 

lines:

 

export

 

TEMP=/new_temp

 

export

 

TEMPDIR=/new_temp

 

#

 

if

 

you

 

want

 

to

 

use

 

CLVM

 

of

 

HACMP

 

instead

 

of

 

VSD

 

in

 

a

 

SP

 

environment

 

#export

 

PGSD_SUBSYS=grpsvcs

 

#

 

set

 

DISPLAY

 

according

 

to

 

the

 

machine

 

to

 

where

 

you

 

want

 

to

 

send

 

the

 

display,

 

and

 

execute

 

xhost

 

+

 

as

 

root

 

export

 

DISPLAY=<machine_name>:0

 

export

 

ENV=$HOME/.kshrc

 

export

 

PS1=’{’"$(hostname

 

-s)"’}

 

$PWD>

 

’

 

set

 

-o

 

vi

 

2.

   

Manually

 

create

 

the

 

server

 

configuration

 

file

 

with

 

the

 

following

 

command:

 

vi

 

/var/opt/oracle/srvConfig.loc

 

Add

 

the

 

following

 

entry

 

to

 

the

 

file:

  

srvconfig_loc=/dev/ress_srvconfig

 

3.

   

Use

 

the

 

smitty

 

command

 

to

 

start

 

HACMP

 

(before

 

installing

 

the

 

Oracle

 

Server).

 

4.

   

Run

 

the

 

clstat

 

command

 

on

 

each

 

cluster

 

node

 

to

 

check

 

the

 

status.

 

Make

 

sure

 

the

 

node

 

indicator

 

monitor

 

is

 

green.

 

5.

   

Verify

 

that

 

all

 

volume

 

groups

 

on

 

each

 

node

 

are

 

in

 

concurrent

 

access

 

mode:

 

lsvg

 

<volume

 

group

 

name>

 

6.

   

Change

 

the

 

owner

 

of

 

the

 

raw

 

device

 

on

 

all

 

cluster

 

nodes

 

to

 

Oracle

 

user

 

oracle92

 

and

 

group

 

dba:

 

chown

 

oracle92:dba

 

/dev/rrac_*

 

7.

   

Install

 

the

 

Oracle

 

Server

 

on

 

one

 

node.

 

Note

 

that

 

Oracle

 

automatically

 

copies

 

the

 

server

 

software

 

to

 

the

 

rest

 

of

 

the

 

nodes.

 

8.

   

Set

 

up

 

the

 

server

 

configuration

 

by

 

initializing

 

the

 

raw

 

device

 

configuration:
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run

 

svrconfig

 

-init

 

Step

 

6:

 

Arrange

 

databases

 

and

 

datafiles

 

1.

   

Make

 

sure

 

datafiles

 

and

 

Oracle

 

control

 

files

 

are

 

located

 

in

 

the

 

correct

 

volume

 

group.

    

Data

 

Protection

 

for

 

ESS

 

requires

 

that

 

datafiles

 

reside

 

in

 

a

 

different

 

concurrent

 

volume

 

group

 

than

 

the

 

volume

 

group

 

where

 

the

 

Oracle

 

control,

 

redo

 

log,

 

srvconfig,

 

and

 

spfile

 

files

 

reside.

 

This

 

prevents

 

production

 

control

 

files

 

from

 

being

 

overwritten

 

during

 

Quick

 

Restore

 

processing.

    

Create

 

one

 

database

 

in

 

a

 

production

 

cluster

 

node

 

and

 

make

 

sure

 

to

 

place

 

the

 

Oracle

 

control,

 

redo

 

log,

 

srvconfig,

 

and

 

spfile

 

files

 

on

 

a

 

concurrent

 

volume

 

group

 

that

 

is

 

separate

 

from

 

the

 

volume

 

group

 

where

 

the

 

datafiles

 

reside.

 

The

 

steps

 

in

 

this

 

procedure

 

have

 

already

 

distributed

 

the

 

datafiles

 

over

 

at

 

least

 

two

 

different

 

concurrent

 

volume

 

groups.

 

The

 

datafiles,

 

Oracle

 

control,

 

redo

 

log,

 

srvconfig,

 

and

 

spfile

 

files

 

are

 

currently

 

located

 

on

 

raw

 

logical

 

volumes

 

in

 

their

 

respective

 

concurrent

 

volume

 

groups.

 

For

 

example,

 

this

 

list

 

shows

 

the

 

Oracle

 

control,

 

redo

 

log,

 

srvconfig,

 

and

 

spfile

 

files

 

located

 

on

 

volume

 

group

 

racvg1:

 

/dev/rrac_spfile

 

/dev/rrac_srvconfig

 

(Oracle

 

9i

 

RAC

 

only)

 

/dev/rrac_redo01

 

/dev/rrac_redo02

 

/dev/rrac_redo03

 

/dev/rrac_redo04

 

/dev/rrac_redo05

 

/dev/rrac_redo06

 

/dev/rrac_control01

 

/dev/rrac_control02

 

/dev/rrac_control03

 

This

 

list

 

shows

 

the

 

datafiles

 

located

 

on

 

volume

 

group

 

racvg2:

 

/dev/rrac_system01

 

/dev/rrac_undotbs01

 

/dev/rrac_undotbs02

 

/dev/rrac_index

 

/dev/rrac_temp

 

/dev/rrac_users

 

/dev/rrac_tools

 

/dev/rrac_dbf1

 

2.

   

Activate

 

the

 

concurrent

 

volume

 

groups

 

on

 

all

 

nodes

 

of

 

the

 

cluster.

 

These

 

volume

 

groups

 

should

 

start

 

in

 

concurrent

 

access

 

mode

 

when

 

HACMP

 

is

 

started.

 

3.

   

Verify

 

that

 

the

 

volume

 

groups

 

are

 

in

 

concurrent

 

access

 

mode:

 

lsvg

 

racvg1

   

lsvg

 

racvg2

 

4.

   

Arrange

 

the

 

concurrent

 

logical

 

volumes

 

in

 

the

 

active

 

racvg1

 

and

 

racvg2

 

volume

 

groups.

 

At

 

this

 

point,

 

raw

 

logical

 

volumes

 

should

 

have

 

been

 

created

 

for

 

your

 

database.

 

This

 

example

 

shows

 

how

 

the

 

logical

 

volumes

 

were

 

created:

  

racvg2:
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LV

 

NAME

             

TYPE

       

LPs

   

PPs

   

PVs

  

LV

 

STATE

      

MOUNT

 

POINT

 

rac_system01

        

jfs

        

32

    

32

    

1

    

closed/syncd

  

N/A

 

rac_undotbs01

       

jfs

        

16

    

16

    

1

    

closed/syncd

  

N/A

 

rac_undotbs02

       

jfs

        

16

    

16

    

1

    

closed/syncd

  

N/A

 

rac_users

           

jfs

        

8

     

8

     

1

    

closed/syncd

  

N/A

 

rac_index

           

jfs

        

8

     

8

     

1

    

closed/syncd

  

N/A

 

rac_temp

            

jfs

        

8

     

8

     

1

    

closed/syncd

  

N/A

 

rac_tools

           

jfs

        

8

     

8

     

1

    

closed/syncd

  

N/A

 

rac_dbf1

            

jfs

        

16

    

16

    

1

    

closed/syncd

  

N/A

 

racvg1:

 

LV

 

NAME

             

TYPE

       

LPs

   

PPs

   

PVs

  

LV

 

STATE

      

MOUNT

 

POINT

 

rac_redo01

          

jfs

        

8

     

8

     

1

    

closed/syncd

  

N/A

 

rac_redo02

          

jfs

        

8

     

8

     

1

    

closed/syncd

  

N/A

 

rac_redo03

          

jfs

        

8

     

8

     

1

    

closed/syncd

  

N/A

 

rac_redo04

          

jfs

        

8

     

8

     

1

    

closed/syncd

  

N/A

 

rac_redo05

          

jfs

        

8

     

8

     

1

    

closed/syncd

  

N/A

 

rac_redo06

          

jfs

        

8

     

8

     

1

    

closed/syncd

  

N/A

 

rac_control01

       

jfs

        

2

     

2

     

1

    

closed/syncd

  

N/A

 

rac_control02

       

jfs

        

2

     

2

     

1

    

closed/syncd

  

N/A

 

rac_control03

       

jfs

        

2

     

2

     

1

    

closed/syncd

  

N/A

 

rac_spfile

             

jfs

        

2

     

2

     

1

    

closed/syncd

  

N/A

 

rac_srvconfig

       

jfs

        

8

     

8

     

1

    

closed/syncd

  

N/A

 

Step

 

7:

 

Create

 

the

 

Oracle

 

database

 

1.

   

Make

 

sure

 

HACMP

 

is

 

up

 

and

 

running

 

on

 

both

 

nodes.

 

2.

   

Switch

 

to

 

user

 

oracle92

 

on

 

node1:

 

su

 

-

 

oracle92

 

3.

   

Create

 

a

 

parameter

 

file

 

($ORACLE_HOME/dbca_raw_config)

 

that

 

will

 

be

 

used

 

by

 

DBCA

 

to

 

map

 

tablespaces

 

to

 

the

 

raw

 

devices:

 

$more

 

dbca_raw_config

 

system=/dev/rrac_system01

 

spfile=/dev/rrac_spfile

 

srvconfig=/dev/rrac_srvmconfig

 

undotbs1=/dev/rrac_undotbs01

 

undotbs2=/dev/rrac_undotbs02

 

redo1_1=/dev/rrac_redo01

 

redo1_2=/dev/rrac_redo02

 

redo1_3=/dev/rrac_redo03

 

redo2_1=/dev/rrac_redo04

 

redo2_2=/dev/rrac_redo05

 

redo2_3=/dev/rrac_redo06

 

control1=/dev/rrac_control01

 

control2=/dev/rrac_control02

 

control3=/dev/rrac_control03

 

indx=/dev/rrac_index

 

temp=/dev/rrac_temp

 

users=/dev/rrac_users

 

tools=/dev/rrac_tools

 

4.

   

Export

 

the

 

environment

 

variable

 

to

 

where

 

dba_raw_config

 

is

 

located:

 

DBCA_RAW_CONFIG=<$PATH>/dbca_raw_config

 

5.

   

Oracle

 

9i

 

users

 

must

 

run

 

the

 

following

 

command

 

to

 

start

 

the

 

global

 

control

 

daemon

 

on

 

all

 

cluster

 

nodes:

 

gsdctl

 

start

   

92

 

Data

 

Protection

 

for

 

ESS

 

Databases

 

(Oracle)

|
|
|
|
|
|
|
|
|
||

|

|
|
|
|
|
|
|
|
|
|
|
|
||

|
|

|

|
||

|
|

|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
||

|

|
||

|
|

|
||



6.

   

Use

 

DBCA

 

(Oracle

 

8.1.7)

 

or

 

DBASSIST

 

(Oracle

 

9i)

 

to

 

create

 

your

 

Oracle

 

database.

 

Refer

 

to

 

your

 

Oracle

 

documentation

 

for

 

detailed

 

instructions

 

on

 

how

 

to

 

create

 

a

 

database.

 

Make

 

sure

 

to

 

select

 

all

 

nodes

 

that

 

are

 

a

 

part

 

of

 

the

 

database

 

when

 

creating

 

your

 

Oracle

 

database.

Step

 

8

 

(optional):

 

Setup

 

in

 

an

 

SDD

 

environment

 

1.

   

Use

 

the

 

Enterprise

 

Storage

 

Server

 

Specialist

 

to

 

create

 

two

 

host

 

nicknames.

 

2.

   

Verify

 

that

 

two

 

Fibre

 

Adapters

 

are

 

connected

 

and

 

configured

 

to

 

the

 

host:

 

lsdev

 

-C|grep

 

fcs

 

3.

   

Identify

 

the

 

World

 

Wide

 

part

 

name

 

of

 

each

 

fibre

 

card:

 

lscfg

 

-vpl

 

fcs0

   

lscfg

 

-vpl

 

fcs1

 

4.

   

Use

 

the

 

Enterprise

 

Storage

 

Server

 

Specialist

 

to

 

modify

 

the

 

volume

 

assignments.

 

Select

 

ID/LUN

 

in

 

source

 

and

 

target.

 

5.

   

Identify

 

the

 

hdisk

 

assigned

 

to

 

each

 

fibre

 

card:

 

cfgmgr

 

-vl

 

fcs0

 

cfgmgr

 

-vl

 

fcs1

 

6.

   

Create

 

volume

 

groups

 

with

 

a

 

vpath

 

instead

 

of

 

an

 

hdisk.

Step

 

9:

 

Reconstruct

 

new

 

logical

 

volumes

 

after

 

the

 

database

 

is

 

restored

 

If

 

a

 

new

 

logical

 

volume

 

is

 

present

 

at

 

the

 

time

 

of

 

Quick

 

Restore

 

processing

 

but

 

was

 

not

 

present

 

during

 

the

 

original

 

backup,

 

you

 

must

 

reconstruct

 

the

 

new

 

logical

 

volume

 

after

 

Quick

 

Restore

 

processing

 

completes.

 

Follow

 

these

 

steps

 

to

 

reconstruct

 

the

 

logical

 

volume

 

with

 

datafiles

 

after

 

Quick

 

Restore

 

processing

 

completes:

  

1.

   

Use

 

the

 

smitty

 

hacmp

 

command

 

to

 

shut

 

down

 

HACMP

 

on

 

both

 

nodes:

 

Cluster

 

Services

 

->

 

Stop

 

Cluster

 

Services

 

Verify

 

that

 

the

 

cluster

 

is

 

shut

 

down

 

with

 

the

 

following

 

command:

 

ps

 

-ef|grep

 

cluster

  

2.

   

Run

 

the

 

varyon

 

command

 

on

 

node1:

 

varyon

 

essvg3

  

3.

   

Use

 

the

 

smitty

 

command

 

to

 

add

 

logical

 

volumes

 

to

 

the

 

desired

 

volume

 

group

 

(essvg3

 

in

 

this

 

example):

 

Select

 

VG

 

name

  

essvg3

 

Logical

 

volume

 

Name

 

ess_test3

 

Logical

 

volume

 

Type

 

jfs

 

POSITION

 

on

 

physical

 

volume

 

middle

 

MAXIMUM

 

NUMBER

 

OF

 

PHYSICAL

 

VOLUMES

 

32

 

SCHEDULEING

 

POLICY

 

FOR

 

reading/writing

 

parallel

   

4.

   

Issue

 

the

 

following

 

command

 

to

 

identify

 

the

 

serial

 

numbers

 

of

 

the

 

physical

 

volumes

 

used

 

by

 

the

 

volume

 

groups:
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lsvpcfg

 

|grep

 

essvg3

 

vpath84

 

(Avail

 

)

 

21221175

 

=

 

hdisk135

 

(Avail

 

pv

 

essvg3)

 

vpath85

 

(Avail

 

)

 

21321175

 

=

 

hdisk136

 

(Avail

 

pv

 

essvg3)

  

5.

   

Change

 

the

 

owner

 

to

 

Oracle

 

user

 

oracle92

 

and

 

group

 

dba:

 

chown

 

oracle92:dba

 

/dev/ress_test3

  

6.

   

Run

 

the

 

varyoff

 

command

 

for

 

the

 

volume

 

group:

 

varyoffvg

 

essvg3

  

7.

   

Perform

 

the

 

following

 

steps

 

on

 

the

 

second

 

cluster

 

node

 

(node2):

 

a.

   

Issue

 

the

 

following

 

command

 

using

 

the

 

serial

 

number

 

from

 

node1

 

to

 

identify

 

the

 

hard

 

disk

 

numbers:

 

lsvpcfg|grep

 

21221175

 

vpath48

 

(Avail

 

)

 

21221175

 

=

 

hdisk56

 

(Avail

 

pv

 

essvg3)

 

lsvpcfg|grep

 

21221175

 

vpath49

 

(Avail

 

)

 

21321175

 

=

 

hdisk62

 

(Avail

 

pv

 

essvg3)

  

b.

   

Import

 

volume

 

group

 

essvg3

 

in

 

concurrent

 

mode:

 

importvg

 

-y’essvg3’

 

-n

 

hdisk56

 

c.

   

Use

 

the

 

smitty

 

hacmp

 

command

 

to

 

synchronize

 

cluster

 

resources

 

on

 

node1:

 

Cluster

 

Configuration

 

->

 

Cluster

 

Resources

 

->

 

Synchronize

 

Cluster

 

Resources

 

Make

 

sure

 

the

 

synchronization

 

is

 

successful.

 

d.

   

Use

 

the

 

smitty

 

hacmp

 

command

 

to

 

start

 

up

 

HACMP

 

on

 

both

 

nodes:

 

Cluster

 

Services

 

->

 

Start

 

Cluster

 

Services

 

Verify

 

that

 

the

 

cluster

 

is

 

running

 

with

 

the

 

following

 

command:

 

ps

 

-ef|grep

 

cluster

 

root

 

266356

 

249892

 

0

 

Nov

 

04

 

-

 

0:12

 

/usr/es/sbin/cluster/clinfo

 

root

 

282818

 

249892

 

0

 

Nov

 

04

 

-

 

0:42

 

/usr/es/sbin/cluster/clsmuxpd

 

root

 

405600

 

249892

 

0

 

Nov

 

04

 

-

 

1:57

 

/usr/es/sbin/cluster/clstrmgr

 

root

 

573676

 

524532

 

0

 

20:09:53

 

pts/2

 

0:00

 

grep

 

cluster

  

e.

   

Verify

 

that

 

volume

 

group

 

essvg3

 

is

 

in

 

concurrent

 

mode

 

on

 

both

 

node1

 

and

 

node2:

 

lsvg

 

essvg3
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VOLUME

 

GROUP:

 

essvg3

 

VG

 

IDENTIFIER:

 

000bdd6a00004c00000000f8652c0abf

 

VG

 

STATE:

 

active

 

PP

 

SIZE:

 

16

 

megabyte(s)

 

VG

 

PERMISSION:

 

read/write

 

TOTAL

 

PPs:

 

118

 

(1888

 

megabytes)

 

MAX

 

LVs:

 

256

 

FREE

 

PPs:

 

48

 

(768

 

megabytes)

 

LVs:

 

3

 

USED

 

PPs:

 

70

 

(1120

 

megabytes)

 

OPEN

 

LVs:

 

0

 

QUORUM:

 

2

 

TOTAL

 

PVs:

 

2

 

VG

 

DESCRIPTORS:

 

3

 

STALE

 

PVs:

 

0

 

STALE

 

PPs:

 

0

 

ACTIVE

 

PVs:

 

2

 

AUTO

 

ON:

 

no

 

Concurrent:

 

Enhanced-Capable

 

Auto-Concurrent:

 

Disabled

 

VG

 

Mode:

 

Concurrent

 

Node

 

ID:

 

2

 

Active

 

Nodes:

 

1

 

MAX

 

PPs

 

per

 

PV:

 

1016

 

MAX

 

PVs:

 

32

 

LTG

 

size:

 

128

 

kilobyte(s)

 

AUTO

 

SYNC:

 

no

 

HOT

 

SPARE:

 

no

 

BB

 

POLICY:

 

relocatable

  

f.

   

Use

 

the

 

smitty

 

lv

 

command

 

to

 

verify

 

that

 

volume

 

group

 

essvg3

 

was

 

imported

 

correctly

 

to

 

the

 

second

 

node

 

(node2):

 

List

 

all

 

Logical

 

Volumes

 

by

 

Volume

 

Group

 

g.

   

Change

 

the

 

owner

 

to

 

Oracle

 

user

 

oracle92

 

and

 

group

 

dba

 

on

 

node2:

 

chown

 

oracle92:dba

 

/dev/ress_test3

  

8.

   

Use

 

the

 

Oracle

 

SQL

 

startup

 

mount

 

command

 

to

 

bring

 

the

 

Oracle

 

database

 

online

 

on

 

both

 

nodes:

 

sql>startup

 

mount

  

9.

   

Create

 

an

 

empty

 

datafile

 

as

 

an

 

Oracle

 

object.

 

Then,

 

run

 

the

 

following

 

series

 

of

 

Oracle

 

SQL

 

commands

 

to

 

recover

 

the

 

datafile

 

and

 

the

 

database:

 

SQL>

 

alter

 

database

 

create

 

datafile

 

’/NewFS/ress_test3’;

 

SQL>

 

recover

 

datafile

 

’/NewFS/ress_test3’;

 

SQL>

 

recover

 

database

 

SQL>

 

alter

 

database

 

open

 

SQL>

 

quit

 

10.

   

Verify

 

that

 

the

 

data

 

was

 

recovered

 

correctly:

 

sql>

 

select

 

name

 

from

 

cust3

 

where

 

id

 

>10

 

and

 

id<20;

 

sql>

 

select

 

parallel

 

from

 

gv$instance;
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Notices

 

This

 

information

 

was

 

developed

 

for

 

products

 

and

 

services

 

that

 

are

 

offered

 

in

 

the

 

U.S.A.

 

IBM

 

might

 

not

 

offer

 

the

 

products,

 

services,

 

or

 

features

 

discussed

 

in

 

this

 

document

 

in

 

other

 

countries.

 

Consult

 

your

 

local

 

IBM

 

representative

 

for

 

information

 

on

 

the

 

products

 

and

 

services

 

currently

 

available

 

in

 

your

 

area.

 

Any

 

reference

 

to

 

an

 

IBM

 

product,

 

program,

 

or

 

service

 

is

 

not

 

intended

 

to

 

state

 

or

 

imply

 

that

 

only

 

that

 

IBM

 

product,

 

program,

 

or

 

service

 

can

 

be

 

used.

 

Any

 

functionally

 

equivalent

 

product,

 

program,

 

or

 

service

 

that

 

does

 

not

 

infringe

 

on

 

any

 

IBM

 

intellectual

 

property

 

right

 

can

 

be

 

used

 

instead.

 

However,

 

it

 

is

 

the

 

user’s

 

responsibility

 

to

 

evaluate

 

and

 

verify

 

the

 

operation

 

of

 

any

 

non-IBM

 

product,

 

program,

 

or

 

service.

 

IBM

 

might

 

have

 

patents

 

or

 

pending

 

patent

 

applications

 

covering

 

subject

 

matter

 

described

 

in

 

this

 

document.

 

The

 

furnishing

 

of

 

this

 

document

 

does

 

not

 

give

 

you

 

any

 

license

 

to

 

these

 

patents.

 

You

 

can

 

send

 

license

 

inquiries,

 

in

 

writing,

 

to:

IBM

 

Director

 

of

 

Licensing

 

IBM

 

Corporation

 

North

 

Castle

 

Drive

 

Armonk,

 

NY

 

10504-1785

 

U.S.A.

For

 

license

 

inquiries

 

regarding

 

double-byte

 

character

 

set

 

(DBCS)

 

information,

 

contact

 

the

 

IBM

 

Intellectual

 

Property

 

Department

 

in

 

your

 

country

 

or

 

send

 

inquiries,

 

in

 

writing,

 

to:

IBM

 

World

 

Trade

 

Asia

 

Corporation

 

Licensing

 

2-31

 

Roppongi

 

3-chome,

 

Minato-ku

 

Tokyo

 

106,

 

Japan

The

 

following

 

paragraph

 

does

 

not

 

apply

 

to

 

the

 

United

 

Kingdom

 

or

 

any

 

other

 

country

 

where

 

such

 

provisions

 

are

 

inconsistent

 

with

 

local

 

law:

 

INTERNATIONAL

 

BUSINESS

 

MACHINES

 

CORPORATION

 

PROVIDES

 

THIS

 

PUBLICATION

 

“AS

 

IS”

 

WITHOUT

 

WARRANTY

 

OF

 

ANY

 

KIND,

 

EITHER

 

EXPRESS

 

OR

 

IMPLIED,

 

INCLUDING,

 

BUT

 

NOT

 

LIMITED

 

TO,

 

THE

 

IMPLIED

 

WARRANTIES

 

OF

 

NON-INFRINGEMENT,

 

MERCHANTABILITY

 

OR

 

FITNESS

 

FOR

 

A

 

PARTICULAR

 

PURPOSE.

 

Some

 

states

 

do

 

not

 

allow

 

disclaimer

 

of

 

express

 

or

 

implied

 

warranties

 

in

 

certain

 

transactions;

 

therefore,

 

this

 

statement

 

might

 

not

 

apply

 

to

 

you.

 

This

 

information

 

might

 

include

 

technical

 

inaccuracies

 

or

 

typographical

 

errors.

 

Changes

 

periodically

 

are

 

made

 

to

 

the

 

information

 

herein;

 

these

 

changes

 

will

 

be

 

incorporated

 

into

 

new

 

editions

 

of

 

the

 

publication.

 

IBM

 

might

 

make

 

improvements

 

or

 

changes

 

in

 

the

 

products

 

and

 

the

 

programs

 

described

 

in

 

this

 

publication

 

at

 

any

 

time

 

without

 

notice.

 

Any

 

references

 

in

 

this

 

information

 

to

 

non-IBM

 

Web

 

sites

 

are

 

provided

 

for

 

convenience

 

only

 

and

 

do

 

not,

 

in

 

any

 

manner,

 

serve

 

as

 

an

 

endorsement

 

of

 

those

 

Web

 

sites.

 

The

 

materials

 

at

 

those

 

Web

 

sites

 

are

 

not

 

part

 

of

 

the

 

materials

 

for

 

this

 

IBM

 

product

 

and

 

use

 

of

 

those

 

Web

 

sites

 

is

 

at

 

your

 

own

 

risk.
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IBM

 

might

 

use

 

or

 

distribute

 

any

 

of

 

the

 

information

 

you

 

supply

 

in

 

any

 

way

 

it

 

believes

 

appropriate

 

without

 

incurring

 

any

 

obligation

 

to

 

you.

 

Licensees

 

of

 

this

 

program

 

who

 

wish

 

to

 

have

 

information

 

about

 

it

 

for

 

the

 

purpose

 

of

 

enabling:

 

(i)

 

the

 

exchange

 

of

 

information

 

between

 

independently

 

created

 

programs

 

and

 

other

 

programs

 

(including

 

this

 

one)

 

and

 

(ii)

 

the

 

mutual

 

use

 

of

 

the

 

information

 

that

 

has

 

been

 

exchanged,

 

should

 

contact:

IBM

 

Corporation

 

Information

 

Enabling

 

Requests

 

Dept.

 

M13

 

5600

 

Cottle

 

Road

 

San

 

Jose,

 

CA

 

95193-0001

 

U.S.A.

Such

 

information

 

might

 

be

 

available,

 

subject

 

to

 

appropriate

 

terms

 

and

 

conditions,

 

including

 

in

 

some

 

cases,

 

payment

 

of

 

a

 

fee.

 

The

 

licensed

 

program

 

described

 

in

 

this

 

document

 

and

 

all

 

licensed

 

material

 

available

 

for

 

it

 

are

 

provided

 

by

 

IBM

 

under

 

terms

 

of

 

the

 

IBM

 

Customer

 

Agreement,

 

IBM

 

International

 

Program

 

License

 

Agreement,

 

or

 

any

 

equivalent

 

agreement

 

between

 

us.

 

Information

 

concerning

 

non-IBM

 

products

 

was

 

obtained

 

from

 

the

 

suppliers

 

of

 

those

 

products,

 

their

 

published

 

announcements

 

or

 

other

 

publicly

 

available

 

sources.

 

IBM

 

has

 

not

 

tested

 

those

 

products

 

and

 

cannot

 

confirm

 

the

 

accuracy

 

of

 

performance,

 

compatibility

 

or

 

any

 

other

 

claims

 

related

 

to

 

non-IBM

 

products.

 

Questions

 

on

 

the

 

capabilities

 

of

 

non-IBM

 

products

 

should

 

be

 

addressed

 

to

 

the

 

suppliers

 

of

 

those

 

products.

 

Trademarks

 

The

 

following

 

terms

 

are

 

trademarks

 

of

 

the

 

IBM®

 

Corporation

 

in

 

the

 

United

 

States

 

or

 

other

 

countries

 

or

 

both:

  

AIX

 

IBM

 

Tivoli

   

Java™

 

and

 

all

 

Java-based

 

trademarks

 

are

 

trademarks

 

of

 

Sun

 

Microsystems,

 

Inc.

 

in

 

the

 

United

 

States,

 

other

 

countries,

 

or

 

both.

 

Microsoft®,

 

Windows®,

 

Windows

 

NT®,

 

and

 

the

 

Windows

 

logo

 

are

 

trademarks

 

of

 

Microsoft

 

Corporation

 

in

 

the

 

United

 

States,

 

other

 

countries,

 

or

 

both.

 

UNIX®

 

is

 

a

 

registered

 

trademark

 

of

 

The

 

Open

 

Group

 

in

 

the

 

United

 

States

 

and

 

other

 

countries.

 

Other

 

company,

 

product,

 

and

 

service

 

names

 

may

 

be

 

trademarks

 

or

 

service

 

marks

 

of

 

others.

   

98

 

Data

 

Protection

 

for

 

ESS

 

Databases

 

(Oracle)



Index

 

A
agent.lic

 

12

 

B
backup

 

node

 

20,

 

22

 

backup

 

procedure
Fully

 

Automated

 

Backup

 

43

 

Manual

 

Backup

 

41

 

Partially

 

Automated

 

Backup

 

42

 

strategy

 

requirements

 

38

 

backup_copyservices_servername

 

28

 

backup_destination

 

29

 

C
catalog_database_connect_string

 

26

 

catalog_database_password

 

26

 

catalog_database_username

 

26

 

commtimeout

 

option

 

16

 

D
Data

 

Protection

 

for

 

ESS
backup

 

procedure
strategy

 

requirements

 

38

 

configuring

 

with

 

Data

 

Protection

 

for

 

Oracle

 

17

 

environment

 

variables
DSM_CONFIG

 

23

 

DSM_DIR

 

23

 

DSM_LOG

 

23

 

Fully

 

Automated

 

Backup

 

43

 

functions

 

5

 

installation
procedure

 

11

 

installation

 

requirements
environment

 

10

 

hardware

 

9

 

software

 

9

 

installed

 

files

 

12,

 

13

 

Manual

 

Backup

 

41

 

messages

 

57

 

operating

 

environment

 

3

 

options

 

files

 

79

 

configuring

 

multiple

 

server

 

stanzas

 

80

 

configuring

 

to

 

same

 

server

 

79

 

setting

 

values

 

19

 

Partially

 

Automated

 

Backup

 

42

 

Quick

 

Restore

 

47

 

limitations

 

48

 

procedure

 

49

 

restore

 

procedure

 

45

 

Restore

 

Method

 

One

 

(Entire

 

Database)

 

45

 

Restore

 

Method

 

Two

 

(Datafile

 

Only)

 

46

 

Data

 

Protection

 

for

 

ESS

 

(continued)
RMAN

 

Backup

 

Script
creating

 

24

 

example

 

24

 

Server

 

Script
editing

 

80

 

example

 

81

 

parameters

 

80

 

Setup

 

File
creating

 

25

 

example

 

32

 

optional

 

parameters

 

28

 

parameter

 

characteristics

 

25

 

required

 

parameters

 

26

 

Data

 

Protection

 

for

 

Oracle
and

 

RMAN

 

6

 

configuring

 

with

 

Data

 

Protection

 

for

 

ESS

 

17

 

options

 

files
setting

 

values

 

21

 

understanding

 

6

 

database_backup_incremental_level

 

29

 

database_backup_msglog_file

 

29

 

database_backup_script_file

 

26

 

database_backup_type

 

29

 

database_control_file_restore

 

29

 

database_ops_host_sid_orchome

 

30

 

DB2

 

UDB
environment

 

variables
DSMI_CONFIG

 

23

 

DSMI_DIR

 

23

 

DSMI_LOG

 

23

 

options

 

files
setting

 

values

 

21

 

documentation

 

13

 

dsierror.log

 

23,

 

54

 

DSM_CONFIG
setting

 

23

 

DSM_DIR
setting

 

23

 

DSM_LOG
and

 

scheduler

 

38

 

and

 

troubleshooting

 

54

 

setting

 

23

 

dsm.opt
and

 

Data

 

Protection

 

for

 

ESS

 

19

 

and

 

Data

 

Protection

 

for

 

Oracle

 

21

 

and

 

DB2

 

UDB

 

21

 

example

 

79

 

requirements

 

23

 

dsm.sys
and

 

Data

 

Protection

 

for

 

ESS

 

19

 

and

 

Data

 

Protection

 

for

 

Oracle

 

21

 

and

 

DB2

 

UDB

 

21

 

and

 

management

 

class

 

15

 

example

 

79

 

multiple

 

server

 

stanzas

 

23

 

requirements

 

23

 

two

 

separate

 

files

 

23

 

dsmerror.log

 

23,

 

38,

 

54

 

DSMI_CONFIG
setting

 

23

 

DSMI_DIR
setting

 

23

 

DSMI_LOG
setting

 

23

 

dsmsched.log

 

54

 

E
Enterprise

 

Storage

 

Server
environment

 

requirements

 

10

 

environment

 

variables
DSM_CONFIG

 

23

 

DSM_DIR

 

23

 

DSM_LOG

 

23,

 

38

 

DSMI_CONFIG

 

23

 

DSMI_DIR

 

23

 

DSMI_LOG

 

23

 

essorcb
default

 

location

 

12

 

essorcp
default

 

location

 

12

 

examples
options

 

files
dsm.opt

 

79

 

dsm.sys

 

79

 

RMAN

 

Backup

 

Script

 

24

 

Server

 

Script

 

81

 

Setup

 

File

 

32

 

specifying

 

a

 

management

 

class

 

15

 

F
files

agent.lic

 

12

 

dsierror.log

 

23,

 

54

 

dsm.opt

 

21

 

and

 

Data

 

Protection

 

for

 

ESS

 

19

 

and

 

DB2

 

UDB

 

21

 

dsm.sys

 

21

 

and

 

Data

 

Protection

 

for

 

ESS

 

19

 

and

 

DB2

 

UDB

 

21

 

dsmerror.log

 

23,

 

38,

 

54

 

dsmsched.log

 

54

 

installed

 

by

 

Data

 

Protection

 

for

 

ESS

 

12

 

README

 

12

 

serverscript.smp.oracle

 

12,

 

41

 

setupfile.smp.oracle

 

12

 

tdpess.log

 

23,

 

54

 

trace

 

54

 

flashcopy_type

 

30

 

Fully

 

Automated

 

Backup

 

43

 

H
hardware

installation

 

requirements

 

9

 

help

 

53

  

©

 

Copyright

 

IBM

 

Corp.

 

2000,

 

2003

 

99



I
include

 

option

 

16

 

include-exclude
and

 

management

 

class

 

15

 

installation

 

procedure
Data

 

Protection

 

for

 

ESS

 

11

 

installation

 

requirements
Enterprise

 

Storage

 

Server

 

environment

 

10

 

hardware

 

9

 

Oracle

 

environment

 

11

 

SDD

 

environment

 

11

 

software

 

9

 

J
java_home_directory

 

27

 

L
license

 

12

 

log

 

files
dsierror.log

 

23,

 

54

 

dsmerror.log

 

23,

 

38,

 

54

 

dsmsched.log

 

54

 

tdpess.log

 

23,

 

54

 

M
management

 

class
specifying

 

15

 

Manual

 

Backup

 

41

 

maxnummp

 

option

 

16

 

messages

 

57

 

multiple

 

server

 

stanzas
configuration

 

procedure

 

80

 

discussed

 

23

 

O
options

commtimeout

 

16

 

include

 

16

 

maxnummp

 

16

 

passwordaccess

 

21

 

and

 

Data

 

Protection

 

for

 

ESS

 

19

 

and

 

DB2

 

UDB

 

21

 

schedmode
and

 

Data

 

Protection

 

for

 

ESS

 

19

 

servername

 

21

 

and

 

Data

 

Protection

 

for

 

ESS

 

19

 

and

 

DB2

 

UDB

 

21

 

tcpserveraddress

 

21

 

and

 

Data

 

Protection

 

for

 

ESS

 

19

 

and

 

DB2

 

UDB

 

21

 

tracefile

 

54

 

traceflags

 

54

 

options

 

files
configuring

 

multiple

 

server

 

stanzas

 

80

 

configuring

 

to

 

same

 

server

 

79

 

dsm.opt
requirements

 

23

 

dsm.sys
and

 

management

 

class

 

15

 

options

 

files

 

(continued)
dsm.sys

 

(continued)
requirements

 

23

 

example
dsm.opt

 

79

 

dsm.sys

 

79

 

include-exclude

 

16

 

and

 

management

 

class

 

15

 

requirements

 

23

 

setting

 

values

 

21

 

Data

 

Protection

 

for

 

ESS

 

19

 

DB2

 

UDB

 

21

 

Oracle
environment

 

requirements

 

11

 

P
parameters

Server

 

Script

 

definitions

 

80

 

Partially

 

Automated

 

Backup

 

42

 

passwordaccess

 

option

 

19,

 

21

 

and

 

DB2

 

UDB

 

21

 

primary_copyservices_servername

 

27

 

production

 

node

 

20,

 

22

 

Q
Quick

 

Restore

 

47

 

limitations

 

48

 

procedure

 

49

 

R
README.TDPESS.ORACLE

 

12

 

registering

 

workstations

 

15

 

restore

 

procedure
manual

 

45

 

Quick

 

Restore

 

47

 

limitations

 

48

 

procedure

 

49

 

Restore

 

Method

 

One

 

(Entire

 

Database)

 

45

 

Restore

 

Method

 

Two

 

(Datafile

 

Only)

 

46

 

RMAN

 

6

 

RMAN

 

Backup

 

Script
creating

 

24

 

example

 

24

 

S
schedmode

 

option

 

19

 

SDD
environment

 

requirements

 

11

 

restoring

 

hdisks

 

81

 

Server

 

Script
definition

 

80

 

editing

 

80

 

example

 

81

 

parameter

 

definitions

 

80

 

servername

 

option

 

19,

 

21

 

and

 

DB2

 

UDB

 

21

 

serverscript.smp.oracle

 

12,

 

41

 

Setup

 

File
and

 

Server

 

Script

 

parameter

 

80

 

Setup

 

File

 

(continued)
creating

 

25

 

definition

 

25

 

example

 

32

 

parameter

 

characteristics

 

25

 

setupfile.smp.oracle

 

12

 

shark_copy_service_code

 

27

 

shark_password

 

27

 

shark_query_interval

 

31

 

shark_query_lun_status

 

31

 

shark_target_volume

 

27

 

shark_username

 

28

 

software
installation

 

requirements

 

9

 

T
target_database_home

 

28

 

target_database_parameter_file

 

28,

 

38

 

target_database_password

 

28

 

target_database_password_file

 

28

 

target_database_sid

 

28

 

target_database_suspend

 

31

 

target_database_username

 

28

 

tcpserveraddress

 

option

 

19,

 

21

 

and

 

DB2

 

UDB

 

21

 

tdpess.log

 

23,

 

54

 

Tivoli

 

Storage

 

Manager
management

 

class
example

 

15

 

specifying

 

15

 

registering

 

workstations

 

15

 

trace

 

files

 

54

 

troubleshooting

 

53

 

messages

 

57

 

two

 

separate

 

dsm.sys

 

files

 

23

  

100

 

Data

 

Protection

 

for

 

ESS

 

Databases

 

(Oracle)





����

Program

 

Number:

 

5698–APH

  

Printed

 

in

 

USA

    

SC32-9061-01

               

 


	Contents
	Summary of Changes
	December 2003, Version 5 Release 2.1

	Preface
	Who should read this publication
	IBM Tivoli Storage Manager Web site
	IBM Tivoli Storage Manager publications
	Contacting customer support
	Conventions used in this book

	Chapter 1. Introducing Data Protection for ESS
	What's new
	Features
	Commands
	Options

	Data Protection for ESS operating environment
	Data Protection for ESS functions
	How Data Protection for ESS uses Data Protection for Oracle

	Chapter 2. Installing Data Protection for ESS
	Pre-installation requirements
	Hardware
	Software
	Environment
	Enterprise Storage Server
	Oracle
	SDD


	Installation procedure
	Data Protection for ESS files
	Data Protection for ESS documentation


	Chapter 3. Configuring Data Protection for ESS
	1. Register your workstations with the Tivoli Storage Manager Server
	2. Specify a Tivoli Storage Manager management class
	3. Configure your Enterprise Storage Server environment.
	4. Configure your Data Protection for ESS and Data Protection for Oracle environment
	Configuring your client software
	Data Protection for ESS options files
	Data Protection for ESS options file considerations
	Data Protection for ESS options file examples
	Data Protection for Oracle options files
	Data Protection for Oracle options file considerations
	Data Protection for Oracle options file examples
	Options file requirements

	Setting your environment variables
	Create your RMAN Backup Script
	Example RMAN Backup Script


	5. Create your Setup File
	Setup File parameters
	Required Setup File parameters
	Optional Setup File parameters

	Example Setup File


	Chapter 4. How to back up your database
	Incremental flashcopy
	Flashcopy relationships and Setup File parameters

	Backup strategy requirements
	Commands
	backup
	help
	monitor
	restore
	withdraw
	querydisk

	Server Scripts
	Manual Backup
	Partially Automated Backup
	Fully Automated (Scheduled) Backup

	Chapter 5. How to restore your database
	Performing a restore
	Restore Method One (Entire Database)
	Restore Method Two (Datafile Only)


	Chapter 6. How to restore your database using Quick Restore
	What is Quick Restore?
	Why use Quick Restore?
	When not to use Quick Restore?
	Limitations
	Procedure
	Quick Restore Scenario 1
	Quick Restore Scenario 2
	Quick Restore Scenario 3


	Chapter 7. Troubleshooting tips
	Log file information
	Trace file information
	Miscellaneous errors

	Chapter 8. Messages
	Appendix. Alternative procedures
	Configuring system options files to the same server
	ba/bin Directory
	api/bin Directory

	Configuring multiple server stanzas
	Editing your Server Script
	Server Script parameters
	Example Server Script

	Restoring hdisks for SDD
	Sample HACMP and Oracle OPS/RAC Setup for use with Data Protection for ESS
	Step 1: Verify pre-installation requirements
	Hardware requirements
	Software requirements
	Concurrent disk requirements
	SDD requirements (optional)

	Step 2: Prepare the Enterprise Storage Server environment
	Step 3: Prepare the Data Protection for ESS and OPS environment
	Step 4: Implement HACMP configuration
	4.1 Create Oracle users and groups
	4.2 Network configuration
	4.3 Install HACMP/ES with CRM on all cluster nodes
	4.4 Configure HACMP/ES on all cluster nodes
	4.5 Create and set up concurrent volume groups on all cluster nodes
	Step 5: Prepare and install Oracle Server
	Step 6: Arrange databases and datafiles
	Step 7: Create the Oracle database
	Step 8 (optional): Setup in an SDD environment
	Step 9: Reconstruct new logical volumes after the database is restored



	Notices
	Trademarks

	Index

