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Preface

IBM® Tivoli® Storage Manager is a client/server program that provides storage
management solutions to customers in a multivendor computer environment. IBM
Tivoli Storage Manager provides an automated, centrally scheduled,
policy-managed backup, archive, and space-management facility for file servers
and workstations.

Who Should Read This Publication

This guide is intended for anyone who is registered as an administrator. A single
administrator can manage IBM Tivoli Storage Manager; however, several people
can share administrative responsibilities.

You can invoke all of the administrator commands that you need to operate and
maintain IBM Tivoli Storage Manager from:

* A workstation connected to the server

¢ A workstation with a Web browser that meets the requirements specified in the
IBM Tivoli Storage Manager Quick Start.

What You Should Know before Reading This Publication

You should be familiar with the operating system on which the server resides and
the communication protocols required for the client/server environment.

For information on installing IBM Tivoli Storage Manager, see the IBM Tivoli
Storage Manager Quick Start.

You also need to understand the storage management practices of your
organization, such as how you are currently backing up your workstation files and
how you are using storage devices.

Conventions Used in This Guide

To help you recognize where example commands are to be entered, this book uses
the following conventions:

+ Command to be entered on the AIX® command line:
> dsmadmc

* Command to be entered on the command line of an administrative client:
query devclass

IBM Tivoli Storage Manager Publications

The following table lists Tivoli Storage Manager server publications.

Publication Title Order Number
IBM Tivoli Storage Management Products License Information GH09-4572
IBM Tivoli Storage Manager Messages G(C32-0767
IBM Tivoli Storage Manager for AIX Administrator’s Guide GC32-0768
IBM Tivoli Storage Manager for AIX Administrator’s Reference G(C32-0769
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Publication Title

Order Number

IBM Tivoli Storage Manager for AIX Quick Start

GC32-0770

The following table lists Tivoli Storage Manager storage agent publications.

Publication Title

Order Number

IBM Tivoli Storage Manager for AIX Storage Agent User’s Guide GC32-0771
IBM Tivoli Storage Manager for HP-UX Storage Agent User’s Guide G(C32-0727
IBM Tivoli Storage Manager for Linux Storage Agent User’s Guide GC23-4693
IBM Tivoli Storage Manager for Sun Solaris Storage Agent User’s Guide ~GC32-0781
IBM Tivoli Storage Manager for Windows Storage Agent User’s Guide G(C32-0785

The following table lists Tivoli Storage Manager client publications.

Publication Title

Order Number

IBM Tivoli Storage Manager for Space Management for UNIX: User’s GC32-0794
Guide

IBM Tivoli Storage Manager for Macintosh: Backup-Archive Clients G(C32-0787
Installation and User’s Guide

IBM Tivoli Storage Manager for NetWare: Backup-Archive Clients GC32-0786
Installation and User’s Guide

IBM Tivoli Storage Manager for UNIX: Backup-Archive Clients G(C32-0789
Installation and User’s Guide

IBM Tivoli Storage Manager for Windows: Backup-Archive Clients G(C32-0788
Installation and User’s Guide

IBM Tivoli Storage Manager Using the Application Program Interface G(C32-0793

The following table lists publications for application protection products.

Order
Publication Title Number
IBM Tivoli Storage Manager for Application Servers: Data Protection for SC32-9075

WebSphere Application Server Installation and User’s Guide

IBM Tivoli Storage Manager for Databases: Data Protection for Microsoft SQL SC32-9059

Server Installation and User’s Guide

IBM Tivoli Storage Manager for Databases: Data Protection for Oracle for UNIX — SC32-9064

Installation and User’s Guide

IBM Tivoli Storage Manager for Databases: Data Protection for Oracle for SC32-9065
Windows Installation and User’s Guide
IBM Tivoli Storage Manager for Databases: Data Protection for Informix SH26-4095

Installation and User’s Guide

IBM Tivoli Storage Manager for Enterprise Resource Planning: Data Protection for SC33-6341

R/3 Installation and User’s Guide for DB2 UDB

IBM Tivoli Storage Manager for Enterprise Resource Planning: Data Protection for SC33-6340

R/3 Installation and User’s Guide for Oracle

IBM Tivoli Storage Manager for Hardware: Data Protection for EMC Symmetrix ~ SC33-6386

for R/3 Installation and User’s Guide
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Order
Publication Title Number

IBM Tivoli Storage Manager for Hardware: Data Protection for Enterprise Storage  SC32-9060
Server Databases (DB2 UDB) Installation and User’s Guide

IBM Tivoli Storage Manager for Hardware: Data Protection for Enterprise Storage ~ SC32-9061
Server Databases (Oracle) Installation and User’s Guide

IBM Tivoli Storage Manager for Hardware: Data Protection for IBM ESS for R/3 ~ SC33-8204
Installation and User’s Guide for DB2 UDB

IBM Tivoli Storage Manager for Hardware: Data Protection for IBM ESS for R/3  SC33-8205
Installation and User’s Guide for Oracle

IBM Tivoli Storage Manager for Mail: Data Protection for Lotus Domino for SC32-9056
UNIX and OS/400 Installation and User’s Guide
IBM Tivoli Storage Manager for Mail: Data Protection for Lotus Domino for SC32-9057

Windows Installation

IBM Tivoli Storage Manager for Mail: Data Protection for Lotus Domino, S/390 GC26-7305
Edition Licensed Program Specifications

IBM Tivoli Storage Manager for Mail: Data Protection for Microsoft Exchange SC32-9058
Server Installation and User’s Guide

Related IBM Hardware Products Publications
The following table lists related IBM hardware products publications.

Title Order Number
IBM Magstar 3494 Tape Library Introduction and Planning Guide GA32-0279
IBM 3490E Model EO1 and E11 User’s Guide GA32-0298
IBM Magstar MP 3570 Tape Subsystem Operator’s Guide GA32-0345
IBM TotalStorage Tape Device Drivers Installation and User’s Guide G(C35-0154
IBM TotalStorage Enterprise Tape System 3590 Operator Guide GA32-0330
IBM Magstar 3494 Tape Library Dataserver Operator Guide GA32-0280

| IBM Tivoli Storage Manager Web Site

| Technical support information and publications are available at
| www.ibm.com /software/sysmemt/products /|
I support/IBMTivoliStorageManager.html|

IBM International Technical Support Center Publications (Redbooks™)

The International Technical Support Center (ITSC) publishes Redbooks, which are
books on specialized topics such as using IBM Tivoli Storage Manager to back up
databases. You can order publications through your IBM representative or the IBM
branch office serving your locality. You can also search for and order books of
interest to you at the IBM Redbooks Web site at fwww.ibm.com /redbooks/|

Contacting Customer Support

I For support for this or any Tivoli product, you can contact IBM Customer Support
I in one of the following ways:
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* Visit the Tivoli Storage Manager technical support Web site at
www.ibm.com /software/sysmgmt/products /|
support/IBMTivoliStorageManager.htmi|

* Submit a problem management record (PMR) electronically at
IBMSERV/IBMLINK. You can access IBMLINK at [www.ibm.com /ibmlink /}

* Submit a problem management record (PMR) electronically at
[www.ibm.com /software /support/probsub.htmi}

Customers in the United States can also call 1-800-IBM-SERV (1-800-426-7378).

International customers should consult the Web site for customer support
telephone numbers.

Hearing-impaired customers should visit the TDD/TTY Voice Relay Services and
Accessiblity Center Web site at www.ibm.com /able/voicerelay.html}

You can also review the IBM Software Support Guide, which is available on our Web
site at ftechsupport.services.ibm.com/guides/handbook.html|

When you contact IBM Software Support, be prepared to provide identification
information for your company so that support personnel can readily assist you.
Company identification information is needed to register for online support
available on the Web site.

The support Web site offers extensive information, including a guide to support
services (IBM Software Support Guide); frequently asked questions (FAQs); and
documentation for all IBM Software products, including Release Notes, Redbooks,
and white papers, defects (APARs), and solutions. The documentation for some
product releases is available in both PDF and HTML formats. Translated
documents are also available for some product releases.

All Tivoli publications are available for electronic download or order from the IBM
Publications Center at |www.ibm.com /shop/publications/order/ |

We are very interested in hearing about your experience with Tivoli products and
documentation. We also welcome your suggestions for improvements. If you have
comments or suggestions about our documentation, please complete our customer
feedback survey at[www.ibm.com /software/sysmgmt/products/|
lsupport/IBMTivoliStorageManager.html| by selecting the Feedback link in the left
navigation bar.

If you have questions or comments regarding Tivoli publications and product
documentation, please visit www.ibm.com /software /tivoli/contact.html| to send an
e-mail.

Reporting a Problem
Please have the following information ready when you report a problem:

* The Tivoli Storage Manager server version, release, modification, and service
level number. You can get this information by entering the QUERY STATUS
command at the Tivoli Storage Manager command line.

* The Tivoli Storage Manager client version, release, modification, and service
level number. You can get this information by entering dsmc at the command
line.
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¢ The communication protocol (for example, TCP/IP), version, and release number
you are using.

* The activity you were doing when the problem occurred, listing the steps you
followed before the problem occurred.

* The exact text of any error messages.

Translations

Selected IBM Tivoli Storage Manager publications have been translated into
languages other than American English. Contact your sales representative for more
information about the translated publications and whether these translations are
available in your country.
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Changes for Tivoli Storage Manager Version 5

This section summarizes changes that have been made to the Tivoli Storage
Manager product and this publication.

| Technical Changes for Version 5 Release 2—June 2003

[ The following changes have been made to the product for this edition:

Security: Firewall Support
Tivoli Storage Manager has enhanced support for environments with
firewalls in which communication originating from outside the firewall is
to be restricted. Clients normally contact the server, but with the new
firewall support, you can choose to restrict session initiation to the server.
Scheduled, backup-archive client operations can be restricted to
server-initiated sessions.

| See [Chapter 10, “Adding Client Nodes”, on page 251 and Quick Start for
| more information.

Support for SCSI Libraries with Multiple Drive Types
Tivoli Storage Manager now supports libraries that are configured with
more than a single drive and media type. Partitioning the library to
segregate the device types is not required, but each device type requires a
separate device class and storage pool. This is limited to certain models
which are denoted as such in our supported devices web page.

| See [“Mixing Device Types in Libraries” on page 70| for more information.
I NDMP Operations

I IBM 3494 Library Support
I NDMP support to the library type IBM 3494 Tape Library
I DataServer is now provided.

I See [Chapter 6, “Using NDMP for Operations with NAS File|
I [Servers”, on page 111f for more information.

File Level Restore
Tivoli Storage Manager currently provides backup and recovery
support for network-attached storage (NAS) file servers and
utilizes Network Data Management Protocol (NDMP) to
communicate with and provide backup and recovery services for
NAS file servers.

Support for file level restore includes enhancements to allow
tracking of individual files within a backed-up file system image.
This enhancement makes it possible to display the contents of an
image backup, and individual files within that image can be
selected for restore. Implementation is achieved by generating a
table of contents (TOC) during backup which is stored on the
server.

| See [Chapter 6, “Using NDMP for Operations with NAS Fi1e|
[ [Servers”, on page 111| for more information.

I EMC Celerra NAS Device Support
[ Backup and restore operations for EMC Celerra file servers via
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NDMP is now supported. This support includes all base NDMP
functions provided for Network Appliance file servers as well as
the file-level restore function.

See [Chapter 6, “Using NDMP for Operations with NAS File|
Servers”, on page 111/ and [Chapter 9, “Managing Storage Pools and|
Volumes”, on page 179| for more information.

Accurate SAN Device Mapping
Device IDs within a SAN environment change when a reset or other
environmental changes occur. With accurate SAN device mapping, Tivoli
Storage Manager can now detect SAN changes and report that a
reconfiguration is required.

See [“Recovering from Device Changes on the SAN” on page 109|for more
information.

Macintosh OS X Unicode Support for Backup-Archive Client
Unicode file spaces are now supported on the Macintosh client. By
supporting a Unicode-enabled client, the Tivoli Storage Manager server can
store file spaces with Unicode file space names, directory names, and file
names. The client can successfully process a Tivoli Storage Manager
operation even when the file spaces contain directory names or files in
multiple languages, or when the client uses a different code page from the
server.

See [Chapter 11, “Managing Client Nodes”, on page 261|for more
information.

TapeAlert Device Support
TapeAlert is an application that provides detailed diagnostic information
about tape and library device hardware errors. It captures the log page
from the drive or library when tapes are dismounted and issues the
appropriate ANR error messages, allowing you to recognize problems as
early as possible.

See [‘Handling Tape Alert Messages” on page 161| for more information.

Increased Archive Retention Limits
Tivoli Storage Manager now supports increased retention times for
archives and backup sets. These new retention values will allow data
archives to be kept longer.

See Administrator’s Reference for more information.

Tape Autolabeling
Tivoli Storage Manager now provides the option to have tape volumes
automatically labeled by the server. This option is available for SCSI library
types. The server will label both blank and incorrectly labeled tapes when
they are initially mounted. This eliminates the need to pre-label a set of
tapes.

See readme file for more information.

StorageTek VolSafe Support
Tivoli Storage Manager now supports StorageTek’s VolSafe media
technology.

See "Defining Device Classes” or Administrator’s Reference for more
information.
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Server to Server Export and Import
Tivoli Storage Manager server export and import processing has been
enhanced to support the following functions:

* Direct server export to server import over the TCP/IP communications
line between two servers of the same or differing platforms, which
eliminates the need for compatible sequential device types between
servers to perform data movement.

* Merging of imported data into existing client file spaces on the server.

* Ability to export client file data based on a date and time specification,
which allows server-to-server export and import operations to maintain
duplicate copies of client data on two or more servers.

See Administrator’s Reference for more information.

Server Performance Tuning

The maximum value of the server option TXNGROUPMAX has been
increased. When transferring multiple small files, increasing the
TXNGROUPMAX option can improve throughput for operations to tape. It
is now possible to set the TXNGROUPMAX option for individual clients.

See Administrator’s Reference for more information.

Licensing Changes

The application client for the WebSphere® server is now licensed.

See [Chapter 16, “Managing Server Operations”, on page 383| for more

information.

Product Packaging and Name Changes
The following table lists changes to product packaging and names for IBM
Tivoli Storage Manager. See

fwww.ibm.com /software /tivoli/solutions /storage /| for complete details.

Table 1. Product Packaging and Name Changes

Former name

Current name or term

Notes

Tivoli Disaster Recovery
Manager

disaster recovery manager
(DRM)

This product is now part of
IBM Tivoli Storage Manager
Extended Edition.

Tivoli Data Protection for
NDMP

operations that use NDMP

This product is now part of
IBM Tivoli Storage Manager
Extended Edition.

Tivoli Storage Manager
Managed System for SAN

IBM Tivoli Storage Manager
for Storage Area Networks

This product includes
LAN-free data movement
and library sharing on SANS.

Tivoli SANergy " is a
separate product, licensed to
users through this product.

Tivoli Space Manager

IBM Tivoli Storage Manager
for Space Management

The client is called space
manager or HSM client.
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Table 1. Product Packaging and Name Changes (continued)

Former name Current name or term Notes
Tivoli Data Protection One of the following: See the Web site for details.
products IBM Tivoli Storage .

Manager for Application The clients are frequently

called application clients in the

Servers : .
product information.

IBM Tivoli Storage
Manager for Databases
IBM Tivoli Storage
Manager for Enterprise
Resource Planning
IBM Tivoli Storage
Manager for Hardware
IBM Tivoli Storage
Manager for Mail

Technical Changes for Version 5 Release 1—March 2002

xxii

The following changes have been made to the product for this edition:
Changes in Defining Drives and Libraries

Device special file names and external library managers are now specified
in the DEFINE PATH and UPDATE PATH commands, rather than in the
DEFINE DRIVE, UPDATE DRIVE, DEFINE LIBRARY, and UPDATE
LIBRARY commands.

See [Chapter 5, “Configuring Storage Devices”, on page 69} Also see Tivoli
Storage Manager Administrator’s Reference.

Moving Data by Node
You can use the MOVE NODEDATA command to move data in a
sequential-access storage pool for one or more nodes, or move selected file
spaces for a single node. You can also use MOVE NODEDATA to move
data to another storage pool.

See [Chapter 9, “Managing Storage Pools and Volumes”, on page 179}

Support for Simultaneous Writes to Primary and Copy Storage Pools
You can specify copy storage pools in a primary storage pool definition.
When a client backs up, archives, or migrates a file, the file is written to
the primary storage pool and is simultaneously stored into each copy
storage pool.

See [Chapter 9, “Managing Storage Pools and Volumes”, on page 179|

High Availability Cluster Multiprocessing
Tivoli Storage Manager can now use High Availability Cluster
Multiprocessing (HACMP). HACMP provides the leading AIX-based
clustering solution, which allows automatic system recovery during system
failure detection. By using HACMP together with Tivoli Storage Manager,
you can ensure server availability.

Tivoli Data Protection for New Network Data Management Protocol Support

New Network Data Management Protocol (NDMP) support now extends
to the AIX (32-bit and 64-bit) Tivoli Storage Manager server platform. The
new Tivoli Data Protection for NDMP product supports NDMP backup
and restore for network-attached storage (NAS) file servers from Network
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Appliance. NDMP allows a network storage-management application to
control the backup and restore of an NDMP-compliant file server without
installing third-party software on that server. The NAS file server does not
require installation of Tivoli Storage Manager software. The Tivoli Storage
Manager server uses NDMP to connect to the NAS file server to initiate,
control, and monitor a file system backup or restore operation. The NDMP
support for NAS file servers enables higher performance backup to tape
devices without moving the data over the LAN. TDP for NDMP is a
separately priced and licensed product.

See [Chapter 6, “Using NDMP for Operations with NAS File Servers”, on|

|Eage 111

Data Validation with Cyclic Redundancy Checking
Tivoli Storage Manager provides the option of specifying whether a cyclic
redundancy check (CRC) is performed during a client session with the
server, or for storage pools. The server validates the data by using a cyclic
redundancy check which can help identify data corruption. Data validation
can be enabled for one or all of the following:

» Tivoli Storage Manager client nodes at Version 5.1. See

[Node’s Data” on page 343|

* Tivoli Storage Manager storage agents at Version 5.1. See Tivoli Storage
Manager Managed System for SAN Storage Agent User’s Guide for more
information.

+ Storage pools. See [“Data Validation During Audit Volume Processing” on|
page 574 and [Chapter 9, “Managing Storage Pools and Volumes”, on|
page 179

New Licensing Method
The new licensing method enables you to register the exact number of
licenses that are required, rather than in increments of 1, 5, 10, and 50.

See [“Registering Licensed Features” on page 384

Server Performance Enhancements
There are two new Tivoli Storage Manager performance enhancements:

* AIX Asynchronous I/O Support. This feature is available via a new
option in the server options file.

* AIX Direct I/O Support. This feature is available via a new option in the
server options file.

See ["Using Server Performance Options” on page 399|

Changes for Tivoli Storage Manager Version 5 XXiii
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Chapter 1. Introducing IBM Tivoli Storage Manager

IBM Tivoli Storage Manager is an enterprise-wide storage management application.
It provides automated storage management services to workstations, personal
computers, and file servers from a variety of vendors, with a variety of operating
systems. Tivoli Storage Manager includes the following components:

Server

Server program

The server program provides backup, archive, and space management
services to the clients.

You can set up multiple servers in your enterprise network to balance
storage, processor, and network resources.

Administrative interface

The administrative interface allows administrators to control and monitor
server activities, define management policies for clients, and set up
schedules to provide services to clients at regular intervals. Administrative
interfaces available include a command-line administrative client and a Web
browser interface. Tivoli Storage Manager allows you to manage and control
multiple servers from a single interface that runs in a Web browser.

Server database and recovery log

The Tivoli Storage Manager server uses a database to track information
about server storage, clients, client data, policy, and schedules. The server
uses the recovery log as a scratch pad for the database, recording
information about client and server actions while the actions are being
performed.

Server storage

The server can write data to hard disk drives, disk arrays and subsystems,
stand-alone tape drives, tape libraries, and other forms of random- and
sequential-access storage. The media that the server uses are grouped into
storage pools. The storage devices can be connected directly to the server, or
connected via local area network (LAN) or storage area network (SAN).

Client Nodes
A client node can be a workstation, a personal computer, a file server, a
network-attached storage (NAS) file server, or even another Tivoli Storage
Manager server. The client node has IBM Tivoli Storage Manager client
software installed (except for NAS file servers using NDMP). A client node is
registered with the server.

Backup-archive client

© Copyright IBM Corp. 1993, 2003

The backup-archive client allows users to maintain backup versions of files,
which they can restore if the original files are lost or damaged. Users can
also archive files for long-term storage and retrieve the archived files when
necessary. Users themselves or administrators can register workstations and
file servers as client nodes with a Tivoli Storage Manager server.

The storage agent is an optional component that may also be installed on a
system that is a client node. The storage agent enables LAN-free data
movement for client operations and is supported on a number of operating
systems.
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Network-attached storage file server (using NDMP)
The server can use the Network Data Management Protocol (NDMP) to
back up and restore file systems stored on a network-attached storage
(NAS,) file server. The data on the NAS file server is backed up to a tape
library. No Tivoli Storage Manager software needs to be installed on the
NAS file server. See |[Chapter 6, “Using NDMP for Operations with NAS File|
Bervers”, on page 111] for more information, including supported NAS file
servers.

Application client
Application clients allow users to perform online backups of data for
applications such as database programs. After the application program
initiates a backup or restore, the application client acts as the interface to
Tivoli Storage Manager. The Tivoli Storage Manager server then applies its
storage management functions to the data. The application client can
perform its functions while application users are working, with minimal
disruption.

The following products provide application clients for use with the Tivoli
Storage Manager server:

* Tivoli Storage Manager for Application Servers

* Tivoli Storage Manager for Databases

* Tivoli Storage Manager for Enterprise Resource Planning

* Tivoli Storage Manager for Mail

Also available is Tivoli Storage Manager for Hardware, which works with

the backup-archive client and the API to help eliminate backup-related
performance effects.

Application program interface (API)
The API allows you to enhance existing applications to use the backup,
archive, restore, and retrieve services that Tivoli Storage Manager provides.
Tivoli Storage Manager API clients can register as client nodes with a Tivoli
Storage Manager server.

Tivoli Storage Manager for Space Management

Tivoli Storage Manager for Space Management provides space management
services for workstations on some platforms. The space management function is
essentially a more automated version of archive. Tivoli Storage Manager for
Space Management automatically migrates files that are less frequently used to
server storage, freeing space on the workstation. The migrated files are also
called space-managed files.

Users can recall space-managed files automatically simply by accessing them as
they normally would from the workstation. Tivoli Storage Manager for Space
Management is also known as the space manager client, or the hierarchical
storage management (HSM) client.

Storage agents

The storage agent is an optional component that may be installed on a system
that is also a client node. The storage agent enables LAN-free data movement
for client operations.

The storage agent is available for use with backup-archive clients and
application clients on a number of operating systems. The Tivoli Storage
Manager for Storage Area Networks product includes the storage agent.

IBM Tivoli Storage Manager for AIX: Administrator’s Guide



For information about supported operating systems for clients, see the IBM Tivoli
Storage Manager Web site at fwww.ibm.com /software/sysmgmt/products/|
support/IBMTivoliStorageManager.html|

Client programs such as the backup-archive client and the HSM client (space
manager) are installed on systems that are connected through a LAN and are
registered as client nodes. From these client nodes, users can back up, archive, or
migrate files to the server.

The following sections present key concepts and information about IBM Tivoli
Storage Manager. The sections describe how Tivoli Storage Manager manages client
files based on information provided in administrator-defined policies, and manages
devices and media based on information provided in administrator-defined Tivoli
Storage Manager storage objects.

The final section gives an overview of tasks for the administrator of the server,
including options for configuring the server and how to maintain the server.

Concepts:

[“How IBM Tivoli Storage Manager Stores Client Data”)

[“How the Server Manages Storage” on page 15

[“Configuring and Maintaining the Server” on page 17|

How IBM Tivoli Storage Manager Stores Client Data

Tivoli Storage Manager policies are rules that determine how the client data is
stored and managed. The rules include where the data is initially stored, how
many backup versions are kept, how long archive copies are kept, and so on. You
can have multiple policies and assign the different policies as needed to specific
clients, or even to specific files.

Policy assigns a location in server storage where data is initially stored. Server
storage is divided into storage pools that are groups of storage volumes. Server
storage can include hard disk, optical, and tape volumes.

When you install Tivoli Storage Manager, you have a default policy that you can
use. For details about this default policy, see [“The Standard Policy” on page 299}
You can modify this policy and define additional policies.

Clients use Tivoli Storage Manager to store data for any of the following purposes:

Backup and restore
The backup process copies data from client workstations to server storage to
ensure against loss of data that is regularly changed. The server retains versions
of a file according to policy, and replaces older versions of the file with newer
versions. Policy includes the number of versions and the retention time for
versions.

A client can restore the most recent version of a file, or can restore earlier
versions.

Archive and retrieve
The archive process copies data from client workstations to server storage for
long-term storage. The process can optionally delete the archived files from the
client workstations. The server retains archive copies according to the policy for
archive retention time. A client can retrieve an archived copy of a file.

Chapter 1. Introducing IBM Tivoli Storage Manager 5
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Instant archive and rapid recovery

Instant archive is the creation of a complete set of backed-up files for a client.
The set of files is called a backup set. A backup set is created on the server from
the most recently backed-up files that are already stored in server storage for
the client. Policy for the backup set consists of the retention time that you
choose when you create the backup set.

You can copy a backup set onto compatible portable media, which can then be
taken directly to the client for rapid recovery without the use of a network and
without having to communicate with the Tivoli Storage Manager server.

Migration and recall

Migration, a function of the Tivoli Storage Manager for Space Management
program, frees up client storage space by copying files from workstations to
server storage. On the client, the Tivoli Storage Manager for Space Management
program replaces the original file with a stub file that points to the original in
server storage. Files are recalled to the workstations when needed.

This process is also called hierarchical storage management (HSM). Once
configured, the process is transparent to the users. Files are migrated and
recalled automatically.

Policy determines when files are considered for automatic migration. On the
UNIX® systems that support the Tivoli Storage Manager for Space Management
program, policies determine whether files must be backed up to the server
before being migrated. Space management is also integrated with backup. If the
file to be backed up is already migrated to server storage, the file is backed up
from there.

[Figure 1 on page 7|shows how policy is part of the Tivoli Storage Manager process

for storing client data.
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Figure 1. How IBM Tivoli Storage Manager Controls Backup, Archive, and Migration
Processes

The steps in the process are as follows:

A client initiates a backup, archive, or migration operation. The file
involved in the operation is bound to a management class. The management
class is either the default or one specified for the file in client options (the
client’s include-exclude list).

ﬂ If the file is a candidate for backup, archive, or migration based on
information in the management class, the client sends the file and file
information to the server.

The server checks the management class that is bound to the file to
determine the destination, the name of the Tivoli Storage Manager storage pool
where the server initially stores the file. For backed-up and archived files,
destinations are assigned in the backup and archive copy groups, which are
within management classes. For space-managed files, destinations are assigned
in the management class itself.

The storage pool can be a group of disk volumes, tape volumes, or optical
volumes.

I The server stores the file in the storage pool that is identified as the storage
destination.

The Tivoli Storage Manager server saves information in its database about each
file that it backs up, archives, or migrates.

If you set up server storage in a hierarchy, Tivoli Storage Manager can later
migrate the file to a storage pool different from the one where the file was
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initially stored. For example, you may want to set up server storage so that
Tivoli Storage Manager migrates files from a disk storage pool to tape volumes
in a tape storage pool.

Files remain in server storage until they expire and expiration processing occurs, or
until they are deleted from server storage. A file expires because of criteria that are
set in policy. For example, the criteria include the number of versions allowed for a

file and the number of days that have elapsed since a file was deleted from the

client’s file system.

For information on assigning storage destinations in copy groups and management
classes, and on binding management classes to client files, see|Chapter 12

[“Implementing Policies for Client Data”, on page 297}

For information on managing the database, see [Chapter 18, “Managing the]

[Database and Recovery Log”, on page 419

For information about storage pools and storage pool volumes, see

[“Managing Storage Pools and Volumes”, on page 179)

Options for Data Protection

IBM Tivoli Storage Manager provides a variety of backup and archive operations,
allowing you to select the right protection for the situation. |Table 2| shows some

examples of the protection options.

Table 2. Examples of Meeting Your Goals with IBM Tivoli Storage Manager

For this goal...

Do this...

Back up files that are on a user’s
workstation, and have the ability to restore
individual files.

Use the backup-archive client to perform
incremental backups or selective backups.

Back up a file server, and have the ability to
restore individual files.

Use the backup-archive client to perform
incremental backups or selective backups.

If the file server is a network-attached
storage file server that is supported, you can
have the server use NDMP to perform image
backups. This support is available in the IBM
Tivoli Storage Manager Extended Edition
product.

Make restore media portable, or make
restores easier to perform remotely.

Use the backup-archive client to perform
incremental backups, and then generate
backup sets by using the Tivoli Storage
Manager server.

Provide the ability to more easily restore the
entire contents of a single logical volume,
instead of restoring individual files.

Use the backup-archive client to perform
logical volume backups (also called image
backups).

Set up records retention to meet legal or
other long-term storage needs.

Use the backup-archive client to occasionally
perform archiving. To ensure that the
archiving occurs at the required intervals, use
central scheduling.

Create an archive for a backup-archive client,
from data that is already stored for backup.

Use the backup-archive client to perform
incremental backups, and then generate a
backup set by using the Tivoli Storage
Manager server. This is also called instant
archive.
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Table 2. Examples of Meeting Your Goals with IBM Tivoli Storage Manager (continued)

For this goal...

Do this...

Provide the ability to restore data to a point
in time.

Use the backup-archive client to regularly
perform incremental backups (either
manually or automatically through
schedules). Then do one of the following:

* Set up policy to ensure that data is
preserved in server storage long enough to
rovide the required service level. See
“Setting Policy to Enable Point-in-Time]
Restore for Clients” on page 337 for details.

* Create backup sets for the backup-archive
client on a regular basis. Set the retention
time to provide the required service level.
See |“Creating and Using Client Backup]|
[Sets” on page 344] for details.

Save a set of files and directories before
making significant changes to them.

Use the backup-archive client to archive the
set of files and directories.

If this kind of protection is needed regularly,
consider creating backup sets from backup
data already stored for the client. Using
backup sets instead of frequent archive
operations can reduce the amount of
metadata that must be stored in the server’s
database.

Manage a set of related files, which are not
in the same file system, with the same
backup, restore, and server policies.

Use the backup group command on the
backup-archive client to create a logical
grouping of a set of files, which can be from
one or more physical file systems. The group
backup process creates a virtual file space in
server storage to manage the files, because
the files might not be from one file system
on the client. Actions such as policy binding,
migration, expiration, and export are applied
to the group as a whole. See Backup-Archive
Clients Installation and User’s Guide for details.

Back up data for an application that runs
continuously, such as a database application
(for example, DB2® or Oracle) or a mail
application (Lotus® Domino ™).

Use the appropriate application client. For
example, use Tivoli Storage Manager for Mail
to protect the Lotus Domino application.

Exploit disk hardware capable of data
snapshots.

Use the appropriate component in the Tivoli
Storage Manager for Hardware product, such
as Tivoli Storage Manager data protection for
IBM Enterprise Storage Server'~ for DB2.

Make backups transparent to end users.

Use the backup-archive client with centrally
scheduled backups that run during off-shift
hours. Monitor the schedule results.

Reduce the load on the LAN by moving
backup data over your SAN.

Use LAN-free data movement or, for
supported network-attached storage (NAS)
file servers, use NDMP operations.

Schedule the backups of client data to help enforce the data management policy
that you establish. If you schedule the backups, rather than rely on the clients to
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perform the backups, the policy that you establish is followed more consistently.
See [Chapter 14, “Scheduling Operations for Client Nodes”, on page 359

The standard backup method that Tivoli Storage Manager uses is called progressive
incremental backup. It is a unique and efficient method for backup. See|”Progressive|
[Incremental Backup Compared with Other Backup Types” on page 14|

[Table 3 on page 11| summarizes the client operations that are available. In all cases,
the server tracks the location of the backup data in its database. Policy that you set
determines how the backup data is managed.

10  1BM Tivoli Storage Manager for AIX: Administrator’s Guide
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Progressive Incremental Backup Compared with Other Backup
Types

IBM Tivoli Storage Manager has a unique, efficient method for its standard
backups, as well as a number of other methods that are summarized in
The standard method that Tivoli Storage Manager uses is progressive
incremental backup.

The terms differential and incremental are often used to describe backups. The terms
usually have the following meanings:

* A differential backup backs up files that have changed since the last full backup.

— If a file changes after the full backup, the changed file is backed up again by
every subsequent differential backup.

— All files are backed up at the next full backup.

* An incremental backup backs up only files that have changed since the last
backup, whether that backup was a full backup or another incremental backup.

— If a file changes after the full backup, the changed file is backed up only by
the next incremental backup, not by all subsequent incremental backups.

— If a file has not changed since the last backup, the file is not backed up.

Tivoli Storage Manager takes incremental backup one step further. After the initial
full backup of a client, no additional full backups are necessary because the server,
using its database, keeps track of whether files need to be backed up. Only files
that change are backed up, and then entire files are backed up, so that the server
does not need to reference base versions of the files. This means savings in
resources, including the network and storage.

If you choose, you can force full backup by using the selective backup function of
a client in addition to the incremental backup function. You can also choose to use
adaptive subfile backup, in which the server stores the base file (the complete
initial backup of the file) and subsequent subfiles (the changed parts) that depend
on the base file.

Additional Protection: Storage Pool and Server Database

Backups

Built into the server are additional levels of protection for client data:

* You can back up storage pools. The data is backed up to copy storage pools,
which the server can automatically access if needed to retrieve a file. See
[“Storage Pool Protection: An Overview” on page 542|

* You can back up the server’s database. The database is key to the server’s ability
to track client data in server storage. See [‘Database and Recovery Log]
[Protection: An Overview” on page 543}

These backups can become part of a disaster recovery plan, created automatically
bi disaster recovery manager. See|Chapter 23, “Using Disaster Recovery Manager” )

on page 589

How Data Moves to Server Storage

The Tivoli Storage Manager client traditionally sends its data to the server over the
LAN. The server then transfers the data to a device that is attached to the server.
With the advent of SAN and network-attached storage, however, Tivoli Storage
Manager offers options that enable you to minimize use of the LAN and the use of
the computing resources of both the client and the server.
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LAN-free data movement allows storage agents that are installed on client nodes
to move data without sending the data over the LAN to the server. See[“LAN-Free
[Data Movement” on page 42}

For network-attached storage, use NDMP operations to avoid data movement over
the LAN. See ['NDMP Backup Operations” on page 45|

Consolidating Backed-up Data for Clients

By grouping the backed-up data for a client, you can minimize the number of
media mounts required for client recovery. The server offers you methods for
doing this:

Collocation
The server can keep each client’s files on a minimal number of volumes within
a storage pool. Because client files are consolidated, restoring collocated files
requires fewer media mounts. However, backing up files from different clients
requires more mounts.

You can have the server collocate client data when the data is initially stored in
server storage. If you have a storage hierarchy, you can also have the data
collocated when the server migrates the data from the initial storage pool to the
next storage pool in the storage hierarchy.

Another choice you have is the level of collocation. You can collocate by client
or by file space per client. Your selection depends on the size of the file spaces
being stored and the restore requirements.

See [“Keeping a Client’s Files Together: Collocation” on page 208}

Backup set creation
You can generate a backup set for each backup-archive client. A backup set
contains all active backed-up files that currently exist for that client in server
storage. The process is also called instant archive.

The backup set is portable and is retained for the time that you specify.
Creation of the backup set consumes more media because it is a copy in
addition to the backups that are already stored.

See [“Creating and Using Client Backup Sets” on page 344}

Moving data for a client node
You can consolidate data for a client node by moving the data within server
storage. You can move it to a different storage pool, or to other volumes in the
same storage pool.

See [“Moving Data for a Client Node” on page 241}

How the Server Manages Storage

Through the server, you manage its storage — the devices and media used to store
client data. The server integrates the management of storage with the policies that
you define for managing client data.

IBM Tivoli Storage Manager Device Support

Tivoli Storage Manager supports the use of a variety of devices for server storage.
Tivoli Storage Manager can use direct-attached storage as well as network-attached
storage. See the current list on the IBM Tivoli Storage Manager Web site at
www.ibm.com/software/sysmemt/products /|
support/IBMTivoliStorageManager.html|
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Tivoli Storage Manager represents physical storage devices and media with the
following administrator-defined objects:

Library
A library is one or more drives (and possibly robotic devices) with similar
media mounting requirements.

Drive
Each drive represents a drive mechanism in a tape or optical device.

Data mover
A data mover represents a device that accepts requests from Tivoli Storage
Manager to transfer data on behalf of the server. Data movers transfer data
between storage devices.

Path
A path represents how a source accesses a destination. For example, the source
can be a server, and the destination can be a tape drive. A path defines the
one-to-one relationship between a source and a destination. Data may flow
from the source to the destination, and back.

Device class
Each device is associated with a device class that specifies the device type and
how the device manages its media.

Storage pools and volumes
A storage pool is a named collection of volumes that have the same media
type. A storage pool is associated with a device class. For example, an LTO tape
storage pool contains only LTO tape volumes. A storage pool volume is
associated with a specific storage pool.

For details about device concepts, see [Chapter 2, “Introducing Storage Devices”, on|

Migrating Data through the Storage Hierarchy

You can organize the server’s storage pools into one or more hierarchical
structures. This storage hierarchy allows flexibility in a number of ways. For
example, you can set policy to have clients send their backup data to disks for
faster backup operations, then later have the server automatically migrate the data
to tape.

See [‘Overview: The Storage Pool Hierarchy” on page 194

Removing Expired Data

Policy that you define controls when client data automatically expires from the
Tivoli Storage Manager server. The expiration process is how the server
implements the policy.

For example, you have a backup policy that specifies that three versions of a file be
kept. File A is created on the client, and backed up. Over time, the user changes
file A, and three versions of the file are backed up to the server. Then the user
changes file A again. When the next incremental backup occurs, a fourth version of
file A is stored, and the oldest of the four versions is eligible for expiration.

To remove data that is eligible for expiration, a server expiration process marks
data as expired and deletes metadata for the expired data from the database. The
space occupied by the expired data is then available for new data.
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You control the frequency of the expiration process by using a server option, or
you can start the expiration processing by command or scheduled command.

See ["Running Expiration Processing to Delete Expired Files” on page 330|

Reclaiming Media for Reuse

As server policies automatically expire data, the media where the data is stored
accumulates unused space. Other products might require you to implement a tape
rotation scheme that allows you to reuse the media only when all data on the
media has expired. The Tivoli Storage Manager server implements a different
process, called reclamation, that allows you to reuse media without traditional tape
rotation.

Reclamation is a server process that automatically defragments media by
consolidating unexpired data onto other media when the free space on media
reaches a defined level. The reclaimed media can then be used again by the server.
Reclaiming media allows the automated circulation of media through the storage
management process. Use of reclamation can help minimize the number of media
that you need to have available.

Configuring and Maintaining the Server

The server comes with many defaults set so that clients can begin using its services
immediately. The amount and importance of the data protected by Tivoli Storage
Manager, your business process requirements, and other factors make it likely that
you need to adjust and customize the server’s behavior. Your changing storage
needs and client requirements can mean on-going configuration changes and
monitoring.

The server’s capabilities are extensively described in this guide. To get an
introduction to the tasks available to an administrator of Tivoli Storage Manager,
read the following sections:

|”Interfaces to IBM Tivoli Storage Manager"l

|“Configuring and Managing Server Storage” on page 18|

|”Managing Client Operations” on page 21|

[“Maintaining the Server” on page 25|

[“Protecting the Server” on page 27

Interfaces to IBM Tivoli Storage Manager

Tivoli Storage Manager has the following types of interfaces:
* Graphical user interfaces.

For the clients, there are graphical user interfaces for the backup-archive client
and the space manager client (if installed, on supported operating systems). For
information about using the interfaces, see the online information or see Quick
Start.

* Web interfaces for server administration and for the backup-archive client.

The administrative Web interface allows you to access Tivoli Storage Manager
server functions from any workstation with a Web browser that has the
appropriate support for Java . The interface also allows Web access to the
command line. See Quick Start for information about the administrative Web
interface.
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The Web backup-archive client (Web client) allows an authorized user to
remotely access a client to run backup, archive, restore, and retrieve processes.
The Web browser must have the appropriate support for Java. See Backup-Archive
Clients Installation and User’s Guide for requirements.

¢ The command-line interface.

For information about using the command-line interface of the administrative
client, see Administrator’s Reference. For information about using the
command-line interface of the backup-archive client or other clients, see the
user’s guide for that client.

* The application program interface.

For more information, see IBM Tivoli Storage Manager Using the Application
Program Interface.

* Access to information in the server’s database via standard SQL SELECT
statements. For reporting purposes, the Tivoli Storage Manager product also
provides an ODBC driver. The driver allows you to use a spreadsheet or
database program to query the server database for information. See |”Using SQLl
[to Query the IBM Tivoli Storage Manager Database” on page 444]

Customizing the Server with the Server Options File

Server options allow you to customize the server and its operations. Some
examples of what these options affect are:

e Server communications
 Storage
* Database and recovery log operations

* Client transaction performance

Server options are in the server options file. Some options can be changed and
made active immediately by using the command, SETOPT. Most server options are
changed by editing the server options file and then halting and restarting the
server to make the changes active. In this book, specific server options are
discussed where they are applicable. See Administrator’s Reference for details about
the server options file and reference information for all server options.

Configuring and Managing Server Storage

Configuring and managing storage for efficiency and capacity are important tasks
for an administrator.

The server uses its storage for the data it manages for clients. The storage can be a
combination of devices:

* Disk

 Tape drives that are either manually operated or automated
* Optical drives

* Other drives that use removable media

The devices can be locally attached, or accessible through a SAN. Key decisions in
configuring and managing the storage include:

* Selecting the devices and media that will form the server storage. This includes
deciding whether library devices will be shared among Tivoli Storage Manager
servers.

* Designing the storage hierarchy for efficient backups and optimal storage usage
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* Using product features that allow the server to provide services to clients while
minimizing traffic on the communications network:

— LAN-free data movement

— Data movement using NDMP to protect data on network-attached storage
(NAS) file servers
* Using the Tivoli Storage Manager product to help you to manage the drives and
media, or using an external media manager to do the management outside of
the Tivoli Storage Manager product.

For an introduction to key storage concepts, see [Chapter 2, “Introducing Storagd
[Devices”, on page 31|

Using Hard Disk Devices with IBM Tivoli Storage Manager

Hard disk devices can be used with Tivoli Storage Manager for two purposes:
 Storage of the database and recovery log
* Storage of client data that is backed up, archived, or migrated from client nodes

The server can store data on hard disk by using random access volumes (device
type of DISK) or sequential access volumes (device type of FILE).

The Tivoli Storage Manager product allows you to exploit disk storage in ways
that other products do not. You can have multiple client nodes back up to the
same disk storage pool at the same time, and still keep the data for the different
client nodes separate. Other products also allow you to back up different systems
at the same time, but only by interleaving the data for the systems, leading to
slower restore processes.

If you have enough disk storage space, data can remain on disk permanently or
temporarily, depending on the amount of disk storage space that you have. Restore
process performance from disk can be very fast compared to tape.

You can have the server later move the data from disk to tape; this is called
migration through the storage hierarchy. Other advantages to this later move to
tape include:

* Ability to collocate data for clients as the data is moved to tape
 Streaming operation of tape drives, leading to better tape drive performance

* More efficient use of tape drives by spreading out the times when the drives are
in use

For information about setting up storage pools on disk devices, see|Chapter 3,
|”Using Magnetic Disk Devices”, on page 53] For information about setting up a
storage hierarchy, see [‘Overview: The Storage Pool Hierarchy” on page 194

Using Removable Media Devices with IBM Tivoli Storage

Manager
Removable media devices can be used with Tivoli Storage Manager for the

following purposes:

+ Storage of client data that is backed up, archived, or migrated from client nodes
* Storage of database backups

* The exporting of data, to move the data to another server

Attaching and Configuring Devices: For information about configuring your
removable media devices, see |Chapter 4, “Attaching Devices to the Server System”
[on page 59 and |Chapter 5, “Configuring Storage Devices”, on page 69
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Classifying Devices by Device Type: A device class represents a set of storage
devices with similar availability, performance, and storage characteristics. You must
define device classes for the drives available to the Tivoli Storage Manager server.
You specify a device class when you define a storage pool so that the storage pool
is associated with drives.

For more information about defining device classes, see [Chapter 8, “Defining]|
[Device Classes”, on page 163

Managing Removable Media Operations: Routine removable media operations
including the following:

* Preparing media for use

* Controlling media reuse

* Ensuring that sufficient media are available

* Mounting volumes in response to server requests, for manually operated drives
* Managing libraries and drives

For information about removable media operations, see [Chapter 7, “Managing]
[Removable Media Operations”, on page 133|

Managing Storage Pools and Volumes

Backed-up, archived, and space-managed files are stored in groups of volumes that
are called storage pools. Because each storage pool is assigned to a device class,
you can logically group your storage devices to meet your storage management
needs.

You can establish a hierarchy of storage pools. The hierarchy may be based on the
speed or the cost of the devices associated with the pools. Tivoli Storage Manager
migrates client files through this hierarchy to ensure the most efficient use of a
server’s storage devices.

The following are other examples of what you can control for a storage pool:

Collocation
The server can keep each client’s files on a minimal number of volumes within
a storage pool. Because client files are consolidated, restoring collocated files
requires fewer media mounts. However, backing up files from different clients
requires more mounts.

Reclamation
Files on sequential access volumes may expire, move, or be deleted. The
reclamation process consolidates the active, unexpired data on many volumes
onto fewer volumes. The original volumes can then be reused for new data,
making more efficient use of media.

Storage pool backup
The data on primary storage pools can be backed up to copy storage pools for
disaster recovery purposes. Backup to copy storage pools can occur
simultaneously as client data is written to the primary storage pool.

Cache
When the server migrates files from disk storage pools, duplicate copies of the
files can remain in cache (disk storage) for faster retrieval. Cached files are
deleted only when space is needed. However, client backup operations that use
the disk storage pool may have poorer performance.
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You manage storage volumes by defining, updating, and deleting volumes, and by
monitoring the use of server storage. You can also move files within and across
storage pools to optimize the use of server storage.

For more information about storage pools and volumes and taking advantage of
storage pool features, see |Chapter 9, “Managing Storage Pools and Volumes”, on|
|- ge 179

Using HACMP for Server Availability

IBM High Availability Cluster Multi-Processing for AIX (HACMP) detects system
failures and manages failover to a recovery processor with a minimal loss of
end-user time. You can set up a Tivoli Storage Manager server on a system in an
HACMP cluster so that, if the system fails, the Tivoli Storage Manager server will
be brought back up on another system in the cluster. In both failover and fallback,
it appears that the Tivoli Storage Manager server has crashed or halted and was
then restarted. Any transactions that were in progress at the time of the failover or
fallback are rolled back, and all completed transactions are still complete. Tivoli
Storage Manager clients see this as a communications failure and try to reestablish
their connections. See Quick Start for details.

Managing Client Operations

Because the key task of the server is to provide services to clients, many of the
server administrator’s tasks deal with client operations. Tasks include the
following:

* Registering clients and customizing client operations

* Ensuring that client operations meet security requirements
* Providing required levels of service by customizing policies
* Automating protection by using schedules

Managing Client Nodes

A very basic administrative task is adding client nodes, giving the systems that the
nodes represent access to the services and resources of the Tivoli Storage Manager
server. The Tivoli Storage Manager server supports a variety of client nodes. You
can register the following types of clients and servers as client nodes:

* Tivoli Storage Manager backup-archive client

* Application clients that provide data protection through one of the following
products: Tivoli Storage Manager for Application Servers, Tivoli Storage
Manager for Databases, Tivoli Storage Manager for Enterprise Resource
Planning, or Tivoli Storage Manager for Mail.

* Tivoli Storage Manager for Space Management client (called space manager
client or HSM client)

* A NAS file server for which the Tivoli Storage Manager server uses NDMP for
backup and restore operations

* Tivoli Storage Manager source server (registered as a node on a target server)

When you register clients, you have choices to make about the following:

* Whether the client should compress files before sending them to the server for
backup

* Whether the client node ID has the authority to delete its files from server
storage

* Whether an administrator ID that matches the client ID is created, for remote
client operations
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For more information, see [Chapter 10, “Adding Client Nodes”, on page 251 and
[Chapter 11, “Managing Client Nodes”, on page 261}

Other important tasks include the following:

Controlling client options from the server
Client options on client systems allow users to customize backup, archive, and
space management operations, as well as schedules for these operations. On
most client systems, the options are in a file called dsm.opt. In some cases, you
may need or want to provide the clients with options to use. To help users get
started, or to control what users back up, you can define sets of client options
for clients to use. Client options sets are defined in the server database and are
used by the clients that you designate.

Among the options that can be in a client option set are the include and
exclude options. These options control which files are considered for the client
operations.

For more information, see [Chapter 11, “Managing Client Nodes”, on page 261|

Allowing subfile backups
For mobile and remote users, you want to minimize the data sent over the
network, as well as the time that they are connected to the network. You can
set the server to allow a client node to back up changed portions of files that
have been previously backed up, rather than entire files. The portion of the file
that is backed up is called a subfile.

For more information, see [Chapter 13, “Managing Data for Client Nodes”, on|

Creating backup sets for client nodes
You can perform an instant archive for a client by creating a backup set. A
backup set copies a client node’s active, backed-up files from server storage
onto sequential media. If the sequential media can be read by a device available
to the client system, you can restore the backup set directly to the client system
without using the network. The server tracks backup sets that you create and
retains the backup sets for the time you specity.

For more information, see [Chapter 13, “Managing Data for Client Nodes”, onl|

Managing Security

Tivoli Storage Manager includes security features for user registration and
passwords. Also included are features that can help ensure security when clients
connect to the server across a firewall.

Registration for clients can be closed or open. With closed registration, a user with
administrator authority must register all clients. With open registration, clients can
register themselves at first contact with the server. See [“Registering Nodes with the
Server” on page 252}

You can ensure that only authorized administrators and client nodes are
communicating with the server by requiring the use of passwords. You can also set
the following requirements for passwords:

* Number of characters in a password.

* Expiration time.

* A limit on the number of consecutive, invalid password attempts. When the

client exceeds the limit, Tivoli Storage Manager locks the client node from access
to the server.
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See ["Managing Passwords and Login Procedures” on page 294}

You can control the authority of administrators. An organization may name a
single administrator or may distribute the workload among a number of
administrators and grant them different levels of authority. For details, see
[“Managing Levels of Administrative Authority” on page 293

For better security when clients connect across a firewall, you can control whether
clients can initiate contact with the server for scheduled operations. See Quick Start
for details.

For additional ways to manage security, see ["Managing IBM Tivoli Storage]
Manager Security” on page 288

Implementing Policies for Client Data
As the administrator, you define the rules for client backup, archive, and migration

operations, based on user or business requirements. The rules are called policies.
Policies identify:

* The criteria for backup, archive, and migration of client data

* Where the client data is initially stored

* How the data is managed by the server (how many backup versions are kept,
for how long)

In Tivoli Storage Manager, you define policies by defining policy domains, policy
sets, management classes, and backup and archive copy groups. When you install
Tivoli Storage Manager, you have a default policy that consists of a single policy
domain named STANDARD.

The default policy provides basic backup protection for end-user workstations. To
provide different levels of service for different clients, you can add to the default
policy or create new policy. For example, because of business needs, file servers are
likely to require a policy different from policy for users” workstations. Protecting
data for applications such as Lotus Domino also may require a unique policy.

For more information about the default policy and establishing and managing new
policies, see [Chapter 12, “Implementing Policies for Client Data”, on page 297]

Scheduling Client Operations

Scheduling client operations can mean better protection for data, because
operations can occur consistently without user intervention. Scheduling also can
mean better utilization of resources such as the network. Client backups that are
scheduled at times of lower usage can minimize the impact on user operations on
a network.

You can automate operations for clients by using schedules. Tivoli Storage
Manager provides a central scheduling facility. You can also use operating system

utilities or other scheduling tools to schedule Tivoli Storage Manager operations.

With Tivoli Storage Manager schedules, you can perform the operations for a client
immediately or schedule the operations to occur at regular intervals.

The key objects that interact are:
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Include-exclude options on each client
The include-exclude options determines which files are backed up, archived, or
space-managed, and determines management classes, encryption, and type of
backup for files.

The client can specify a management class for a file or group of files, or can use
the default management class for the policy domain. The client specifies a
management class by using an INCLUDE option in the client’s include-exclude
list or file. You can have central control of client options such as INCLUDE and
EXCLUDE by defining client option sets on the server. When you register a
client, you can specify a client option set for that client to use. See

[Client Option Files” on page 280| for details.

Association defined between client and schedule
Associations determine which schedules are run for a client.

Clients are assigned to a policy domain when they are registered. To automate
client operations, you define schedules for a domain. Then you define
associations between schedules and clients in the same domain.

Schedule
The schedule determines when a client operation automatically occurs.

Schedules that can automate client operations are associated with a policy
domain.

The scheduled client operations are called events. The Tivoli Storage Manager
server stores information about events in its database. For example, you can
query the server to determine which scheduled events completed successfully
and which failed.

Management class
The management class determines where client files are initially stored and
how they are managed.

The management class contains information that determines how Tivoli Storage
Manager handles files that clients backup, archive, or migrate. For example, the
management class contains the backup copy group and the archive copy group.
Each copy group points to a destination, a storage pool where files are first
stored when they are backed up or archived.

For a schedule to work on a particular client, the client machine must be turned
on. The client either must be running the client scheduler or must allow the client
acceptor daemon to start the scheduler when needed.

Learn more by reading these sections:

e For how to set up policy domains and management classes, see|Chapter 12
[“Implementing Policies for Client Data”, on page 297

+ For how to automate client operations, see [Chapter 14, “Scheduling Operations|
[for Client Nodes”, on page 359}

* For how to set up an include-exclude list for clients, see [“Getting Users Started”]
on pag 0

* For how to run the scheduler on a client system, see the user’s guide for the
client.

After you have created schedules, you manage and coordinate those schedules.
Your tasks include the following:

* Verify that the schedules ran successfully.
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¢ Determine how long Tivoli Storage Manager retains information about schedule
results (event records) in the database.

* Balance the workload on the server so that all scheduled operations complete.

For more information about these tasks, see [Chapter 15, “Managing Schedules for]
(Client Nodes”, on page 367]

Maintaining the Server
To keep the server running well, you have access to these tasks:
* Managing server operations, such as controlling client access to the server
* Automating repetitive administrative tasks
* Monitoring and adjusting space for the database and the recovery log
* Monitoring the status of the server, server storage, and clients

If you manage more than one server, you can ensure that the multiple servers are
consistently managed by using the enterprise management functions of Tivoli
Storage Manager. You can set up one server as the configuration manager and
have other servers obtain configuration information from it.

Managing Server Operations
There are a variety of tasks associated with managing server operations:

 Start and stop the server.
* Allow and suspend client sessions with the server.

* Query, cancel, and preempt server processes such as backing up the server
database.

* Customize server options.

See [“Licensing IBM Tivoli Storage Manager” on page 383 For suggestions about
the day-to-day tasks required to administer the server, see [Chapter 16, “Managing]
[Server Operations”, on page 383|

Other tasks that are needed less frequently include:
* Maintain compliance with the license agreement.
* Move the server.

Automating Server Operations

Repetitive, manual tasks associated with managing the server can be automated
through Tivoli Storage Manager schedules and scripts. Using schedules and scripts
can minimize the daily tasks for administrators.

You can define schedules for the automatic processing of most administrative
commands. For example, a schedule can run the command to back up the server’s
database every day.

Tivoli Storage Manager server scripts allow you to combine administrative
commands with return code checking and processing. The server comes with
scripts that you can use to do routine tasks, or you can define your own. The
scripts typically combine several administrative commands with return code
checking, or run a complex SQL SELECT command. Scripts can also be scheduled.

For more information about automating Tivoli Storage Manager operations, see
(Chapter 17, “Automating Server Operations”, on page 401}
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Managing the Database and Recovery Log

The Tivoli Storage Manager database contains information about registered client
nodes, policies, schedules, and the client data in storage pools. The information
about the client data, also called metadata, includes the file name, file size, file
owner, management class, copy group, and location of the file in server storage.
The database is key to the operation of the server.

The server records changes made to the database (database transactions) in its
recovery log. The recovery log is used to maintain the database in a transactionally
consistent state, and to maintain consistency across server start-up operations.

You can tune database and recovery log performance automatically or manually.
You can set up triggers so that additional space is automatically added to the
database and recovery log as needed.

For more information about the Tivoli Storage Manager database and recovery log
and about the tasks associated with them, see [Chapter 18, “Managing the Database|
land Recovery Log”, on page 419|

Monitoring the IBM Tivoli Storage Manager Server

Tivoli Storage Manager provides you with many sources of information about
server and client status and activity, the state of the server’s database and storage,
and resource usage. By monitoring selected information, you can provide reliable
services to users while making the best use of available resources. Daily checks of
some indicators are suggested.

You can use Tivoli Storage Manager queries and SQL queries to get information
about the server. An ODBC interface is available.

You can set up automatic logging of information about Tivoli Storage Manager
clients and server events.

See the following sections for more information about these tasks.

« |Chapter 19, “Monitoring the IBM Tivoli Storage Manager Server”, on page 439
+ |[“Using SQL to Query the IBM Tivoli Storage Manager Database” on page 444|
* [“Logging IBM Tivoli Storage Manager Events to Receivers” on page 451|

* |“Daily Monitoring Scenario” on page 466|

Working with a Network of IBM Tivoli Storage Manager Servers
You may have a number of Tivoli Storage Manager servers in your network, at the
same or different locations. Some examples of different configurations are:

* Your users are scattered across many locations, so you have located Tivoli
Storage Manager servers close to the users to manage network bandwidth
limitations.

* You have set up multiple servers to provide services to different organizations at
one location.

* You have multiple servers on your network to make disaster recovery easier.

Servers connected to a network can be centrally managed. Tivoli Storage Manager
provides functions to help you configure, manage, and monitor the servers. An
administrator working at one Tivoli Storage Manager server can work with servers
at other locations around the world.
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When you have a network of Tivoli Storage Manager servers, you can simplify
configuration and management of the servers by using enterprise administration
functions. You can do the following:

* Designate one server as a configuration manager that distributes configuration
information such as policy to other servers. See[“Setting Up an Enterprise]
[Configuration” on page 479|

* Route commands to multiple servers while logged on to one server. See
[“Routing Commands” on page 501}

* Log events such as error messages to one server. This allows you to monitor
many servers and clients from a single server. See [“Enterprise Event Logging|
[Logging Events to Another Server” on page 461}

* Store data for one Tivoli Storage Manager server in the storage of another Tivoli
Storage Manager server. The storage is called server-to-server virtual volumes.
See [“Using Virtual Volumes to Store Data on Another Server” on page 505 for
details.

 Share an automated library among Tivoli Storage Manager servers. See
[on a Storage Area Network” on page 41|

* Store a recovery plan file for one server on another server, when using disaster
recovery manager. You can also back up the server database and storage pools to
another server. See [Chapter 23, “Using Disaster Recovery Manager”, on page 589
for details.

Exporting and Importing Data

As conditions change, you can move data from one server to another by using
export and import processes. For example, you may need to balance workload
among servers by moving client nodes from one server to another. The following
methods are available:

* You can export part or all of a server’s data to sequential media, such as tape or
a file on hard disk. You can then take the media to another server and import
the data to that server

* You can export part or all of a server’s data and import the data directly to
another server, if server-to-server communications are set up.

For more information about moving data between servers, see [Chapter 21
[“Exporting and Importing Data”, on page 513|

Protecting the Server

Because the server is protecting client data, it is important to protect the server
itself.

Tivoli Storage Manager provides a number of ways to protect and recover your
server from media failure or from the loss of the Tivoli Storage Manager database
or storage pools. Recovery is based on the following preventive measures:

* Mirroring, by which the server maintains one or more copies of the database or

the recovery log, allowing the system to continue when one of the mirrored
disks fails

* Periodic backup of the database
* Periodic backup of the storage pools

* Audit of storage pools for damaged files, and recovery of damaged files when
necessary

* Backup of the device configuration and volume history files
* Validation of the data in storage pools, using cyclic redundancy checking
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For information about protecting the server with these measures, see [Chapter 22,
[‘Protecting and Recovering Your Server”, on page 541}

In addition to taking these actions, you can prepare a disaster recovery plan to
guide you through the recovery process by using the disaster recovery manager,
which is available with Tivoli Storage Manager Extended Edition. The disaster
recovery manager (DRM) assists you in the automatic preparation of a disaster
recovery plan. You can use the disaster recovery plan as a guide for disaster
recovery as well as for audit purposes to certify the recoverability of the Tivoli
Storage Manager server.

The disaster recovery methods of DRM are based on taking the following
measures:

* Sending server backup volumes offsite or to another Tivoli Storage Manager
server

* Creating the disaster recovery plan file for the Tivoli Storage Manager server
* Storing client machine information

* Defining and tracking client recovery media

For more information about protecting your server and for details about recovering
from a disaster, see|Chapter 22, “Protecting and Recovering Your Server”, on|

lpage 541]
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Part 2. Configuring and Managing Server Storage
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Chapter 2. Introducing Storage Devices

This chapter introduces key concepts that you must be familiar with to work with
Tivoli Storage Manager storage devices. It also describes what you will find in the
storage device chapters.

[“IBM Tivoli Storage Manager Storage Devices” on page 32|

[“IBM Tivoli Storage Manager Storage Objects” on page 32|

[“IBM Tivoli Storage Manager Volumes” on page 3§

[“Planning for Server Storage” on page 39

|“Selecting a Device Configuration” on page 40

[“How IBM Tivoli Storage Manager Mounts and Dismounts Removable Media” on page 4§

[“How IBM Tivoli Storage Manager Uses and Reuses Removable Media” on page 47

[“Configuring Devices” on page 50|

How to Use the Server Storage Chapters

If you are new to Tivoli Storage Manager, you should begin by familiarizing
yourself with the concepts presented in this chapter. The other chapters in this part
of the book will help you to do the following:

Goal Chapter

Configure and manage magnetic disk [Chapter 3, “Using Magnetic Disk Devices”,
devices, which Tivoli Storage Manager uses  [on page 53|

to store client data, the database, database

backups, recovery log, and export data.

Physically attach storage devices to your Chapter 4, “Attaching Devices to the Server|
system and to install and configure the System”, on page 59
required device drivers.

Configure devices to use with Tivoli Storage [Chapter 5, “Configuring Storage Devices” |
Manager, and to see detailed scenarios of |0n page 69|
representative device configurations.

Plan, configure, and manage an environment [Chapter 6, “Using NDMP for Operationd
for NDMP operations with NAS File Servers”, on page 111|

Perform routine operations such as labeling |Chapter 7, “Managing Removable Medial
volumes, checking volumes into automated |Operations”, on page 133

libraries, and maintaining storage volumes
and devices.

Define and manage device classes. Chapter 8, “Defining Device Classes”, on|
[page 16§|
Understand storage pool and storage Chapter 9, “Managing Storage Pools and]

volume concepts, and to define and manage [Volumes”, on page 179)
storage pools and storage volumes.
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IBM Tivoli Storage Manager Storage Devices

Tivoli Storage Manager devices may be real physical devices, such as disk drives
or tape drives, or logical devices, such as files on a disk or storage on another
server. See the following sections for details:

. ”Libraries”l

* |“Drives” on page 34

» [“Files on Disk as Sequential Volumes (FILE)” on page 35|

* [“Sequential Volumes on Another IBM Tivoli Storage Manager Server (SERVER)”|
fon page 35|

* |“Disk Devices” on page 35

* |“Data Movers” on page 37

For a summary, seeTable 5 on page 50} For details about specific devices that are
supported, visit the IBM Tivoli Storage Manager Web site at this address

www.ibm.com /software/sysmegmt/products/|

support/IBMTivoliStorageManager.htmi|

IBM Tivoli Storage Manager Storage Objects

32

The Tivoli Storage Manager devices and media are represented by objects that you
define and that are stored in the database. The objects contain information about
the devices and media. You can query, update, and delete the objects. The storage
objects are:

e Library

* Dirive

* Device class

* Storage pool

* Storage pool volume
* Data mover

* Path

e Server

The following sections describe these objects.

Libraries

A physical library is a collection of one or more drives that share similar media
mounting requirements. That is, the drive may be mounted by an operator or by
an automated mounting mechanism. A library object definition specifies the library
type (for example, SCSI or 349X) and other characteristics associated with the
library type (for example, the category numbers used by an IBM 3494 library for
private and scratch volumes).

Tivoli Storage Manager supports a variety of library types described in the
following sections.

Shared Libraries

Shared libraries are logical libraries that are represented physically by SCSI or 349X
libraries. The physcial SCSI or 349X library is controlled by the Tivoli Storage
Manager server configured as a library manager. Tivoli Storage Manager servers
using the SHARED library type are library clients to the library manager server.
Shared libraries reference a library manager.
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ACSLS Libraries

An ACSLS library is a type of external library that is controlled by the StorageTek
software, Automated Cartridge System Library Software (ACSLS). The server can
act as a client application to the ACSLS software to use the drives.

The ACSLS library is a collection of drives managed by the StorageTek ACSLS
media management software. The StorageTek software performs the following
functions

* Volume mounts (specific and scratch)
¢ Volume dismounts
* Freeing of library volumes (return to scratch)

The ACSLS software selects selects the appropriate drive for media access
operations. You do not define the drives, check in media, or label the volumes in
an external library.

For additional information regarding ACSLS libraries, refer to the StorageTek
documentation.

Manual Libraries

In a manual library, an operator mounts the volumes. You cannot combine drives
of different types or formats, such as Digital Linear Tape (DLT) and 8mm, in a
single manual library. A separate manual library would have to be created for each
device type.

When the server determines that a volume must be mounted on a drive in a
manual library, the server issues mount request messages that prompt an operator
to mount the volume. The server sends these messages to the server console and to
administrative clients that were started by using the special mount mode or console
mode parameter.

For help on configuring a manual library, see [Chapter 5, “Configuring Storage]
[Devices”, on page 69 For information on how to monitor mount messages for a
manual library, see [“Mount Operations for Manual Libraries” on page 150}

SCSI Libraries

A SCSI library is controlled through a SCSI interface, attached either directly to the
server’s host via SCSI cabling or by a storage area network. A robot or other
mechanism automatically handles volume mounts and dismounts. The drives in a
SCSI library may be of different types. A SCSI library may contain drives of mixed
technologies, for example LTO Ultrium and DLT drives.

Some examples of this library type are:
* The StorageTek L700 library
* The IBM 3590 tape device, with its Automatic Cartridge Facility (ACF)

Note: The IBM 3494 Tape Library Dataserver, although it has a SCSI interface, is
defined as a 349X library type.

For help on configuring a SCSI library, see [Chapter 5, “Configuring Storage|
[Devices”, on page 69,

349X Libraries
A 349X library is a collection of drives in an IBM 3494. Volume mounts and
demounts are handled automatically by the library. A 349X library has one or more
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library management control points (LMCP) that the server uses to mount and
dismount volumes in a drive. Each LMCP provides an independent interface to the
robot mechanism in the library.

The drives in a 3494 library can be all of the same type (IBM 3490 or 3590) or a
mix of both types. For help on configuring a 349X library, see
[“Configuring Storage Devices”, on page 69|

External Libraries
An external library is a collection of drives managed by an external media

management system that is not part of Tivoli Storage Manager. The server provides
an interface that allows external media management systems to operate with the
server. The external media management system performs the following functions:

* Volume mounts (specific and scratch)
* Volume dismounts
* Freeing of library volumes (return to scratch)

The external media manager selects the appropriate drive for media access
operations. You do not define the drives, check in media, or label the volumes in
an external library.

An external library allows flexibility in grouping drives into libraries and storage
pools. The library may have one drive, a collection of drives, or even a part of an
automated library.

An ACSLS or LibraryStation controlled StorageTek library used in conjunction with
an external library manager (ELM) like Gresham’s EDT-DistribuTAPE is a type of
external library.

For a definition of the interface that Tivoli Storage Manager provides to the
external media management system, see |Appendix A, “External Medial
[Management Interface Description”, on page 643|

Each drive mechanism within a device that uses removable media is represented
by a drive object. For devices with multiple drives, including automated libraries,
each drive is separately defined and must be associated with a library. Drive
definitions can include such information as the element address (for drives in SCSI
libraries), how often the drive is cleaned (for tape drives), and whether or not the
drive is online.

Tivoli Storage Manager drives include tape and optical drives that can stand alone
or that can be part of an automated library. Supported removable media drives
also include removable file devices such as re-writable CDs.

Device Class

Each device defined to Tivoli Storage Manager is associated with one device class.
That device class specifies a device type and media management information, such
as recording format, estimated capacity, and labeling prefixes. A device class for a
tape or optical drive must also specify a library.

A device type identifies a device as a member of a group of devices that share
similar media characteristics. For example, the 8MM device type applies to Smm
tape drives. Device types include a variety of removable media types and also
FILE and SERVER.
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Disk Devices
Magnetic disk devices are the only random access devices. All disk devices share
the same device type and predefined device class: DISK.

Removable Media

Tivoli Storage Manager provides a set of specified removable media device types,
such as 8MM for 8mm tape devices, or REMOVABLEFILE for Jaz or Zip drives.
The GENERICTAPE device type is provided to support certain devices that do not
use the Tivoli Storage Manager device driver. See [Chapter 8, “Defining Device]
Classes”, on page 163 and Administrator’s Reference for more information about
supported removable media device types.

Files on Disk as Sequential Volumes (FILE)

This device type allows you to create sequential volumes by creating files on disk
storage. To the server, these files have the characteristics of a tape volume. The
FILE device type does not require you to define library or drive objects; only a
device class is required.

You can use FILE volumes as a way to use disk storage without having to define
volumes. FILE volumes can also be useful when transferring data for purposes
such as electronic vaulting. For more information about using FILE volumes see
[“Configuring FILE Sequential Volumes on Disk Devices” on page 54

Sequential Volumes on Another IBM Tivoli Storage Manager
Server (SERVER)

This device type allows you to create volumes for one Tivoli Storage Manager
server that exist as archived files in the storage hierarchy of another server. These
virtual volumes have the characteristics of sequential access volumes such as tape.
You must define a device class and a target server. No library or drive definition is
required.

Virtual volumes can be used for the following:

* Device-sharing between servers. One server is attached to a large tape library
device. Other servers can use that library device indirectly through a SERVER
device class.

 Data-sharing between servers. By using a SERVER device class to export and
import data, physical media remains at the original location instead having to be
transported.

* Immediate offsite storage. Storage pools and databases can be backed up
without physically moving media to other locations.

* Offsite storage of the disaster recovery manager (DRM) recovery plan file.
* Electronic vaulting.

See [“Using Virtual Volumes to Store Data on Another Server” on page 505

Library, Drive, and Device Class
These three objects taken together represent a physical storage entity as shown in
IFigure 2 on page 36|.
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Server Environment Physical Device Environment

Device Class

Library Represents \
Drives
Device

Drive Drive

Figure 2. Removable Media Devices Are Represented by a Library, Drive, and Device Class

* For more information about the drive object, see [“Defining Drives” on page 107
and [“Managing Drives” on page 154}

+ For more information about the library object, see [“Defining Libraries” on|
[page 106 and [“Managing Libraries” on page 152

+ For more information about the device class object, see [Chapter 8, “Defining]
[Device Classes”, on page 163|

Storage Pool and Storage Pool Volume

A storage pool is a collection of storage pool volumes that are associated with one
device class and one media type. For example, a storage pool that is associated
with a device class for 8mm tape volumes contains only 8mm tape volumes. You
can control the characteristics of storage pools, such as whether scratch volumes
are used. For details about defining storage pools, see [Chapter 9, “Managing]
[Storage Pools and Volumes”, on page 179

Tivoli Storage Manager supplies default disk storage pools. For more information,
see [“Configuring Random Access Volumes on Disk Devices” on page 54}

shows storage pool volumes grouped into a storage pool. Each storage
pool represents only one type of media. For example, a storage pool for 8mm
devices represents collections of only 8mm tapes.

Volume = Volume

Represents \ 3')
Storage Media

Pool

Figure 3. Relationships of Storage Pool Volumes, Storage Pools, and Media

For DISK device classes, you must define volumes. For other device classes, such
as tape and FILE, you can allow the server to dynamically acquire scratch volumes
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and define those volumes as needed. For details, see [“Preparing Volumes for|
Random Access Storage Pools” on page 190 and [“Preparing Volumes for Sequentiall
Access Storage Pools” on page 190}

One or more device classes are associated with one library, which can contain

multiple drives. When you define a storage pool, you associate the pool with a
device class. Volumes are associated with pools. shows these relationships.

Storage Pool Volumes

Vol. Vol.

Storage = Storage Storage
Pool Pool Pool
\/
Device Class Device Class
\/
Library
/\
Drive Drive Drive Drive

Figure 4. Relationships between Storage and Device Objects

For more information about the storage pool and volume objects, see |Chapter 9,
[“Managing Storage Pools and Volumes”, on page 179

Data Movers

Data movers are devices that accept requests from Tivoli Storage Manager to
transfer data on behalf of the server. Data movers transfer data:

* Between storage devices
* Without using significant Tivoli Storage Manager server or client resources
* Without using significant network resources

For NDMP operations, data movers are NAS file servers. The definition for a NAS
data mover contains the network address, authorization, and data formats required
for NDMP operations. A data mover enables communication and ensures authority
for NDMP operations between the Tivoli Storage Manager server and the NAS file
server.
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Path

Paths allow access to drives and libraries. A path definition specifies a source and
a destination. The source accesses the destination, but data can flow in either
direction between the source and destination. Here are a few examples of paths:

* Between a server and a drive or a library.
* Between a storage agent and a drive.

* Between a data mover and a drive, a disk, or a library.

For more information about the path object, see [‘Defining Paths” on page 108 and
[“Managing Paths” on page 159

Server

You need to define a server object for the following purposes:
* To use a library that is on a SAN and that is managed by another Tivoli Storage
Manager server. You must define that server and then specify it as the library

manager when you define the library. For more information,|“Setting up the|
[Library Client Servers” on page 79

* To use LAN-free data movement. You define the storage agent as a server. For
more information, see IBM Tivoli Storage Manager Storage Agent User’s Guide.

» To store client data in the storage of another Tivoli Storage Manager server. For
more information, see [“Using Virtual Volumes to Store Data on Another Server”|

Among other characteristics, you must specify the server TCP/IP address.

IBM Tivoli Storage Manager Volumes
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Tivoli Storage Manager classifies its volumes into two categories: private and
scratch.

A private volume is a labeled volume that is in use or owned by an application,
and may contain valid data. You must define each private volume, and it can only
be used to satisfy a request to mount that volume by name. Private volumes do
not return to scratch when they become empty. For information on defining
volumes, see [“Defining Storage Pool Volumes” on page 191} For information on
changing the status of a volume in an automated library, see|’Changing the Status|
fof a Volume” on page 145|

A scratch volume is a labeled volume that is empty or contains no valid data, and
can be used to satisfy any request to mount a scratch volume. When data is
written to a scratch volume, its status is changed to private, and it is defined as
part of the storage pool for which the mount request was made. When valid data
is moved from the volume and the volume is reclaimed, the volume returns to
scratch status and can be reused by any storage pool associated with the library.

For each storage pool, you must decide whether to use scratch volumes. A scratch
volume is selected for a mount request only if scratch volumes are allowed in the
storage pool. If you do not use scratch volumes, you must define each volume.
Tivoli Storage Manager keeps an inventory of volumes in each automated library it
manages and tracks whether the volumes are in scratch or private status. If a
storage pool contains scratch volumes, the server can choose a scratch volume
from those that have been checked into the library.
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Any storage pools associated with the same automated library can dynamically
acquire volumes from the library’s pool of scratch volumes. You do not need to
allocate volumes to the different storage pools. Even if only one storage pool is
associated with a library, you do not need to explicitly define all the volumes for
the storage pool. Volumes are automatically added to and deleted from the storage
pool by the server.

Note: A disadvantage of using scratch volumes is that volume usage information,
which you can use to determine when the media has reached its end of life,
is deleted when the private volume is returned to the scratch volume pool.

The Volume Inventory for an Automated Library

A library’s volume inventory includes only those volumes that have been checked
into that library. This inventory is not necessarily identical to the list of volumes in
the storage pools associated with the library. For example:

* A volume can be checked into the library but not be in a storage pool (a scratch
volume, a database backup volume, or a backup set volume).

* A volume can be defined to a storage pool associated with the library (a private
volume), but not checked into the library.

For more information on how to check in volumes, see [‘Checking New Volumes|
finto a Library” on page 137

Planning for Server Storage

This section discusses how to evaluate your environment to determine the device
classes and storage pools for your server storage.

1. Determine which drives and libraries are supported by the server. For more
information on device support, see|’Devices Supported by Tivoli Storage|
[Manager” on page 59,

2. Determine which storage devices may be selected for use by the server. For
example, determine how many tape drives you have that you will allow the
server to use. For more information on selecting a device configuration, see
[‘Selecting a Device Configuration” on page 40}

The servers can share devices in libraries that are attached through a SAN. If
the devices are not on a SAN, the server expects to have exclusive use of the
drives defined to it. If another application (including another Tivoli Storage
Manager server) tries to use a drive while the server to which the drive is
defined is running, some server functions may fail. See

www.ibm.com /software/sysmgmt/products /|
support/IBMTivoliStorageManager.html| for more information about specific
drives and libraries.

3. Determine the device driver that supports the devices. For more information
on device driver support, see [“Installing and Configuring Device Drivers” on|
4. Determine how to attach the devices to the server. For more information on
attaching devices, see [“Attaching an Automated Library Device” on page 60}

5. Determine whether to back up client data directly to tape or to a storage
hierarchy.

6. Determine which client data is backed up to which device, if you have
multiple device types.
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7. Determine the device type and device class for each of the available devices.
Group together similar devices and identify their device classes. For example,
create separate categories for 4mm and 8mm devices.

Note: For sequential access devices, you can categorize the type of removable
media based on their capacity. For example, standard length cartridge
tapes and longer length cartridge tapes require different device classes.

8. Determine how the mounting of volumes is accomplished for the devices:

* Devices that require operators to load volumes must be part of a defined
MANUAL library.

* Devices that are automatically loaded must be part of a defined SCSI or
349X. Each automated library device is a separate library.

* Devices that are controlled by StorageTek Automated Cartridge System
Library Software (ACSLS) must be part of a defined ACSLS library.

* Devices that are managed by an external media management system must
be part of a defined EXTERNAL library.

9. If you are considering storing data for one Tivoli Storage Manager server
using the storage of another Tivoli Storage Manager server, consider network
bandwidth and network traffic. If your network resources constrain your
environment, you may have problems using the SERVER device type
efficiently.

Also consider the storage resources available on the target server. Ensure that
the target server has enough storage space and drives to handle the load from
the source server.

10. Determine the storage pools to set up, based on the devices you have and on
user requirements. Gather users’ requirements for data availability. Determine
which data needs quick access and which does not.

11. Be prepared to label removable media. You may want to create a new labeling
convention for media so that you can distinguish them from media used for
other purposes.

Selecting a Device Configuration
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The following sections describe ways that you can configure your storage devices
to work with Tivoli Storage Manager:

* |"Devices on a Local Area Network”]

* |“Devices on a Storage Area Network” on page 41|
* |"LAN-Free Data Movement” on page 42
¢ |"Network-Attached Storage” on page 44}

For information about supported devices and Fibre Channel hardware and
confieurations, see the following Web site at this address

www.ibm.com /software/sysmegmt/products/ |

support/IBMTivoliStorageManager.html|

Devices on a Local Area Network

In the conventional local area network (LAN) configuration, one or more tape or
optical libraries are associated with a single Tivoli Storage Manager server. In a
LAN configuration, client data, electronic mail, terminal connection, application
program, and device control information must all be handled by the same
network. Device control information and client backup and restore data flow across
the LAN.
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Libraries cannot be partitioned or shared in a LAN environment, however the 349X
library has a limited ability to share 3590 drives between more than one Tivoli
Storage Manager server. See[“Sharing an IBM 3494 Library by Static Partitioning of
[Drives” on page 90|and [“Sharing an IBM 3494 Library Among Servers” on page 87
for details.

For information on the categories of libraries supported by Tivoli Storage Manager,
see [“Libraries” on page 32|

Devices on a Storage Area Network

A storage area network (SAN) is a dedicated storage network that can improve

system performance. On a SAN you can consolidate storage and relieve the

distance, scalability, and bandwidth limitations of LANs and wide area networks

(WANSs). Using Tivoli Storage Manager in a SAN allows the following functions:

* Sharing storage devices among multiple Tivoli Storage Manager servers. For
more information on sharing storage devices, see [‘Configuring SCSI Libraries|
[Shared Among Servers on a SAN” on page 77}

+ Allowing Tivoli Storage Manager clients, through a storage agent on the client
machine, to move data directly to storage devices (LAN-free data movement).

In a SAN you can share storage devices that are supported by the Tivoli Storage
Manager device driver. This includes most SCSI devices, but does not include
devices that use the GENERICTAPE device type. See [Chapter 4, “Attaching]|
[Devices to the Server System”, on page 59 for device driver setup information.

[Figure 5 on page 42 shows a SAN configuration in which two Tivoli Storage
Manager servers share a library.
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Figure 5. Library Sharing in a Storage Area Network (SAN) Configuration. The servers
communicate over the LAN. The library manager controls the library over the SAN. The
library client stores data to the library devices over the SAN.

When Tivoli Storage Manager servers share a library, one server, the library
manager, controls device operations. These operations include mount, dismount,
volume ownership, and library inventory. Other Tivoli Storage Manager servers,
library clients, use server-to-server communications to contact the library manager
and request device service. Data moves over the SAN between each server and the
storage device.

Tivoli Storage Manager servers use the following features when sharing an
automated library:

Partitioning of the Volume Inventory
The inventory of media volumes in the shared library is partitioned among
servers. Either one server owns a particular volume, or the volume is in
the global scratch pool. No server owns the scratch pool at any given time.

Serialized Drive Access
Only one server accesses each tape drive at a time. Drive access is
serialized and controlled so that servers do not dismount other servers’
volumes or write to drives where other servers mount their volumes.

Serialized Mount Access
The library autochanger performs a single mount or dismount operation at
a time. A single server (library manager) performs all mount operations to
provide this serialization.

LAN-Free Data Movement

Tivoli Storage Manager allows a client, through a storage agent, to directly back up
and restore data to a tape library on a SAN. [Figure 6 on page 43 shows a SAN
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I configuration in which a client directly accesses a tape or FILE library to read or
I write data.

Client
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Figure 6. LAN-Free Data Movement. Client and server communicate over the LAN. The
server controls the device on the SAN. Client data moves over the SAN to the device.

LAN-free data movement requires the installation of a storage agent on the client
machine. The server maintains the database and recovery log, and acts as the
library manager to control device operations. The storage agent on the client
handles the data transfer to the device on the SAN. This implementation frees up
bandwidth on the LAN that would otherwise be used for client data movement.

The following outlines a typical backup scenario for a client that uses LAN-free
data movement:

1. The client begins a backup operation. The client and the server exchange policy
information over the LAN to determine the destination of the backed up data.

For a client using LAN-free data movement, the destination is a storage pool
that uses a device on the SAN.

2. Because the destination is on the SAN, the client contacts the storage agent,
which will handle the data transfer. The storage agent sends a request for a
volume mount to the server.

3. The server contacts the storage device and, in the case of a tape library, mounts
the appropriate media.

4. The server notifies the client of the location of the mounted media.

5. The client, through the storage agent, writes the backup data directly to the
device over the SAN.

6. The storage agent sends file attribute information to the server, and the server
stores the information in its database.
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If a failure occurs on the SAN path, failover occurs. The client uses its LAN
connection to the Tivoli Storage Manager server and moves the client data over the
LAN.

Note: See the IBM Tivoli Storage Manager home page at
www.ibm.com/software/sysmemt/products/ I
support/IBMTivoliStorageManager.html| for the latest information on clients
that support the feature.

Network-Attached Storage

Network-attached storage (NAS) file servers are dedicated storage machines whose
operating systems are optimized for file-serving functions. NAS file servers
typically do not run third-party software. Instead, they interact with programs like
Tivoli Storage Manager through industry-standard network protocols, such as
NDMP. Tivoli Storage Manager uses the NDMP protocol to communicate with and
direct backup and restore operations for NAS file servers.

Using NDMP, Tivoli Storage Manager can back up and restore images of complete
file systems. NDMP allows the Tivoli Storage Manager server to control the backup
of a NAS file server. The file server transfers the backup data to a drive in a
SCSl-attached tape library. The NAS file server can be distant from the Tivoli
Storage Manager server.

Tivoli Storage Manager tracks file system image backups on tape, and has the
capability to perform NDMP file-level restores. For more information regarding
NDMP file-level restores, see ['NDMP File-Level Restore” on page 45

Server z Tape
Library
rd ~
NAS File s,
Server Sl
Legend: S
SCSiI or Fibre N
Channel Connection -........
TCP/IP NAS File Server
Connection — File System
Data Flow Disks

Figure 7. Network- Attached Storage (NAS) Configuration

Tivoli Storage Manager and Other NAS Backup Methods

When Tivoli Storage Manager uses NDMP to protect NAS file servers, the Tivoli
Storage Manager server controls operations while the NAS file server transfers the
data. To use a backup-archive client to back up a NAS file server, mount the NAS
file server file system on the client machine (with either an NFS mount or a CIFS
map) and back up as usual. The following table compares the two methods:
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Table 4. Comparing NDMP Operations and Tivoli Storage Manager Backup-Archive Client

Operations

NDMP

Tivoli Storage Manager Backup-Archive
Client

Network data traffic is less because the Tivoli
Storage Manager server controls operations
remotely, but the NAS file server moves the
data locally.

Network data traffic is greater because all
backup data goes across the LAN from the
NAS file server to the client and then to the
Tivoli Storage Manager server.

Less file server processing is required to back
up a file system because the backup does not
use file access protocols such as NFS and
CIFS.

More file server processing is required
because file backups require additional
overhead for file access protocols such as
NFS and CIFS.

The Tivoli Storage Manager server can be
distant from the NAS file server and the tape
library.

The Tivoli Storage Manager server must be
within SCSI or Fibre Channel range of the
tape library.

NDMP Backup Operations

In backup images produced by NDMP operations for a NAS file server, Tivoli
Storage Manager creates NAS file system image backups. The image backups are
different from traditional Tivoli Storage Manager backups because the NAS file
server transfers the data to the drives in the library. NAS file system image
backups can be either full or differential image backups. The first backup of a file
system on a NAS file server is always a full image backup. By default, subsequent
backups are differential image backups containing only data that has changed in
the file system since the last full image backup. If a full image backup does not
already exist, a full image backup is performed.

If you restore a differential image, Tivoli Storage Manager automatically restores
the full backup image first, followed by the differential image.

The following operations are not supported for data that has been backed up by
using NDMP:

* Storage pool migration

* Storage pool backup and restore
* Reclamation

* Move data operations

* Export and import operations

* Backup set generation

NDMP File-Level Restore

Tivoli Storage Manager provides an option whereby file-level restores can be
performed based on backup images produced by NDMP operations. Your choices
can be summarized as follows:

* If you enable the file-level restore option, the Tivoli Storage Manager server
collects and stores file level information when backing up file system images by
using NDMP operations. This requires additional processing and network
resources. However, you will be able to use the Web client to query and present
file-level information to a user who can then select files and directories to
restore.

* If you do not enable the file-level restore option, the Tivoli Storage Manager
server backs up file system images by using NDMP operations without

Chapter 2. Introducing Storage Devices 45



gathering file-level information. You will not be able to list the files on the client.
You will be able to restore them if you already know what they are. This is the
default setting.

If you choose to enable the file-level restore option, the Tivoli Storage Manager
server constructs a table of contents (TOC) of file-level information for a single
backup image produced by NDMP operations. The TOC is stored in the server
storage of the Tivoli Storage Manager server. The server can then retrieve the TOC
so that information can be queried by the client or server.

The TOC is created when backing up using backup images produced by NDMP
operations using the:

* BACKUP NAS client command, with include.fs.nas specified in the client options
file or specified in the client options set

¢ BACKUP NODE server command

How IBM Tivoli Storage Manager Mounts and Dismounts Removable
Media

46

When data is to be stored in or retrieved from a storage pool, the server does the
following:

1. The server selects a volume from the storage pool. The selection is based on the
type of operation:

Retrieval
The name of the volume that contains the data to be retrieved is stored
in the database.

Store If a defined volume in the storage pool can be used, the server selects
that volume.

If no defined volumes in the storage pool can be used, and if the
storage pool allows it, the server selects a scratch volume.

2. The server checks the device class associated with the storage pool to
determine the name of the library that contains the drives to be used for the
operation.

* The server searches the library for an available drive or until all drives have
been checked. A drive status can be:

— Offline.
— Busy and not available for the mount.
— In an error state and not available for the mount.
— Online and available for the mount.
3. The server mounts the volume:

* For a manual library, the server displays a mount message for a private or a
scratch volume to be mounted in the selected drive.

* For an automated library, the server directs the library to move the volume
from a storage slot into the selected drive. No manual intervention is
required.

If a scratch mount is requested, the server checks the library’s volume
inventory for a scratch volume. If one is found, its status is changed to
private, it is mounted in the drive, and it is automatically defined as part of
the original storage pool. However, if the library’s volume inventory does
not contain any scratch volumes, the mount request fails.
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4. The server dismounts the volume when it has finished accessing the volume
and the mount retention period has elapsed.

* For a manual library, the server ejects the volume from the drive so that an
operator can place it in its storage location.

* For an automated library, the server directs the library to move the volume
from the drive back to its original storage slot in the library.

How IBM Tivoli Storage Manager Uses and Reuses Removable Media

Tivoli Storage Manager allows you to control how removable media are used and
reused. After Tivoli Storage Manager selects an available medium, that medium is
used and eventually reclaimed according to its associated policy.

Tivoli Storage Manager manages the data on the media, but you manage the media
itself, or you can use a removable media manager. Regardless of the method used,
managing media involves creating a policy to expire data after a certain period of
time or under certain conditions, move valid data onto new media, and reuse the
empty media.

In addition to information about storage pool volumes, the volume history
contains information about tapes used for database backups and exports (for
disaster recovery purposes). The process for reusing these tapes is slightly different
from the process for reusing tapes containing client data backups.

[Figure 8 on page 48 shows a typical life cycle for removable media. The numbers
(such as ) refer to numbers in the figure.
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Figure 8. Simplified View of the Life Cycle of a Tape

1.

You label and check in [ the media. Checking media into a manual
library simply means storing them (for example, on shelves). Checking media
into an automated library involves adding them to the library volume
inventory.

See [‘Labeling Removable Media Volumes” on page 134}

If you plan to define volumes to a storage pool associated with a device, you
should check in the volume with its status specified as private. Use of scratch
volumes is more convenient in most cases.

A client sends data to the server for backup, archive, or space management.
The server stores the client data on the volume. Which volume the server
selects depends on:

* The policy domain to which the client is assigned.

¢ The management class for the data (either the default management class for
the policy set, or the class specified by the client in the client’s
include/exclude list or file).

* The storage pool specified as the destination in either the management class
(for space-managed data) or copy group (for backup or archive data). The
storage pool is associated with a device class, which determines which
device and which type of media is used.

¢ Whether the maximum number of scratch volumes that a server can request
from the storage pool has been reached when the scratch volumes are
selected.
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* Whether collocation is enabled for that storage pool. When collocation is
enabled, the server attempts to place data for different clients or client nodes
on separate volumes. For more information, see [’Keeping a Client’s Files|
[Together: Collocation” on page 208

shows more detail about the policies and storage pool specifications
which govern the volume selection described in step 3.

Clients Server Tape Storage
Pool Volumes
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Figure 9. How Tivoli Storage Manager Affects Media Use

4. The data on a volume changes over time as a result of:

* Expiration of files ] (affected by management class and copy group
attributes, and the frequency of expiration processing). See [“Basic Policy

[Planning” on page 298

* Movement and deletion of file spaces by an administrator.
* Automatic reclamation of media [

The amount of data on the volume and the reclamation threshold set for the
storage pool affects when the volume is reclaimed. When the volume is
reclaimed, any valid, unexpired data is moved to other volumes or possibly
to another storage pool (for storage pools with single-drive libraries).

* Collocation, by which Tivoli Storage Manager attempts to keep data
belonging to a single client node or a single client file space on a minimal
number of removable media in a storage pool.

If the volume becomes empty because all valid data either expires or is moved
to another volume, the volume is available for reuse (unless a time delay has
been specified for the storage pool). The empty volume becomes a scratch
volume if it was initially a scratch volume. The volume starts again at step
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5. You determine when the media has reached its end of life.

For volumes that you defined (private volumes), check the statistics on the

volumes by querying the database. The statistics include the number of write
passes on a volume (compare with the number of write passes recommended
by the manufacturer) and the number of errors on the volume.

You must move any valid data off a volume that has reached end of life. Then,
if the volume is in an automated library, check out the volume from the library.
If the volume is not a scratch volume, delete the volume from the database.

Configuring Devices

Before the Tivoli Storage Manager server can use a device, the device must be
configured to the operating system as well as to the server. [Table 5{summarizes the
definitions that are required for different device types.

Table 5. Required Definitions for Storage Devices

Device

Required Definitions

Device Types Library

Drive Path

Device Class

Magnetic disk

DISK —

Yes 1

FILE —

Yes

Tape

3570 Yes
3590

4AMM

SMM
CARTRIDGE 2 3
DLT

DTF
ECARTRIDGE 3
GENERICTAPE
LTO

NAS

QIC

VOLSAFE

Yes Yes

Yes

Optical

OPTICAL Yes
WORM

WORM12

WORM14

Yes Yes

Yes

Removable media REMOVABLEFILE Yes
(file system)

Yes Yes

Yes

Virtual volumes

SERVER —

Yes

1

2

3

The DISK device class exists at installation and cannot be changed.

The CARTRIDGE device type is for IBM 3480, 3490, and 3490E tape drives.
The ECARTRIDGE device type is for StorageTek’s cartridge tape drives such

as the SD-3, 9480, 9890, and 9940 drives.

Mapping Devices to Device Classes

As an example of mapping devices to device classes, assume that you have the

following devices to use for server storage:

¢ Internal disk drives

* An automated tape library with 8mm drives

* A manual DLT tape drive
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You can map storage devices to device classes as shown in [Table 6

Table 6. Mapping Storage Devices to Device Classes

Device Class Description

DISK Storage volumes that reside on the internal disk drive

Tivoli Storage Manager provides one DISK device class that
is already defined. You do not need and cannot define
another device class for disk storage.

8MM_CLASS Storage volumes that are 8mm tapes, used with the drives in
the automated library
DLT_CLASS Storage volumes that are DLT tapes, used on the DLT drive

You must define any device classes that you need for your removable media
devices such as tape drives. See [Chapter 8, “Defining Device Classes”, on page 163
for information on defining device classes to support your physical storage
environment.

Mapping Storage Pools to Device Classes and Devices

After you have categorized your storage devices, identify availability, space, and
performance requirements for client data that is stored in server storage. These
requirements help you determine where to store data for different groups of clients
and different types of data. You can then create storage pools that are storage
destinations for backed-up, archived, or space-managed files to match
requirements.

For example, you determine that users in the business department have three
requirements:

* Immediate access to certain backed-up files, such as accounts receivable and
payroll accounts.

These files should be stored on disk. However, you need to ensure that data is
moved from the disk to prevent it from becoming full. You can set up a storage
hierarchy so that files can migrate automatically from disk to the automated tape
library.

* Periodic access to some archived files, such as monthly sales and inventory
reports.

These files can be stored on 8mm tapes, using the automated library.

* Occasional access to backed-up or archived files that are rarely modified, such as
yearly revenue reports.
These files can be stored using the DLT drive.

To match user requirements to storage devices, you define storage pools, device
classes, and, for device types that require them, libraries and drives. For example,
to set up the storage hierarchy so that data migrates from the BACKUPPOOL to
8mm tapes, you specify BACKTAPEI] as the next storage pool for BACKUPPOOL.
See [Table 7 on page 52
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Table 7. Mapping Storage Pools to Device Classes, Libraries, and Drives

Library
Storage Pool  Device Class  (Hardware) Drives

Volume Type

Storage
Destination

BACKUPPOOL DISK — —

Storage
volumes on
the internal

For a backup copy
group for files
requiring

disk drive immediate access
BACKTAPE1 SMM_CLASS AUTO_8MM DRIVEO01, 8mm tapes For overflow from
(Exabyte DRIVE02 the BACKUPPOOL
EXB-210) and for archived
data that is
periodically
accessed
BACKTAPE2 DLT_CLASS MANUAL_LIB DRIVEO03 DLT tapes For backup copy

(Manually
mounted)

groups for files that
are occasionally
accessed

Note: Tivoli Storage Manager has default disk storage pools named BACKUPPOOL, ARCHIVEPOOL,

and SPACEMGPOOL. For more information, see |[“Configuring Random Access Volumes on Disk]

[Devices” on page 54}
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Chapter 3. Using Magnetic Disk Devices

Tivoli Storage Manager uses magnetic disk devices to do the following:

+ Store the database and the recovery log. For details, see [Chapter 18, “Managing|
[the Database and Recovery Log”, on page 419)

* Store client data that has been backed up, archived, or migrated from client
nodes. The client data is stored in storage pools. Procedures for configuring disk
storage of client data are described in this chapter.

* Store backups of the database and export and import data. See |”Using FILEl
[Volumes for Database Backups and Export Operations” on page 56|

See the following sections:

Tasks:

[“Configuring Random Access Volumes on Disk Devices” on page 54|

[“Configuring FILE Sequential Volumes on Disk Devices” on page 54

|“Varying Disk Volumes Online or Offline” on page 55

sing Cache” on page
“Using Cache” 56

|“Freeing Space on Disk” on page 56|

|“Specifying Scratch FILE Volumes” on page 56|

[“Using FILE Volumes for Database Backups and Export Operations” on page 56|

In this chapter, most examples illustrate how to perform tasks by using a Tivoli
Storage Manager command-line interface. For information about the commands,
see Administrator’s Reference, or issue the HELP command from the command line
of an Tivoli Storage Manager administrative client.

Tivoli Storage Manager tasks can also be performed from the administrative Web
interface. For more information about using the administrative interface, see Quick
Start.

Note: Some of the tasks described in this chapter require an understanding of
Tivoli Storage Manager storage objects. For an introduction to these storage
objects, see|“IBM Tivoli Storage Manager Storage Objects” on page 32|

Configuring Disk Devices

Tivoli Storage Manager stores data on magnetic disks in two ways:

* In random access volumes, as data is normally stored on disk. See |"Configuring,

|Random Access Volumes on Disk Devices” on page 54l

* In files on the disk that are treated as sequential access volumes. See
[“Configuring FILE Sequential Volumes on Disk Devices” on page 54

Task Required Privilege Class

[Configuring Random Access Volumes on| System

||Disk Devicegl

[[Configuring FILE Sequential Volumes on| System

||Disk Deviced
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Configuring Random Access Volumes on Disk Devices

Tivoli Storage Manager provides a defined DISK device class that is used with all
disk devices.

Note: Define storage pool volumes on disk drives that reside on the server
machine, not on remotely mounted file systems. Network attached drives
can compromise the integrity of the data that you are writing.

Do the following to use random access volumes on a disk device:

1. Define a storage pool that is associated with the DISK device class, or use one
of the default storage pools that Tivoli Storage Manager provides
(ARCHIVEPOOL, BACKUPPOOL, and SPACEMGPOOL).

For example, enter the following command on the command line of an
administrative client:

define stgpool engbackl disk maxsize=5m highmig=85 1owmig=40

This command defines storage pool ENGBACKI.

See [“Example: Defining Storage Pools” on page 185|for details.

2. Prepare a volume for use in a random access storage pool by defining the
volume. For example, you want to define a 21MB volume for the ENGBACK1
storage pool. You want the volume to be located in the path
Jusr/tivoliftsm/server/bin and named stgvol.002. Enter the following command:

define volume engbackl /usr/tivoli/tsm/server/bin/stgvol.002 formatsize=21

If you do not specify a full path name, the command uses the current path. See
[“Defining Storage Pool Volumes” on page 191| for details.

This one-step process replaces the former two-step process of first formatting a
volume (using DSMFMT) and then defining the volume. If you choose to use
the two-step process, the DSMEMT utility is available from the operating
system command line. See Administrator’s Reference for details.

Another option for preparing a volume is to create a raw logical volume by
using SMIT.

3. Do one of the following:

* Specify the new storage pool as the destination for client files that are backed
up, archived, or migrated, by modifying existing policy or creating new
policy. See [Chapter 12, “Implementing Policies for Client Data”, on page 297
for details.

* Place the new storage pool in the storage pool migration hierarchy by
updating an already defined storage pool. See [“Example: Updating Storag
[Pools” on page 186}

Configuring FILE Sequential Volumes on Disk Devices

Another way to use magnetic disk storage is to use files as volumes that store data
sequentially (as on tape volumes). You can use FILE sequential volumes to transfer
data for purposes such as electronic vaulting. For example, you can send the
results of an export operation or a database backup operation to another location.
At the receiving site, the files can be placed on tape or disk. You can define a
device class with a device type of FILE.
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To use files as volumes that store data sequentially, do the following:
1. Define a device class with device type FILE.

For example, enter the following command on the command line of an
administrative client:

define devclass fileclass devtype=file mountlimit=2

This command defines device class FILECLASS with a device type of FILE.

See [‘Defining and Updating FILE Device Classes” on page 170}

To store database backups or exports on FILE volumes, this step is all you need
to do to prepare the volumes. For more information, see [“Defining Device]

Classes for Backups” on page 554 and [“Planning for Sequential Media Used to|
Export Data” on page 521

2. Define a storage pool that is associated with the new FILE device class.

For example, enter the following command on the command line of an
administrative client:

define stgpool engback2 fileclass maxscratch=100 mountlimit=2

This command defines storage pool ENGBACK2 with device class FILECLASS.

See [‘Defining or Updating Primary Storage Pools” on page 182|for details.

To allow Tivoli Storage Manager to use scratch volumes for this device class,
specify a value greater than zero for the number of maximum scratch volumes
when you define the device class. If you do set MAXSCRATCH=0 to not allow
scratch volumes, you must define each volume to be used in this device class.
See ["Preparing Volumes for Sequential Access Storage Pools” on page 190| for
details.

3. Do one of the following:

* Specify the new storage pool as the destination for client files that are backed
up, archived, or migrated, by modifying existing policy or creating new
policy. See [Chapter 12, “Implementing Policies for Client Data”, on page 297|
for details.

* Place the new storage pool in the storage pool migration hierarchy by
updating an already defined storage pool. See [“Example: Updating Storage]
[Pools” on page 186}

Varying Disk Volumes Online or Offline

Task Required Privilege Class

Vary a disk volume online or offline System or operator

To perform maintenance on a disk volume or to upgrade disk hardware, you can
vary a disk volume offline. For example, to vary the disk volume named
/storage/pool001 offline, enter:

vary offline /storage/pool1001

If Tivoli Storage Manager encounters a problem with a disk volume, the server
automatically varies the volume offline.
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You can make the disk volume available to the server again by varying the volume
online. For example, to make the disk volume named /storage/pool001 available to
the server, enter:

vary online /storage/pool1001

Using Cache

When you define a storage pool that uses disk random access volumes, you can
choose to enable or disable cache. When you use cache, a copy of the file remains
on disk storage even after the file has been migrated to the next pool in the storage
hierarchy (for example, to tape). The file remains in cache until the space it
occupies is needed to store new files.

Using cache can improve how fast a frequently accessed file is retrieved. Faster
retrieval can be important for clients storing space-managed files. If the file needs
to be accessed, the copy in cache can be used rather than the copy on tape.
However, using cache can degrade the performance of client backup operations
and increase the space needed for the database. For more information, see
[Cache on Disk Storage Pools” on page 207}

Freeing Space

on Disk

As client files expire, the space they occupy is not freed for other uses until you
run expiration processing on the server.

Expiration processing deletes from the database information about any client files
that are no longer valid according to the policies you have set. For example,
suppose four backup versions of a file exist in server storage, and only three
versions are allowed in the backup policy (the management class) for the file.
Expiration processing deletes information about the oldest of the four versions of
the file. The space that the file occupied in the storage pool becomes available for
reuse.

You can run expiration processing by using one or both of the following methods:

* Use the EXPIRE INVENTORY command. See [“Running Expiration Processing to|
[Delete Expired Files” on page 330}

* Set the server option for the expiration interval, so that expiration processing
runs periodically. See Administrator’s Reference for information on how to set the
options.

Specifying Scratch FILE Volumes

You can specify a maximum number of scratch volumes for a storage pool that has
a FILE device type. When the server needs a new volume, the server automatically
creates a file that is a scratch volume, up to the number you specify. When scratch
volumes used in storage pools become empty, the files are deleted.

Using FILE Volumes for Database Backups and Export Operations

When you back up the database or export server information, Tivoli Storage
Manager records information about the volumes used for these operations in the
volume history. Tivoli Storage Manager will not allow you to reuse these volumes
until you delete the volume information from the volume history. To reuse
volumes that have previously been used for database backup or export, use the
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DELETE VOLHISTORY command. For information about the volume history and
volume history files, see [“Saving the Volume History File” on page 557}

Note: If your server is licensed for the disaster recovery manager (DRM) function,
the volume information is automatically deleted during MOVE DRMEDIA
command processing. For additional information about DRM, see
[Chapter 23, “Using Disaster Recovery Manager”, on page 589}
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Chapter 4. Attaching Devices to the Server System

For Tivoli Storage Manager to use a device, you must attach the device to your
server system and install the appropriate device driver.

Tasks:

[“Attaching a Manual Drive”]

|“Attaching an Automated Library Device” on page 60|

[“Installing and Configuring Device Drivers” on page 61

Devices Supported by Tivoli Storage Manager

A list of supported storage devices is available on the Tivoli Storage Manager
Products Technical Support web site at

www.ibm.com /software/sysmgmt/products /|
support/IBMTivoliStorageManager.html|

Tivoli Storage Manager supports a wide range of manual devices and automated
library devices:

Tape Devices
Tivoli Storage Manager supports the manual and automated tape devices
listed at the Tivoli Storage Manager Web site.

Disk Devices
Tivoli Storage Manager supports the disk devices listed at the Tivoli
Storage Manager Web site.

Optical Disk Devices
Tivoli Storage Manager supports the manual and automated optical disk
devices listed at the Tivoli Storage Manager Web site.

Removable File Devices
Tivoli Storage Manager supports the removable media devices (such as
optical drives or CD-ROM devices) listed at the Tivoli Storage Manager
Web site.

Storage Area Network (SAN) Devices
Tivoli Storage Manager supports devices in a storage area network (SAN)
environment, but the devices must be supported by the Tivoli Storage
Manager device driver. See the Tivoli Storage Manager Web site for
information about supported Fibre Channel hardware and configurations.

Attaching a Manual Drive

Perform the following steps to attach a manual drive:
1. Install the SCSI or FC card in your system, if not already installed.

2. Determine the SCSI IDs available on the SCSI adapter card to which you are
attaching the device. Find one unused SCSI ID for each drive.

3. Follow the manufacturer’s instructions to set the SCSI ID for the drive to the
unused SCSI IDs that you found. You may have to set switches on the back of
the device or set the IDs on the operator’s panel.
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Note: Each device that is connected in a chain to a single SCSI bus must be set
to a unique SCSI ID. If each device does not have a unique SCSI ID,
serious system problems can arise.

4. Follow the manufacturer’s instructions to attach the device to your server
system hardware.

Attention:
a. Power off your system before attaching a device to prevent damage to the
hardware.

b. Attach a terminator to the last device in the chain of devices connected on
one SCSI adapter card.

5. Install the appropriate device drivers. See [“Installing and Configuring Device]
[Drivers” on page 61|

6. Find the device worksheet that applies to your device. See
www.ibm.com/software/sysmegmt/products/! |
support/IBMTivoliStorageManager.html|

7. Record the pre-determined name of your device on the device worksheet. The
device name for a tape drive is a special file name.

See [‘Determining Device Special File Names” on page 62| for details.

Note: The information you record on the worksheets can help you when you need
to perform operations such as adding volumes. Keep the worksheets for future
reference.

Attaching an Automated Library Device

60

Perform the following steps to attach an automated library device:
1. Install the SCSI or FC adapter card in your system, if not already installed.

2. Determine the SCSI IDs available on the SCSI adapter card to which you are
attaching the device. Find one unused SCSI ID for each drive, and one unused
SCSI ID for the library or autochanger controller.

Note: In some automated libraries, the drives and the autochanger share a
single SCSI ID, but have different LUNs. For these libraries, only a single
SCSI 1D is required. Check the documentation for your device.

3. Follow the manufacturer’s instructions to set the SCSI ID for the drives to the
unused SCSI IDs that you found. You may have to set switches on the back of
the device or set the IDs on the operator’s panel.

Note: Each device that is connected in a chain to a single SCSI bus must be set
to a unique SCSI ID. If each device does not have a unique SCSI 1D,
serious system problems can arise.

4. Follow the manufacturer’s instructions to attach the device to your server
system hardware.
Attention:

a. Power off your system before attaching a device to prevent damage to the
hardware.

b. Attach a terminator to the last device in the chain of devices connected on
one SCSI adapter card. Detailed instructions should be in the
documentation that came with your hardware.

5. Install the appropriate device drivers. See [“Installing and Configuring Devicel
[Drivers” on page 61
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6. Find the device worksheet that applies to your device. See
www.ibm.com /software/sysmgmt/products /|
support/IBMTivoliStorageManager.html|

7. Determine the name for each drive and for the library, and record the names on
the device worksheet.

The device name for a tape drive is a special file name. See [“Determining

[Device Special File Names” on page 62| for details.

Keep the Worksheets: The information you record on the worksheets can help you
when you need to perform operations such as adding volumes to an autochanger.
Keep the work sheets for future reference.

Setting the Library Mode

For the Tivoli Storage Manager server to access a SCSI library, set the device for
the appropriate mode. This is usually called random mode; however, terminology
may vary from one device to another. Refer to the documentation for your device
to determine how to set it to the appropriate mode.

Notes:

1. Some libraries have front panel menus and displays that can be used for
explicit operator requests. However, if you set the device to respond to such
requests, it typically will not respond to Tivoli Storage Manager requests.

2. Some libraries can be placed in sequential mode, in which volumes are

automatically mounted in drives by using a sequential approach. This mode
conflicts with how Tivoli Storage Manager accesses the device.

Installing and Configuring Device Drivers

To use a device, you must install the appropriate device driver. Tivoli Storage
Manager provides its own device driver for non-IBM devices. The IBM device
driver Atape is supported for IBM devices. These device drivers are available on
the ftp site [ftp:/ /ftp.software.ibm.com/storage/devdrvr/} Installation and user’s
guides can be downloaded from the Doc folder. Tivoli Storage Manager also
supports third party vendor device drivers if the devices are associated with the
GENERICTAPE device class and the hardware vendor also supports that device
driver. Using a device class other than GENERICTAPE with a third party vendor
device driver is not recommended.

IBM Device Drivers

Install the device driver that IBM supplies. See [“Installing Device Drivers|
for IBM SCSI Tape Devices” on page 63|and [“Installing Device Drivers for|
[BM 349X Libraries” on page 64

Tivoli Storage Manager Device Drivers for Autochangers
When you install Tivoli Storage Manager, you must choose whether to
install the Tivoli Storage Manager device driver or the native operating
system device driver for tape devices. You must ensure that you have
installed the appropriate device drivers. See |”Configuring Tivoli Storage|
Manager Device Drivers for Autochangers” on page 64|.

Tivoli Storage Manager Device Drivers for Optical Devices

Install the Tivoli Storage Manager device drivers. See
www.ibm.com/software/sysmemt/products /|
support/IBMTivoliStorageManager.html| and |“Configuring Tivoli Storage|
Manager Device Drivers for Tape or Optical Drives” on page 65
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Selecting Device Drivers

[Table 8|and [Table 9| list the device drivers needed for Tivoli Storage Manager drives
and libraries.

Table 8. Device Drivers for Tape and Optical Drives

Device Device Type Library Device Driver
4MM drive 4AMM External, Manual, SCSI
8MM drive SMM External, Manual, SCSI
DLT drive DLT External, Manual, SCSI
DTF drive DTF External, Manual, SCSI
IBM Tivoli Storage

QIC drive QIC External, Manual, SCSI Managerdevice driver
StorageTek SD3, 9490, 9840, 9940 | ECARTRIDGE External, Manual, SCSI, ACSLS
drive
Optical drive OPTICAL External, Manual, SCSI
WORM drive WORM External, Manual, SCSI
IBM 3570 drive 3570 External, Manual, SCSI
IBM 3480, 3490, 3490E drive CARTRIDGE External, Manual, SCSI, ACSLS,

349X IBM device driver
IBM 3590, 3590E, 3590H drive 3590 External, Manual, SCSI, ACSLS, (Atape)

349X
IBM LTO Ultrium 3580 drive LTO External, Manual, SCSI, ACSLS

Table 9. Device Drivers for Automated Libraries

Device Library Type Device Driver

IBM MP 3570, 3575 Library SCSI IBM device driver (Atape)

IBM LTO Ultrium 3581, 3583, 3584 SCSI IBM device driver (Atape)

Library

IBM 3494, 3495 Library 349X atldd

All Other (supported) SCSI Libraries | SCSI IBM Tivoli Storage Manager device
driver

Note: See [www.ibm.com/software/sysmgmt/products /|

[support/IBMTivoliStorageManager.html

libraries.

Determining Device Special File Names

To work with removable media devices, Tivoli Storage Manager needs the device’s
special file name. You specify the device special file name when you issue the
DEFINE PATH commands for drives and libraries. You can use SMIT to get the
device special file.

for a list of supported drives and

When a device configures successfully, a logical file name is returned. [Table 10 o
specifies the name of the device (or the special file name) that corresponds
to the drive or library. In the examples, x denotes a positive integer.
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Table 10. Device Examples

Device Device Logical File
Example Name

Tape drives that are supported by the Tivoli Storage /dev/mtx mtx

Manager device driver

SCSl-attached libraries that are supported by the Tivoli /dev/Ibx Ibx

Storage Manager device driver

Optical drives that are supported by the Tivoli Storage /dev/ropx opx

Manager device driver

Drives associated with the GENERICTAPE device type /dev/rmtx rmtx

IBM 3570 devices and the Automatic Cartridge Facility /dev/rmtx.smc rmtx

feature of the IBM 3590 B11 as a library

IBM 3575, 3581, 3583, 3584 libraries /dev/smcx smex

IBM 349X libraries /dev/Imcpx Imcpx

Mount point to use on REMOVABLEFILE device type /dev/cdx cdx

(CD-ROM)

Installing Device Drivers for IBM SCSI Tape Devices

For information on how to install device drivers for IBM 3490, 3570, 358X, and

3590 devices, see:
* IBM TotalStorage Tape Device Drivers Installation and User’s Guide
e IBM Ultrium Device Drivers: Installation and User’s Guide

The Guides can be downloaded from the FTP site at

lftp: / / ftp.software.ibm.com /storage/devdrvr /| They are located in the Doc folder.

After completing the procedure in the manual, you will receive a message of the

form:

* If you are installing the device driver for an IBM 3480 or 3490 tape device, you

receive a message (logical filename) of the form:
rmtx Available

where rmtx is the logical filename for the tape device.

Use the value of x, which is assigned automatically by the system, to complete
the Device Name field on the worksheet that applies to your device (see

www.ibm.com /software/sysmgmt/products /|

support/IBMTivoliStorageManager.html). For example, if the message is rmt0

Awailable, the special file name for the device is /dev/rmt0 . Enter /dev/rmt0 in the
Device Name field for the drive on the worksheet. Always use the /dev/ prefix
with the name provided by the system.

If you are installing the device driver for an IBM 3570, 3575,3581, 3583, 3584, or
3590 Model B11, you receive a message of the form:

rmtx Available

or
smcx Available

Note the value of x, which is assigned automatically by the system.
— The special file name for the drive is /dev/rmtx

Chapter 4. Attaching Devices to the Server 63


ftp://ftp.software.ibm.com/storage/devdrvr/
http://www.ibm.com/software/sysmgmt/products/support/IBMTivoliStorageManager.html
http://www.ibm.com/software/sysmgmt/products/support/IBMTivoliStorageManager.html

64

— The special file name for the media changer device is /dev/smcx.

For example, if the message is rmt0 Available, enter /dev/rmt0 in the Device Name
field for the drive. Enter /dev/smc0 in the Device Name field on the worksheet
for the library’s robotics. Always use the /dev/ prefix with the name provided by
the system.

Note: For multidrive devices(for example, IBM 3570 Model B12 or B22, or IBM
3575), you need only one smcx worksheet entry. Although you will receive
a /dev/smcx Available message for each rmt device in the library, you need
only one smc entry for the library on the worksheet.

Installing Device Drivers for IBM 349X Libraries

For an IBM 3494 or 3495 Tape Library Dataserver, refer to IBM TotalStorage Tape
Device Drivers Installation and User’s Guide. After completing the procedure in the
manual, you will receive a message (logical filename) of the form:

Imcpx Available

where x is a number assigned automatically by the system. Use this information to
complete the Device Name field on your worksheet. For example, if the message is
Imcp0 Available, enter /dev/Imcp0 on the worksheet in the Device Name field for
the library. Always use the /dev/ prefix with the name provided by the system.

Configuring Tivoli Storage Manager Device Drivers for
Autochangers

Use the procedure in this section to configure Tivoli Storage Manager device
drivers for autochangers for non-IBM libraries.

Run the SMIT program to configure the device driver for each autochanger or
robot:

1. Select Devices.

Select Tivoli Storage Manager Devices.
Select Library/MediumChanger.

Select Add a Library/MediumChanger.

Select the Tivoli Storage Manager-SCSI-LB for any Tivoli Storage Manager
supported library.

Al A

6. Select the parent adapter to which you are connecting the device. This number
is listed in the form: 00-0X, where X is the slot number location of the SCSI
adapter card.

7. When prompted, enter the CONNECTION address of the device you are
installing. The connection address is a two-digit number. The first digit is the
SCSI ID (the value you recorded on the worksheet). The second digit is the
device’s SCSI logical unit number (LUN), which is usually zero, unless
otherwise noted. The SCSI ID and LUN must be separated by a comma (,). For
example, a connection address of 4,0 has a SCSI ID=4 and a LUN=0.

8. Click on the DO button.

You will receive a message (logical filename) of the form 1bX Available. Note
the value of X, which is a number assigned automatically by the system. Use
this information to complete the Device Name field on your worksheet.

For example, if the message is 1b0 Available, the Device Name field is /dev/Ib0
on the worksheet. Always use the /dev/ prefix with the name provided by SMIT.
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Configuring Tivoli Storage Manager Device Drivers for Tape or
Optical Drives

Use the procedure in this section to configure Tivoli Storage Manager device
drivers for non-IBM tape or optical drives.

Attention: Tivoli Storage Manager cannot write over tar or dd tapes, but tar or dd
can write over Tivoli Storage Manager tapes.

Note: Tape drives can be shared only when the drive is not defined or the server

is not started. The MKSYSB command will not work if both Tivoli Storage
Manager and AIX are sharing the same drive or drives. To use the operating
system’s native tape device driver in conjunction with a SCSI drive, the
device must be configured to AIX first and then configured to Tivoli Storage
Manager. See your AIX documentation regarding these native device drivers.

Run the SMIT program to configure the device driver for each drive (including
drives in libraries) as follows:

1.
2.
3.

Select Devices.
Select Tivoli Storage Manager Devices.

Select Tape Drive or Optical R/'W Disk Drive, depending on whether the drive
is tape or optical.

Select Add a Tape Drive or Add an Optical Disk Drive, depending on
whether the drive is tape or optical.

Select the Tivoli Storage Manager-SCSI-MT for any supported tape drive or
Tivoli Storage Manager-SCSI-OP for any supported optical drive.

Select the adapter to which you are connecting the device. This number is listed
in the form: 00-0X, where X is the slot number location of the SCSI adapter
card.

When prompted, enter the CONNECTION address of the device you are
installing. The connection address is a two-digit number. The first digit is the
SCSI ID (the value you recorded on the worksheet). The second digit is the
device’s SCSI logical unit number (LUN), which is usually zero, unless
otherwise noted. The SCSI ID and LUN must be separated by a comma (,). For
example, a connection address of 4,0 has a SCSI ID=4 and a LUN=0.

Click on the DO button. You will receive a message:

 If you are configuring the device driver for a tape device (other than an IBM
tape drive), you will receive a message (logical filename) of the form mtX
Available. Note the value of X, which is a number assigned automatically by
the system. Use this information to complete the Device Name field on the
works