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About this publication

This publication provides information about planning for, implementing, monitoring, and operating a data
protection solution that uses IBM Spectrum Protect best practices.

Who should read this guide

This guide is intended for anyone who is registered as an administrator for IBM Spectrum Protect.
A single administrator can manage IBM Spectrum Protect, or several people can share administrative
responsibilities.

You should be familiar with the operating system on which the server resides and the communication
protocols required for the client or server environment. You also need to understand the storage
management practices of your organization, such as how you are currently backing up workstation files
and how you are using storage devices.

Publications

The IBM Spectrum Protect product family includes IBM Spectrum Protect Plus, IBM Spectrum Protect
for Virtual Environments, IBM Spectrum Protect for Databases, and several other storage management
products from IBM®,

To view IBM product documentation, see IBM Documentation.
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What's new in this release

This release of IBM Spectrum Protect introduces new features and updates.
For a list of new features and updates in this release, see the following topics:

« What's new for Server components

« What's new for Client components

If changes were made in the documentation, they are indicated by a vertical bar (]) in the margin.
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Part 1. Planning for a single-site disk data protection
solution

Plan for a data protection implementation that includes a server at a single site that uses data
deduplication.

Implementation options
You can configure the server for a single-site disk solution in the following ways:

Configure the server by using the Operations Center and administrative commands
This documentation provides steps to configure a range of storage systems and the server software
for your solution. Configuration tasks are completed by using wizards and options in the Operations
Center and IBM Spectrum Protect commands. For information about getting started, see the
“Planning roadmap” on page 1.

Configure the server by using automated scripts
For detailed guidance on implementing a single-site disk solution with specific IBM Storwize®
storage systems, and by using automated scripts to configure the server, see IBM Spectrum Protect
Blueprints.

The blueprint documentation does not include steps for installing and configuring the Operations
Center, or setting up secure communications by using Transport Security Layer (TLS). An option for
using Elastic Storage Server, based on IBM Spectrum Scale technology, is included.

Planning roadmap
Plan for the single-site disk solution by reviewing the architecture layout in the following figure and then
completing the roadmap tasks that follow the diagram.

) ) ; (+) Single-site architecture ) Cost effective
Single-site disk
' () Space efficient () Simpler implementation

Applications, virtual machines, Server
systems

L J

L

2

Inventory

Disk storage for deduplicated
data and inventory backup

The following steps are required to plan for a single-site disk environment.

1. Select your system size.

© Copyright IBM Corp. 1993, 2022
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. Meet system requirements for hardware and software.

. Record values for your system configuration in the planning worksheets.

. Plan for storage.

o b WN

. Plan for security.

a. Plan for administrator roles.

b. Plan for secure communications.

c. Plan for storage of encrypted data.

d. Plan for firewall access.

Selecting a system size

Select the size of the IBM Spectrum Protect server based on the amount of data that you manage and the
systems to be protected.

About this task

You can use the information in the table to determine the size of the server that is required, based on the
amount of data that you manage.

The following table describes the volume of data that a server manages. This amount includes all
versions. The daily amount of data is how much new data you back up each day. Both the total managed
data and daily amount of new data are measured as the size before any data reduction.

Table 1. Determining the size of the server

Total managed data

Daily amount of new
data to back up with
one replication copy

Daily amount of new
data to back up with
two replication copies

Required server size

10TB-40TB Up to 1 TB per day Up to 0.6 TB per day Extra Small
60TB-240TB Up to 10 TB per day Up to 6 TB per day Small
360TB-1440TB 10 - 30 TB per day 6 - 18 TB per day Medium
1000 TB - 4000 TB 30-100 TB per day 18 - 60 TB per day Large

The daily backup values in the table are based on test results with 128 MB sized objects, which are used
by IBM Spectrum Protect for Virtual Environments. Workloads that consist of objects that are smaller than
128 KB might not be able to achieve these daily limits.

System requirements for a single-site disk solution

After you select the IBM Spectrum Protect solution that best fits your data protection requirements,
review the system requirements to plan for implementation of the data protection solution.

Ensure that your system meets the hardware and software prerequisites for the size of server that you
plan to use.

Related information
IBM Spectrum Protect Supported Operating Systems
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Hardware requirements

Hardware requirements for your IBM Spectrum Protect solution are based on system size. Choose
equivalent or better components than those items that are listed to ensure optimum performance for

your environment.

For a definition of system sizes, see “Selecting a system size” on page 2.

The following table includes minimum hardware requirements for the server and storage, based on the
size of the server that you plan to build. If you are using local partitions (LPARs) or work partitions
(WPARs), adjust the network requirements to take account of the partition sizes.

Use the information in the following table as a starting point. For the most up-to-date information
about hardware requirements and specifications for the server and storage, see IBM Spectrum Protect

Blueprints.

Hardware component

Small system

Medium system

Large system

Server processor

BRI 6 processor
cores, 3.42 GHz or faster

| Linux | Windows IS
processor cores, 1.7 GHz
or faster

BTN 10 processor
cores, 3.42 GHz or faster

| Linux | Windows jly)
processor cores, 2.2 GHz
or faster

IR0 processor
cores, 3.42 GHz

| Linux | Windows KV}
processor cores, 2.2 GHz
or faster

Server memory

64 GB RAM

128 GB RAM

256 GB RAM

Network « 10 GB Ethernet (1 port) |+ 10 GB Ethernet (2 ports) |+ 10 GB Ethernet (4 ports)
« 8 GB Fibre Channel « 8 GB Fibre Channel « 8 GB Fibre Channel
adapter (2 ports) adapter (2 ports) adapter (4 ports)
Storage « 1.45 TB SSD disks « 2.53 TB SSD disks « 6.54 TB SSD disks

for the database, plus
space for Operations
Center records

« 67 TB deduplicated
directory-container
storage pool

for the database, plus
space for Operations
Center records

« 207.9 TB deduplicated
directory-container
storage pool

for the database, plus
space for Operations
Center records

- 1049.67 1B
deduplicated directory-
container storage pool

Estimating database space requirements for the Operations Center

Hardware requirements for the Operations Center are included in the preceding table, except for the
database and archive log space (inventory) that the Operations Center uses to hold records for managed

clients.

If you do not plan to install the Operations Center on the same system as the server, you can estimate
system requirements separately. To calculate system requirements for the Operations Center, see the
system requirements calculator in technote 1641684.

Managing the Operations Center on the server is a workload that requires extra space for database
operations. The amount of space depends on the number of clients that are monitored on a server. Review
the following guidelines to estimate how much space your server requires.

Database space

The Operations Center uses approximately 1.2 GB of database space for every 1000 clients that are
monitored on a server. For example, consider a hub server with 2000 clients that also manages three
spoke servers, each with 1500 clients. This configuration has a total of 6500 clients across the four

Part 1. Planning for a single-site disk data protection solution 3
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servers and requires approximately 8.4 GB of database space. This value is calculated by rounding the
6500 clients up to the next closest 1000, which is 7000:

7 x 1.2 GB=8.4 GB

Archive log space
The Operations Center uses approximately 8 GB of archive log space every 24 hours, for every 1000
clients. In the example of 6500 clients across the hub server and the spoke servers, 56 GB of archive
log space is used over a 24-hour period for the hub server.

For each spoke server in the example, the archive log space that is used over 24 hours is
approximately 16 GB. These estimates are based on the default status collection interval of 5
minutes. If you reduce the collection interval from once every 5 minutes to once every 3 minutes,
the space requirements increase. The following examples show the approximate increase in the log
space requirement with a collection interval of once every 3 minutes:

« Hub server: 56 GB to approximately 94 GB
« Each spoke server: 16 GB to approximately 28 GB

Increase the archive log space so that you have sufficient space available to support the Operations
Center, without affecting the existing server operations.

Software requirements

Documentation for the single-site disk IBM Spectrum Protect solution includes installation and
configuration tasks for the following operating systems. You must meet the minimum software
requirements that are listed.

AIX systems

Type of software Minimum software requirements

Operating system IBM AIX® 7.1

For more information about operating system requirements, see the IBM
Spectrum Protect installation information.

Gunzip utility The gunzip utility must be available on your system before you install or
upgrade the IBM Spectrum Protect server. Ensure that the gunzip utility is
installed and the path to it is set in the PATH environment variable.

File system type JES2 file systems

AIX systems can cache a large amount of file system data, which can reduce
memory that is required for server and IBM Db2°® processes. To avoid paging
with the AIX server, use the rbxrw mount option for the JFS2 file system.
Less memory is used for the file system cache and more is available for IBM
Spectrum Protect.

Do not use the file system mount options, Concurrent I/O (CIO), and Direct
I/0 (DIO), for file systems that contain the IBM Spectrum Protect database,
logs, or storage pool volumes. These options can cause performance
degradation of many server operations. IBM Spectrum Protect and Db2
can still use DIO where it is beneficial to do so, but IBM Spectrum Protect
does not require the mount options to selectively take advantage of these
techniques.

Other software Korn Shell (ksh)
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Linux systems

Type of software Minimum software requirements
Operating system Red Hat® Enterprise Linux® 7 (x86_64)
Libraries GNU C libraries, Version 2.3.3-98.38 or later that is installed on the IBM

Spectrum Protect system.

Red Hat Enterprise Linux Servers:

- libaio

« libstdc++.50.6 (32-bit and 64-bit packages are required)
» numactl.x86_64

File system type Format database-related file systems with ext3 or ext4.

For storage pool-related file systems, use XFS.

Other software Korn Shell (ksh)

Windows systems

Type of software Minimum software requirements

Operating system Microsoft Windows Server 2012 R2 (64-bit) or Windows Server 2016

File system type NTFS

Other software Windows 2012 R2 or Windows 2016 with .NET Framework 3.5 is installed
and enabled.

The following User Account Control policies must be disabled:

» User Account Control: Admin Approval Mode for the Built-in Administrator
account

= User Account Control: Run all administrators in Admin Approval Mode

Related information
Setting AIX network options

Planning worksheets

Use the planning worksheets to record values that you use to set up your system and configure the IBM
Spectrum Protect server. Use the default values that are listed in the worksheets.

Each worksheet helps you prepare for different parts of the system configuration by using the default
values:

Server system preconfiguration
Use the preconfiguration worksheets to plan for the file systems and directories that you create when
you configure file systems for IBM Spectrum Protect during system setup. All directories that you
create for the server must be empty.

Server configuration
Use the configuration worksheets when you configure the server. Default values are suggested for
most items, except where noted.

Planning worksheets 5
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AIX

Table 2. Worksheet for preconfiguration of an AIX server system

Item

Default value

Your value

Minimum directory
size

Notes

TCP/IP port 1500 Not applicable Ensure that this
address for port is available
communications when you install
with the server and configure the
operating system.
The port number
can be a number
in the range 1024
- 32767.
Directory forthe | /home/tsminstl/ 50 GB If you change
server instance tsminstl the value for the
server instance
directory from
the default, also
modify the Db2
instance owner
value in Table 3 on
page 8.
Directory for / 5GB
server installation
Directory for Juszt 5GB
server installation
Directory for /var 5GB
server installation
Directory for /tmp 5GB
server installation
Directory for /opt 10 GB
server installation
Directory forthe | /tsminstl/TSMalog B Viindows  |% 0 When you create
active log small: 30 GB the.actlve lpg .
) during the initial
« Small and medium: configuration of
140GB the server, set the
« Large: 300 GB size to 128 GB.
Directory forthe |/tsminstl/ B Vindows |0
archive log TSMarchlog small: 250 GB
« Small: 1 TB
* Medium: 2 TB
» Large: 4TB

6 IBM Spectrum Protect: Single-Site Disk Solution Guide




Table 2. Worksheet for preconfiguration of an AILX server system (continued)

Item

Default value

Your value

Minimum directory
size

Notes

Directories for the

Minimum total space

Create a minimum

database Jtsminstl/ for all directories: number of file
TSMdbspace00 o I EXtra systems for
/tsminstl/ i the database,
small: At least 200 depending on the
TSMdbspace01 GB °P
/tsminst1/ size of your
TSMdbspace®2 e Small: At least 1 TB | system:
/tsminstl/ « Medium: At least 2 B indows  |=TEY
TSMdbspace03 8 small: At least 1
 Large: At least4 TB file system
« Small: At least 4
file systems
e Medium: At least
4 file systems
- Large: At least 8
file systems
Directories for Minimum total space |Create a minimum
storage /tsminstl/TSMEile0O for all directories: number of
/tsminst1/TSMfilel B Vindows [N file systems
/tsminstl/TSMfile02 small: At least 10 TB doefpser?;?fg’on e
/teminstl/TSHIile03 « Small: At least 38 TB | size of your
« Medium: At least system:
180TB - I E xtra
» Large: At least 500 small: At least 2
B file systems
« Small: At least 2
file systems

« Medium: At least
10 file systems

 Large: At least
30 file systems
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Table 2. Worksheet for preconfiguration of an AILX server system (continued)

Item

Default value

Your value

Minimum directory
size

Notes

Directories for
database backup

/tsminstl/TSMbkup00
/tsminstl/TSMbkup0l
/tsminstl/TSMbkup02
/tsminstl/TSMbkup03

Minimum total space
for all directories:

B Windows [=Veey
small: At least 1 TB
« Small: At least 3 TB

« Medium: At least 10
B

- Large: At least 16 TB

Create a minimum
number of file
systems for
backing up

the database,
depending on the
size of your
system:

N Windows [SVIeY

small: At least 1
file system

« Small: At least 2
file systems

e Medium: At least
3 file systems

 Large: At least 3
file systems

The first database
backup directory
is also used for
the archive log
failover directory
and a second copy
of the volume
history and device
configuration files.

Table 3. Worksheet for IBM Spectrum Protect configuration

Item Default value Your value Notes
Db2 instance owner | tsminstl If you changed the value
for the server instance
directory in Table 2 on
page 6 from the default,
also modify the value for
the Db2 instance owner.
Db2 instance owner | passwOxd Select a different value
password for the instance owner
password than the
default. Ensure that you
record this value in a
secure location.
Primary group for tsmsrvrs
the Db2 instance
owner
Server name The default value for the
server name is the system
hostname.
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Table 3. Worksheet for IBM Spectrum Protect configuration (continued)

Item Default value Your value Notes

Server password passwOrd Select a different value for
the server password than
the default. Ensure that
you record this value in a
secure location.

Administrator ID: admin
user ID for the
server instance

Administrator ID passwOrd Select a different value
password for the administrator
password than the
default. Ensure that you
record this value in a
secure location.

Schedule start time |22:00 The default schedule start
time begins the client
workload phase, which

is predominantly the
client backup and archive
activities. During the client
workload phase, server
resources support client
operations. Normally,
these operations are
completed during the
nightly schedule window.

Schedules for server
maintenance operations
are defined to begin 10
hours after the start of the
client backup window.

Linux

Table 4. Worksheet for preconfiguration of a Linux server system

Item Default value Your value Minimum directory Notes

size
TCP/IP port 1500 Not applicable Ensure that this
address for port is available
communications when you install
with the server and configure the

operating system.

The port number
can be a number
in the range 1024
- 32767.
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Table 4. Worksheet for preconfiguration of a Linux server system (continued)

Item

Default value

Your value

Minimum directory
size

Notes

Directory forthe | /home/tsminstl/ 25GB If you change
server instance tsminstl the value for the
server instance
directory from
the default, also
modify the Db2
instance owner
value in Table 5 on
page 12.
Directory forthe | /tsminstl/TSMalog B Vindows |0
active log small: 30 GB
« Small and medium:
140 GB
» Large: 300 GB
Directory forthe |/tsminstl/ . e xira
archive log TSMarchlog small: 250 GB
« Small: 1 TB
« Medium: 2 TB
« Large: 4TB
Directories for the Minimum total space | Create a minimum
database Jtsminstl/ for all directories: Z;STebri;?z)Ple
TSMdb 00 N windows |
/tsmiiziij small: At l(IaE:st'EaZOO the database,
TSMdbspace0l1 GB ' d.ependlng on the
/tsminstl/ size of your
TSMdbspace0?2 * Small: At least 1 TB [ system:
/tsminstl/ « Medium: At least 2 . e tra
TSMdbspace®3 8 small: At least 1
 Large: At least 4 TB file system
« Small: At least 4
file systems

e Medium: At least
4 file systems

- Large: At least 8
file systems
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Table 4. Worksheet for preconfiguration of a Linux server system (continued)

Item

Default value

Your value

Minimum directory
size

Notes

Directories for

Minimum total space

Create a minimum

storage /tsminstl/TSMEile00 for all directories: number of
/tsminst1l/TSMfile01 N Windows [P ?le systems
/tsminstl/TSMfile@2 small: At least 10 TB d‘gpsgg;?fg'on e
tsminstl/TSMfile03 .
/tsminstl/ 1€ « Small: At least 38 TB | size of your
« Medium: At least system:
180TB B iindows _[R10)
 Large: At least 500 small: At least 2
B file systems
« Small: At least 2
file systems
e Medium: At least
10 file systems
- Large: At least
30 file systems
Directories for Minimum total space [ Create a minimum
database backup /tsminst1/TSMbkupOo for all directories: number of file
/tsminstl/TSMbkup0l o I EXtra Eystsms for
/tsminstl/TSMbkup03 € database,

« Small: At least 3 TB

« Medium: At least 10
TB

» Large: At least 16 TB

depending on the
size of your
system:

N Windows [S¥eTe)
small: At least 1
file system

« Small: At least 2
file systems

« Medium: At least
3 file systems

» Large: At least 3
file systems

The first database
backup directory
is also used for
the archive log
failover directory
and a second copy
of the volume
history and device
configuration files.
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Table 5. Worksheet for IBM Spectrum Protect configuration

Item

Default value

Your value

Notes

Db2 instance owner

tsminstl

If you changed the value
for the server instance
directory in Table 4 on
page 9 from the default,
also modify the value for
the Db2 instance owner.

Db2 instance owner
password

passwOrd

Select a different value
for the instance owner
password than the
default. Ensure that you
record this value in a
secure location.

Primary group for
the Db2 instance
owner

tsmsrvrs

Server name

The default value for the
server name is the system
hostname.

Server password passwOrd Select a different value for
the server password than
the default. Ensure that
you record this value in a
secure location.

Administrator ID: admin

user ID for the

server instance

Administrator ID passwOrd Select a different value

password for the administrator
password than the
default. Ensure that you
record this value in a
secure location.

Schedule start time |22:00 The default schedule start

time begins the client
workload phase, which

is predominantly the
client backup and archive
activities. During the client
workload phase, server
resources support client
operations. Normally,
these operations are
completed during the
nightly schedule window.

Schedules for server
maintenance operations
are defined to begin 10
hours after the start of the
client backup window.
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Windows

Because many volumes are created for the server, configure the server by using the Windows feature of

mapping disk volumes to directories rather than to drive letters.

For example, C: \tsminst1\TSMdbpsace00 is a mount point to a volume with its own space. The
volume is mapped to a directory under the C: drive, but does not take up space from the C: drive.
The exception is the server instance directory, C: \tsminst1, which can be a mount point or a regular

directory.

Table 6. Worksheet for preconfiguration of a Windows server system

Item Default value Your value Minimum directory Notes
size
TCP/IP port 1500 Not applicable Ensure that this

address for
communications
with the server

port is available
when you install
and configure the
operating system.

The port number
can be a number
in the range 1024
- 32767.

Directory forthe |C:\tsminstl 25GB
server instance

If you change

the value for the
server instance
directory from

the default, also
modify the Db2
instance owner
value in Table 7 on
page 15.

Directory forthe |C:\tsminst1\TSMalog « T Extra
active log small: 30 GB

140 GB
Large: 300 GB

Small and medium:

Directory forthe |C:\tsminst1\TSMarch « T M Extra
archive log log small: 250 GB
« Small: 1 TB
« Medium: 2 TB
» Large: 4 TB
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Table 6. Worksheet for preconfiguration of a Windows server system (continued)

Item

Default value

Your value

Minimum directory
size

Notes

Directories for the
database

C:\tsminstl1\TSMdbsp
ace00
C:\tsminstl1\TSMdbsp
ace0l
C:\tsminstl1\TSMdbsp
ace02
C:\tsminstl1\TSMdbsp
ace03

Minimum total space
for all directories:

B Windows [=Veey
small: At least 200
GB

e Small: At least 1 TB

« Medium: At least 2
B

 Large: At least4 TB

Create a minimum
number of file
systems for

the database,
depending on the
size of your
system:

N Windows [SVIeY

small: At least 1
file system

« Small: At least 4
file systems

e Medium: At least
4 file systems

- Large: At least 8
file systems

Directories for
storage

C:\tsminstl1\TSMfile
00
C:\tsminstl1\TSMfile
01
C:\tsminstl1\TSMfile
02
C:\tsminstl1\TSMfile
03

Minimum total space
for all directories:

B Windows [SEPN
small: At least 10 TB
« Small: At least 38 TB

« Medium: At least
180 TB

» Large: At least 500
TB

Create a minimum
number of

file systems

for storage,
depending on the
size of your
system:

N Windows [S¥eTe)
small: At least 2
file systems

« Small: At least 2
file systems

« Medium: At least
10 file systems

 Large: At least
30 file systems

14 IBM Spectrum Protect: Single-Site Disk Solution Guide




Table 6. Worksheet for preconfiguration of a Windows server system (continued)

Item Default value Your value Minimum directory Notes
size
Directories for Minimum total space |Create a minimum
database backup C:\tsminst1\TSMbkup for all directories: number of file
. tems for
00 B Vindows (SN S
. . backing up
C:\tsminst1\TSMbk .
01\ 1 \ up small: Atleast 1 TB | gatabase,
C:\tsminst1\TSMbkup « Small: At least 3 TB d.ependlng on the
02 - Medium: At least 10 | Size of your
C:\tsminst1\TSMbkup B system:
03 . Large: At least 16 TB |- IZIITZMMEXtra
small: At least 1
file system
« Small: At least 2
file systems

e Medium: At least
3 file systems

 Large: At least 3
file systems

The first database
backup directory
is also used for
the archive log
failover directory
and a second copy
of the volume
history and device
configuration files.

Table 7. Worksheet for IBM Spectrum Protect configuration

Item Default value Your value Notes

Db2 instance owner | tsminstl If you changed the value
for the server instance
directory in Table 6 on
page 13 from the default,
also modify the value for
the Db2 instance owner.

Db2 instance owner | pAssiWOxd Select a different value
password for the instance owner
password than the
default. Ensure that you
record this value in a
secure location.

Server name The default value for the
server name is the system
hostname.
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Table 7. Worksheet for IBM Spectrum Protect configuration (continued)

Item Default value Your value Notes

Server password passwOrd Select a different value for
the server password than
the default. Ensure that
you record this value in a
secure location.

Administrator ID: admin
user ID for the
server instance

Administrator ID passwOrd Select a different value
password for the administrator
password than the
default. Ensure that you
record this value in a
secure location.

Schedule start time |22:00 The default schedule start
time begins the client
workload phase, which

is predominantly the
client backup and archive
activities. During the client
workload phase, server
resources support client
operations. Normally,
these operations are
completed during the
nightly schedule window.

Schedules for server
maintenance operations
are defined to begin 10
hours after the start of the
client backup window.

Planning for storage

Choose the most effective storage technology for IBM Spectrum Protect components to ensure efficient
server performance and operations.

Storage hardware devices have different capacity and performance characteristics, which determine
how they can be used effectively with IBM Spectrum Protect. For general guidance on selecting the
appropriate storage hardware and set up for your solution, review the following guidelines.

Database and active log

« Use a fast disk for the IBM Spectrum Protect database and active log, for example with the following
characteristics:

— High performance, 15k rpm disk with Fibre Channel or serial-attached SCSI (SAS) interface
— Solid-state disk (SSD)

« Isolate the active log from the database unless you use SSD or flash hardware

- When you create arrays for the database, use RAID level 5
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Storage pool
 You can use less expensive and slower disks for the storage pool
» The storage pool can share disks for the archive log and database backup storage

« Use RAID level 6 for storage pool arrays to add protection against double drive failures when you
use large disk types

Related information
Storage system requirements and reducing the risk of data corruption

Planning the storage arrays

Prepare for disk storage configuration by planning for RAID arrays and volumes, according to the size of
your IBM Spectrum Protect system.

You design storage arrays with size and performance characteristics that are suitable for one of the IBM
Spectrum Protect server storage components, such as the server database or a storage pool. The storage
planning activity must take account of drive type, RAID level, number of drives, the number of spare
drives, and so on. In the solution configurations, storage groups contain internal-storage RAID arrays and
consist of multiple physical disks that are presented as logical volumes to the system. When you configure
the disk storage system, you create storage groups, or data storage pools, and then create storage arrays
in the groups.

You create volumes, or LUNs, from the storage groups. The storage group defines which disks provide
the storage that makes up the volume. When you create volumes, make them fully allocated. Faster disks
types are used to hold the database volumes and active log volumes. Slower disk types can be used for
the storage pool volumes, archive log, and database backup volumes. If you use a smaller disk storage
pool to stage data, you might need to use faster disks to manage the daily workload performance for
ingesting and migrating data.

Table 8 on page 17 and Table 9 on page 18 describe the layout requirements for storage groups and
volume configuration.

Table 8. Components of storage group configuration

Component Details

Server storage requirement | How the storage is used by the server.

Disk type Size and speed for the disk type that is used for the storage requirement.

Disk quantity Number of each disk type that is needed for the storage requirement.

Hot spare capacity Number of disks that are reserved as spares to take over if disk failures
occur.

RAID level Level of RAID array that is used for logical storage. The RAID level defines
the type of redundancy that is provided by the array, for example, 5 or 6.

RAID array quantity Number of RAID arrays to be created.

DDMs per RAID array How many disk drive modules (DDMs) are to be used in each of the RAID
arrays.

Usable size per RAID array |Size that is available for data storage in each RAID array after accounting
for space that is lost due to redundancy.

Total usable size Total size that is available for data storage in the RAID arrays:

Quantity x Usable size

Suggested storage group Preferred name to use for MDisks and MDisk groups.
and array names
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Table 8. Components of storage group configuration (continued)

Component Details

Usage Server component that uses part of the physical disk.

Table 9. Components of volume configuration

Component Details

Server storage requirement | Requirement for which the physical disk is used.

Volume name Unique name that is given to a specific volume.

Storage group Name of the storage group from which the space is obtained to create the
volume.

Size Size of each volume.

Intended server mount Directory on the server system where the volume is mounted.

point

Quantity Number of volumes to create for a specific requirement. Use the same
naming standard for each volume that is created for the same requirement.

Usage Server component that uses part of the physical disk.

Examples

Configuration examples for storage groups and volumes are available at the following link: Examples of
worksheets for planning storage arrays. The examples show how to plan the storage for different server
sizes. In the example configurations, there is a one-to-one mapping between disks and storage groups.
You can download the examples and edit the worksheets to plan the storage configuration for your server.

Planning for security

Plan to protect the security of systems in the IBM Spectrum Protect solution with access and
authentication controls, and consider encrypting data and password transmission.

For guidelines about protecting your storage environment against ransomware attacks, and recovering
your storage environment if an attack occurs, see Protecting the storage environment against
ransomware.

Planning for administrator roles

Define the authority levels that you want to assign to administrators who have access to the IBM
Spectrum Protect solution.

You can assign one of the following levels of authority to administrators:

System
Administrators with system authority have the highest level of authority. Administrators with this level
of authority can complete any task. They can manage all policy domains and storage pools, and grant
authority to other administrators.

Policy
Administrators who have policy authority can manage all of the tasks that are related to policy
management. This privilege can be unrestricted, or can be restricted to specific policy domains.

Storage
Administrators who have storage authority can allocate and control storage resources for the server.
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Operator

Administrators who have operator authority can control the immediate operation of the server and the
availability of storage media such as tape libraries and drives.

The scenarios in Table 10 on page 19 provide examples about why you might want to assign varying
levels of authority so that administrators can perform tasks:

Table 10. Scenarios for administrator roles

Scenario

Type of administrator ID to set up

An administrator at a small company manages the
server and is responsible for all server activities.

System authority: 1 administrator ID

An administrator for multiple servers also manages
the overall system. Several other administrators
manage their own storage pools.

System authority on all servers: 1 administrator ID
for the overall system administrator

Storage authority for designated storage pools: 1
administrator ID for each of the other administrators

An administrator manages 2 servers. Another person
helps with the administration tasks. Two assistants
are responsible for helping to ensure that important
systems are backed up. Each assistant is responsible
for monitoring the scheduled backups on one of the
IBM Spectrum Protect servers.

System authority on both servers: 2 administrator
IDs

Operator authority: 2 administrator IDs for the
assistants with access to the server that each person
is responsible for

Planning for secure communications

Plan for protecting communications among the IBM Spectrum Protect solution components.

Determine the level of protection that is required for your data, based on regulations and business
requirements under which your company operates.

If your business requires a high level of security for passwords and data transmission, plan on

implementing secure communication with Transport Layer Security (TLS) or Secure Sockets Layer (SSL)
protocols.

TLS and SSL provide secure communications between the server and client, but can affect system
performance. To improve system performance, use TLS for authentication without encrypting object data.
To specify whether the server uses TLS for the entire session or only for authentication, see the SSL client
option for client-to-server communication, and the UPDATE SERVER=SSL parameter for server-to-server
communication.

Beginning in V8.1.2, TLS is used for authentication by default. If you decide to use TLS to encrypt entire
sessions, use the protocol only for sessions where it is necessary and add processor resources on the
server to manage the increase in network traffic. You can also try other options. For example, some
networking devices such as routers and switches provide the TLS or SSL function.

You can use TLS and SSL to protect some or all of the different possible communication paths, for
example:

« Operations Center: browser to hub; hub to spoke
« Client to server

- Server to server: node replication

Related information
Securing communications
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Planning for storage of encrypted data

Determine whether your company requires stored data to be encrypted, and choose the option that best
suits your needs.

If your company requires the data in storage pools to be encrypted, then you have the option of using IBM
Spectrum Protect encryption, or an external device such as tape for encryption.

If you choose IBM Spectrum Protect to encrypt the data, extra computing resources are required at the
client that might affect the performance of backup and restore processes.

Related information
Data encryption considerations for cloud-container storage pools in IBM Spectrum Protect

Planning firewall access

Determine the firewalls that are set and the ports that must be open for the IBM Spectrum Protect
solution to work.

Table 11 on page 20 describes the ports that are used by the server, client, and Operations Center.

Table 11. Ports that are used by the server, client, and Operations Center

Item Default Direction Description
Base port 1500 Outbound/ Each server instance requires a unique port. You can
(TCPPORT) inbound specify an alternative port number instead of using

the default. The TCPPORT option listens for both
TCP/IP and SSL-enabled sessions from the client.
For administrative client traffic, you can use the
TCPADMINPORT and ADMINONCLIENTPORT options
to set port values.

SSL-only port | No default Outbound/ This port is used if you want to restrict
(SSLTCPPORT) inbound communication on the port to SSL-enabled
sessions only. To support both SSL and non-
SSL communications, use the TCPPORT or
TCPADMINPORT options.

SMB 45 Inbound/ This port is used by configuration wizards that
outbound communicate by using native protocols with multiple
hosts.
SSH 22 Inbound/ This port is used by configuration wizards that
outbound communicate by using native protocols with multiple
hosts.
SMTP 25 Outbound This port is used to send email alerts from the server.
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Table 11. Ports that are used by the server, client, and Operations Center (continued)

Item

Default

Direction

Description

NDMP

No default

Inbound/
outbound

The server must be able to open an outbound NDMP
control port connection to the NAS device. The
outbound control port is the Low-Level Address in
the data mover definition for the NAS device.

During an NDMP filer-to-server restore, the server
must be able to open an outbound NDMP data
connection to the NAS device. The data connection
port that is used during a restore can be configured
on the NAS device.

During NDMP filer-to-server backups, the NAS device
must be able to open outbound data connections to
the server and the server must be able to accept
inbound NDMP data connections. You can use the
server option NDMPPORTRANGE to restrict the set of
ports available for use as NDMP data connections.
You can configure a firewall for connections to these
ports.

Replication

No default

Outbound/
inbound

The port and protocol for the outbound port for
replication are set by the DEFINE SERVER command
that is used to set up replication.

The inbound ports for replication are the TCP ports
and SSL ports that the source replication server
names in the DEFINE SERVER command.

Client
schedule port

Client port:
1501

Outbound

The client listens on the port that is named and
communicates the port number to the server.
The server contacts the client if server prompted
scheduling is used. You can specify an alternative
port number in the client options file.

Long running
sessions

KEEPALIVE
setting: YES

Outbound

When the KEEPALIVE option is enabled, keepalive
packets are sent during client-server sessions to
prevent the firewall software from closing long-
running, inactive connections.

Operations
Center

HTTPS: 11090

Inbound

These ports are used for the Operations Center web
browser. You can specify an alternative port number.

Client
management
service port

Client port:
9028

Inbound

The client management service port must be
accessible from the Operations Center. Ensure that
firewalls cannot prevent connections. The client
management service uses the TCP port of the server
for the client node for authentication by using an
administrative session.
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Part 2. Single-site disk implementation of a data
protection solution

The single-site disk solution is configured at one site and uses data deduplication.

Implementation roadmap
The following steps are required to set up the IBM Spectrum Protect single-site disk environment.

1. Set up the system.

a. Configure the storage hardware and set up storage arrays for your environment size.

b. Install the server operating system.
c. Configure multipath I/0O.

d. Create the user ID for the server instance.

e. Prepare file systems for IBM Spectrum Protect.

2. Install the server and Operations Center.

3. Configure the server and Operations Center.

. Complete the initial configuration of the server.

. Set server options.

. Configure Secure Sockets Layer for the server and client.

. Configure the Operations Center.

. Register your IBM Spectrum Protect license.

. Configure data deduplication.

. Define data retention rules for your business.

> me - 0 o o T w

. Define server maintenance schedules.

i. Define client schedules.

4. Install and configure clients.

a. Register and assign clients to schedules.

b. Install and verify the client management service.

c. Configure the Operations Center to use the client management service.

5. Complete the implementation.

Setting up the system

To set up the system, you must first configure your disk storage hardware and the server system for IBM
Spectrum Protect.

Configuring the storage hardware

To configure your storage hardware, review general guidance for disk systems and IBM Spectrum Protect.

Procedure
1. Provide a connection between the server and the storage devices by following these guidelines:

« Use a switch or direct connection for Fibre Channel connections.
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Instal

« Consider the number of ports that are connected and account for the amount of bandwidth that is
needed.

« Consider the number of ports on the server and the number of host ports on the disk system that are
connected.

. Verify that device drivers and firmware for the server system, adapters, and operating system are

current and at the recommended levels.

. Configure storage arrays. Make sure that you planned properly to ensure optimal performance.

See “Planning for storage” on page 16 for more information.

. Ensure that the server system has access to disk volumes that are created. Complete the following

steps:
a) If the system is connected to a Fibre Channel switch, zone the server to see the disks.
b) Map all of the volumes to tell the disk system that this specific server is allowed to see each disk.

ling the server operating system

Ins
req

tall the operating system on the server system and ensure that IBM Spectrum Protect server
uirements are met. Adjust operating system settings as directed.

Installing on AIX systems

Complete the following steps to install AIX on the server system.

Procedure

1.
2.
3.

24 IBMS

Install AIX Version 7.1, TL4, SP6, or later according to the manufacturer instructions.
Configure your TCP/IP settings according to the operating system installation instructions.
Open the /etc/hosts file and complete the following actions:

« Update the file to include the IP address and host name for the server. For example:
192.0.2.7 server.yourdomain.com server
- Verify that the file contains an entry for localhost with an address of 127.0.0.1. For example:
127.0.0.1 localhost
. Enable AIX I/O completion ports by issuing the following command:
chdev -1 iocp@ -P

Server performance can be affected by the Olson time zone definition.

. To optimize performance, change your system time zone format from Olson to POSIX. Use the
following command format to update the time zone setting:

chtz=1local_timezone,date/time,date/time

For example, if you lived in Tucson, Arizona, where Mountain Standard Time is used, you would issue
the following command to change to the POSIX format:

chtz MST7MDT,M3.2.0/2:00:00,M11.1.0/2:00:00
.Inthe . profile file of the instance user, verify that the following environment variable is set:

export MALLOCOPTIONS=multiheap:16
In later versions of the IBM Spectrum Protect server, this value is set automatically when the server

is started. If the instance user is not available, complete this step later, when the instance user
becomes available.
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7. Set the system to create full application core files. Issue the following command:
chdev -1 sys@ -a fullcore=true -P

8. For communications with the server and Operations Center, make sure that the following ports are
open on any firewalls that might exist:

« For communications with the server, open port 1500.
« For secure communications with the Operations Center, open port 11090 on the hub server.

If you are not using the default port values, make sure that the ports that you are using are open.
9. Enable TCP high-performance enhancements. Issue the following command:

no -p -o rfcl1323=1

10. For optimal throughput and reliability, bond two 10 Gb Ethernet ports together for a medium system
and four 10 Gb Ethernet ports for a large system. Use the System Management Interface Tool (SMIT)
to bond the ports together by using Etherchannel.

The following settings were used during testing:

mode 8023ad

auto_recovery yes Enable automatic recovery after failover

backup_adapter NONE Adapter used when whole channel fails

hash_mode src_dst_port Determines how outgoing adapter is chosen

interval long Determines interval value for IEEE
802.3ad mode

mode 8023ad EtherChannel mode of operation

netaddr 0 Address to ping

noloss_failover yes Enable lossless failover after ping
failure

num_retries 3 Times to retry ping before failing

retry_time 1 Wait time (in seconds) between pings

use_alt_addr no Enable Alternate EtherChannel Address

use_jumbo_frame no Enable Gigabit Ethernet Jumbo Frames

11. Verify that user process resource limits, also known as ulimits, are set according to guidelines in Table
12 on page 25. If ulimit values are not set correctly, you might experience server instability or a
failure of the server to respond.

Table 12. User limits (ulimit) values

User limit type Setting Value Command to query
value
Maximum size of core core Unlimited ulimit -Hc

files created

Maximum size of a data | data Unlimited ulimit -Hd
segment for a process

Maximum file size fsize Unlimited ulimit -Hf
Maximum number of nofile 65536 ulimit -Hn
open files

Maximum amount of cpu Unlimited ulimit -Ht
processor time in

seconds

Maximum number of nproc 16384 ulimit -Hu

user processes

If you need to modify any user limit values, follow the instructions in the documentation for your
operating system.
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Installing on Linux systems

Complete the following steps to install Linux x86_64 on the server system.

Before you begin

The operating system will be installed on the internal hard disks. Configure the internal hard disks by
using a hardware RAID 1 array. For example, if you are configuring a small system, the two 300 GB
internal disks are mirrored in RAID 1 so that a single 300 GB disk appears available to the operating
system installer.

Procedure
1. Install Red Hat Enterprise Linux Version 7.8 or later or Version 8.2 or larter, according to the
manufacturer instructions.

Obtain a bootable DVD that contains Red Hat Enterprise Linux at a supported version and start your
system from this DVD. See the following guidance for installation options. If an item is not mentioned
in the following list, leave the default selection.

a) After you start the DVD, choose Install or upgrade an existing system from the menu.

b) On the Welcome screen, select Test this media & install Red Hat Enterprise Linux 7.8.

¢) Select your language and keyboard preferences.

d) Select your location to set the correct timezone.

e) Select Software Selection and then on the next screen, select Server with GUI.

f) From the installation summary page, click Installation Destination and verify the following items:
« The local 300 GB disk is selected as the installation target.
« Under Other Storage Options, Automatically configure partitioningis selected.
Click Done.

g) Click Begin Installation.
After the installation starts, set the root password for your root user account.

After the installation is completed, restart the system and log in as the root user. Issue the df
command to verify your basic partitioning.

For example, on a test system, the initial partitioning produced the following result:

[root@tvapp02]# df -h

Filesystem Size Used Avail Use% Mounted on
/dev/mapper/rhel-root 50G 3.0G  48G % /

devtmpfs 32G 0 32G 0% /dev

tmpfs 32G 92K  32G 1% /dev/shm

tmpfs 32G 8.8M  32G % /run

tmpfs 32G 0 326G 0% /sys/fs/cgroup
/dev/mapper/rhel-home 220G 37M 220G 1% /home
/dev/sdal 497M 124M 373M 25% /boot

2. Configure your TCP/IP settings according to the operating system installation instructions.

For optimal throughput and reliability, consider bonding multiple network ports together. Bond two
ports for a medium system and four ports for a large system. This can be accomplished by creating a
Link Aggregation Control Protocol (LACP) network connection, which aggregates several subordinate
ports into a single logical connection. The preferred method is to use a bond mode of 802.3ad,
miimon setting of 100, and a xmit_hash_policy setting of layer3+4.

Restriction: To use an LACP network connection, you must have a network switch that supports LACP.

For additional instructions about configuring bonded network connections with Red Hat Enterprise
Linux Version 7, see Create a Channel Bonding Interface.

3. Open the /etc/hosts file and complete the following actions:

« Update the file to include the IP address and host name for the server. For example:
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192.0.2.7 server.yourdomain.com server
« Verify that the file contains an entry for localhost with an address of 127.0.0.1. For example:

127.0.0.1 1localhost
4. Install components that are required for the server installation. Complete the following steps to create
a Yellowdog Updater Modified (YUM) repository and install the prerequisite packages.
a) Mount your Red Hat Enterprise Linux installation DVD to a system directory. For example, to mount
it to the /mnt directory, issue the following command:

mount -t is09660 -o ro /dev/cdrom /mnt

b) Verify that the DVD mounted by issuing the mount command.
You should see output similar to the following example:

/dev/sr® on /mnt type is09660
¢) Change to the YUM repository directory by issuing the following command:
cd /etc/yum/repos.d
For RHEL 8:
cd /etc/yum.repos.d

If the repos.d directory does not exist, create it.
d) List directory contents:

1s rhel-source.repo

e) Rename the original repo file by issuing the mv command.
For example:

mv rhel-source.repo rhel-source.repo.orig

f) Create a new repo file by using a text editor.
For example, to use the vi editor, issue the following command:

vi rhel78_dvd.repo

g) Add the following lines to the new repo file. The baseuxl parameter specifies your directory mount
point:

[rhel78_dvd]

name=DVD Redhat Enterprise Linux 7.8
baseurl=file:///mnt

enabled=1

gpgcheck=0

For RHEL 8:

[InstallMedia-Base0S]

name=Red Hat Enterprise Linux 8.2.0
mediaid=None

metadata_expire=-1

gpgcheck=0

cost=500

enabled=1
baseurl=file:///mnt/Base0S/

[InstallMedia-AppStream]

name=Red Hat Enterprise Linux 8.2.0
mediaid=None

metadata_expire=-1

gpgcheck=0

cost=500
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enabled=1
baseurl=file:///mnt/AppStream/

h) Install additional prerequisite software packages, by issuing the yum command.
For example:

yum install ksh.x86_64
yum install sysstat
For RHEL 8:

yum install libnsl

5. When the software installation is complete, you can restore the original YUM repository values by
completing the following steps:

a) Unmount the Red Hat Enterprise Linux installation DVD by issuing the following command:
unmount /mnt
b) Change to the YUM repository directory by issuing the following command:
cd /etc/yum/repos.d
c) Rename the repo file that you created:
mv rhel78_dvd.repo rhel78_dvd.repo.orig
d) Rename the original file to the original name:
mv rhel-source.repo.orig rhel-source.repo

6. Determine whether kernel parameter changes are required. Complete the following steps:
a) Use the sysctl -acommand to list the parameter values.

b) Analyze the results by using the guidelines in Table 13 on page 28 to determine whether any
changes are required.

c¢) If changes are required, set the parameters in the /etc/sysctl.conft file.
The file changes are applied when the system is started.

Tip: Automatically adjust kernel parameter settings and eliminate the need for manual updates
to these settings. On Linux, the Db2 database software automatically adjusts interprocess
communication (IPC) kernel parameter values to the preferred settings. For more information
about kernel parameter settings, search for Linux kernel parameters in the Version 11.5 product
documentation.

Table 13. Linux kernel parameter optimum settings

Parameter Description
kernel.shmmni The maximum number of segments.
kexnel.shmmax The maximum size of a shared memory segment (bytes).

This parameter must be set before automatically starting the
IBM Spectrum Protect server on system startup.

kernel.shmall The maximum allocation of shared memory pages (pages).
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Table 13. Linux kernel parameter optimum settings (continued)

Parameter

Description

kexnel.sem

There are four values for the kexnel.sem
parameter.

(SEMMSL)

The maximum semaphores per array.

(SEMMNS)

The maximum semaphores per system.

(SEMOPM)

The maximum operations per semaphore call.

(SEMMNI)

The maximum number of arrays.

kexrnel.msgmni The maximum number of system-wide message queues.
kexrnel.msgmax The maximum size of messages (bytes).
kernel.msgmnb The default maximum size of queue (bytes).

kernel.randomize_va_space

The kexrnel.randomize_va_space parameter configures
the use of memory ASLR for the kernel. Enable ASLR for V7.1
and later servers. To learn more details about the Linux ASLR
and Db2, see technote 1365583.

vin.swappiness

The vm. swappiness parameter defines whether the kernel
can swap application memory out of physical random
access memory (RAM). For more information about kernel
parameters, see the Db2 product information.

vin.overcommit_memory

The vin.ovexrcommit_memoxry parameter influences how
much virtual memory the kernel permits allocating. For more
information about kernel parameters, see the Db2 product
information.

7. Open firewall ports to communicate with the server. Complete the following steps:

a) Determine the zone that is used by the network interface. The zone is public, by default.

Issue the following command:

# firewall-cmd --get-active-zones
public
interfaces: ens4f0

b) To use the default port address for communications with the server, open TCP/IP port 1500 in the
Linux firewall.

Issue the following command:

firewall-cmd --zone=public --add-port=1500/tcp --permanent

If you want to use a value other than the default, you can specify a number in the range 1024 -
32767. If you open a port other than the default, you will need to specify that port when you run the
configuration script.

c) If you plan to use this system as a hub, open port 11090, which is the default port for secure (https)
communications.

Issue the following command:

firewall-cmd --zone=public --add-port=11090/tcp --permanent
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d) Reload the firewall definitions for the changes to take effect.

Issue the following command:
firewall-cmd --reload

8. Verify that user process resource limits, also known as ulimits, are set according to guidelines in Table
14 on page 30. If ulimit values are not set correctly, you might experience server instability or a
failure of the server to respond.

Table 14. User limits (ulimit) values

User limit type Setting Value Command to query
value
Maximum size of core core Unlimited ulimit -Hc

files created

Maximum size of a data |data Unlimited ulimit -Hd
segment for a process

Maximum file size fsize Unlimited ulimit -Hf
Maximum number of nofile 65536 ulimit -Hn
open files

Maximum amount of cpu Unlimited ulimit -Ht
processor time in

seconds

Maximum number of nproc 16384 ulimit -Hu

user processes

If you need to modify any user limit values, follow the instructions in the documentation for your
operating system.

Installing on Windows systems

Install Microsoft Windows Server 2012 Standard Edition on the server system and prepare the system for
installation and configuration of the IBM Spectrum Protect server.

Procedure

1. Install Windows Server 2016 or 2019 Standard Edition, according to the manufacturer instructions.
2. Change the Windows account control policies by completing the following steps.
a) Open the Local Security Policy editor by running secpol.msc.

b) Click Local Policies > Security Options and ensure that the following User Account Control policies
are disabled:

« Admin Approval Mode for the Built-in Administrator account
« Run all administrators in Admin Approval Mode
3. Configure your TCP/IP settings according to installation instructions for the operating system.
4. Apply Windows updates and enable optional features by completing the following steps:
a) Apply the latest Windows Server updates.

b) If required, update the FC and Ethernet HBA device drivers to newer levels.

5. Open the default TCP/IP port, 1500, for communications with the IBM Spectrum Protect server.
For example, issue the following command:

netsh advfirewall firewall add rule name="Backup server port 1500"
dir=in action=allow protocol=TCP localport=1500
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6. On the Operations Center hub server, open the default port for secure (https) communications with the
Operations Center.

The port number is 11090.
For example, issue the following command:

netsh advfirewall firewall add rule name="Operations Center port 11090"
dir=in action=allow protocol=TCP localport=11090

Configuring multipath I/0

You can enable and configure multipathing for disk storage. Use the documentation that is provided with
your hardware for detailed instructions.

AIX systems

Procedure

1. Determine the Fibre Channel port address that you must use for the host definition on the disk
subsystem. Issue the 1scfg command for every port.

« On small and medium systems, issue the following commands:

1scfg -vps -1 fcsO | grep "Network Address"
lscfg -vps -1 fcsl | grep "Network Address"

« On large systems, issue the following commands:

lscfg -vps -1 fcsO® | grep "Network Address"
lscfg -vps -1 fcsl | grep "Network Address"
1scfg -vps -1 fcs2 | grep "Network Address"
lscfg -vps -1 fcs3 | grep "Network Address"

2. Ensure that the following AIX file sets are installed:
« devices.common.IBM.mpio.rte
« devices.fcp.disk.rte
3. Issue the c£gmgr command to have AIX rescan the hardware and discover available disks. For
example:
ctgmgr
4. To list the available disks, issue the following command:
lsdev -Ccdisk

The output is similar to the following example:

hdisk® Available 00-00-00 SAS Disk Drive
hdiskl Available 00-00-00 SAS Disk Drive
hdisk2 Available 01-00-00 SAS Disk Drive
hdisk3 Available 01-00-00 SAS Disk Drive
hdisk4 Available 06-01-02 MPIO IBM 2076 FC Disk
hdisk5 Available 07-01-02 MPIO IBM 2076 FC Disk

5. Use the output from the 1sdev command to identify and list device IDs for each disk device.

For example, a device ID could be hdisk4. Save the list of device IDs to use when you create file
systems for the IBM Spectrum Protect server.

6. Correlate the SCSI device IDs to specific disk LUNs from the disk system by listing detailed information
about all physical volumes in the system. Issue the following command:

lspv -u
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On an IBM Storwize system, the following information is an example of what is shown for each device:

hdisk4 00£f8cf083£fd97327 None active
332136005076300810105780000000000003004214503IBMEfcp

In the example, 60050763008101057800000000000030 is the UID for the volume, as reported by
the Storwize management interface.

To verify disk size in megabytes and compare the value with what is listed for the system, issue the
following command:

bootinfo -s hdisk4

Linux systems

Procedure

1. Edit the /etc/multipath.conf file to enable multipathing for Linux hosts.
If the multipath. conf file does not exist, you can create it by issuing the following command:

mpathconf --enable

The following parameters were set in multipath.conf for testing on an IBM FlashSystem® storage
system:

defaults §
user_friendly_names no
3t

devices §
device §

vendor "IBM "
product "2145"
path_grouping_policy group_by_prio
user_friendly_names no
path_selector "round-robin 0"
prio "alua"
path_checker "tur"
failback "immediate"
no_path_retry 5
rr_weight uniform
rr_min_io_xq "1"
dev_loss_tmo 120

¥

2. Set the multipath option to start when the system is started.
Issue the following commands:

systemctl enable multipathd.service
systemctl start multipathd.service

3. To verify that disks are visible to the operating system and are managed by multipath, issue the
following command:

multipath -1

4. Ensure that each device is listed and that it has as many paths as you expect. You can use size and
device ID information to identify which disks are listed.

For example, the following output shows that a 2 TB disk has two path groups and four active paths.
The 2 TB size confirms that the disk corresponds to a pool file system. Use part of the long device ID
number (12, in this example) to search for the volume on the disk-system management interface.

[root@tapsrvOl code]# multipath -1
36005076802810c509800000000000012 dm-43 IBM,2145
size=2.0T features='1 queue_if_no_path' hwhandler='0"' wp=rw
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5.

|-+- policy='round-robin 0' prio=0 status=active
[- 2:0:1:18 sdcw 70:64  active undef running

4:0:0:18 sdgb 131:112 active undef running

-+- policy='round-robin @' prio=0 status=enabled
|- 1:0:1:18 sdat 66:208 active undef running
"- 3:0:0:18 sddy 128:0 active undef running

a) If needed, correct disk LUN host assignments and force a bus rescan.

For example:
echo "- - -" > /sys/class/scsi_host/host@/scan
echo "- - -" > /sys/class/scsi_host/hostl/scan
echo "- - -" > /sys/class/scsi_host/host2/scan

You can also restart the system to rescan disk LUN host assignments.
b) Confirm that disks are now available for multipath I/O by reissuing the multipath -1 command.
Use the multipath output to identify and list device IDs for each disk device.

For example, the device ID for your 2 TB disk is 36005076802810c509800000000000012.

Save the list of device IDs to use in the next step.

Windows systems

Procedure

1.

Ensure that the Multipath I/O feature is installed. If needed, install additional vendor-specific
multipath drivers. For IBM FlashSystem devices, use the Microsoft Device Specific Module (MSDSM).
For installation instructions, see the IBM FlashSystem documentation https://www.ibm.com/support/
knowledgecenter/STHGUJ_8.3.1/com.ibm.storwize.v5000.831.doc/svc_w2kmpio_2loxvp.html

. To verify that disks are visible to the operating system and are managed by multipath I/O, open a

Microsoft Windows Power Shell command prompt and issue the following command:

mpclaim -e

. Review the mpclaim output and ensure that the IBM storage is reported as under MPIO control.

"Target H/W Identifier ! Bus Type MPIO-ed ALUA Support

"IBM 2145 ! SAS YES Implicit Only

. Additional details of attach disk devices can be obtained using the Windows wmic command.

wmic diskdrive get

. To bring new disks online and clear the read-only attribute, run diskpazrt.exe with the following

commands. Repeat for each of the disks:

diskpart
select Disk 1
online disk
attribute disk clear readonly
select Disk 2
online disk
attribute disk clear readonly
< ...
select Disk 49
online disk
attribute disk clear readonly
exit
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Creating the user ID for the server

Create the user ID that owns the IBM Spectrum Protect server instance. You specify this user ID when you
create the server instance during initial configuration of the server.

About this task
You can specify only lowercase letters (a-z), numerals (0-9), and the underscore character ( _) for the
user ID. The user ID and group name must comply with the following rules:

- The length must be 8 characters or fewer.
« The user ID and group name cannot start with ibm, sql, sys, or a numeral.
« The user ID and group name cannot be user, admin, guest, public, local, or any SQL reserved word.

Procedure
1. Use operating system commands to create a user ID.

IS TSN Create a group and user ID in the home directory of the user that owns the
server instance.

For example, to create the user ID tsminstl in group tsmsrvrs with a password of tsminst1,
issue the following commands from an administrative user ID:

-:E-mkgroup 1d=1001 tsmsrvrs
mkuser id=1002 pgrp=tsmsrvrs home=/home/tsminstl tsminstl
passwd tsminstl

groupadd tsmsrvrs

useradd -d /home/tsminstl -m -g tsmsrvrs -s /bin/bash tsminstl
passwd tsminstl

Log off, and then log in to your system. Change to the user account that you created. Use an
interactive login program, such as telnet, so that you are prompted for the password and can
change it if necessary.

- NI Create a user ID and then add the new ID to the Administrators group. For example, to
create the user ID tsminstl, issue the following command:

net user tsminstl * /add
After you create and verify a password for the new user, add the user ID to the Administrators group

by issuing the following commands:

net localgroup Administrators tsminstl /add
net localgroup DB2ADMNS tsminstl /add

2. Log off the new user ID.

Preparing file systems for the server

You must complete file system configuration for the disk storage to be used by the server.
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AIX systems

You must create volume groups, logical volumes, and file systems for the server by using the AIX Logical
Volume Manager.

Procedure

1. Increase the queue depth and maximum transfer size for all of the available hdiskX disks. Issue the
following commands for each disk:

chdev -1 hdisk4 -a max_transfer=0x100000
chdev -1 hdisk4 -a queue_depth=32

chdev -1 hdisk4 -a reserve_policy=no_reserve
chdev -1 hdisk4 -a algorithm=round_robin

Do not run these commands for operating system internal disks, for example, hdiskO.

2. Create volume groups for the IBM Spectrum Protect database, active log, archive log, database
backup, and storage pool. Issue the mkvg command, specifying the device IDs for corresponding
disks that you previously identified.

For example, if the device names hdisk4, hdisk5, and hdiské6 correspond to database disks, include
them in the database volume group and so on.

System size: The following commands are based on the medium system configuration. For small and
large systems, you must adjust the syntax as required.

mkvg -S -y tsmdb hdisk2 hdisk3 hdisk4

mkvg -S -y tsmactlog hdisk5

mkvg -S -y tsmarchlog hdiské

mkvg -S -y tsmdbback hdisk7 hdisk8 hdisk9 hdisk10

mkvg -S -y tsmstgpool hdisk1ll hdisk12 hdisk13 hdisk14 ... hdisk49

3. Determine the physical volume names and the number of free physical partitions to use when you
create logical volumes. Issue the 1svg for each volume group that you created in the previous step.

For example:
lsvg -p tsmdb

The output is similar to the following. The FREE PPs column represents the free physical partitions:

tsmdb:

PV_NAME PV STATE TOTAL PPs FREE PPs FREE DISTRIBUTION
hdisk4 active 1631 1631 327..326..326..326..326
hdisk5 active 1631 1631 327..326..326..326..326
hdiské active 1631 1631 327..326..326..326..326

4. Create logical volumes in each volume group by using the mklv command. The volume size, volume
group, and device names vary, depending on the size of your system and variations in your disk
configuration.

For example, to create the volumes for the IBM Spectrum Protect database on a medium system, issue
the following commands:

mklv -y tsmdb@O -t jfs2 -u 1 -x 1631 tsmdb 1631 hdisk2
mklv -y tsmdb@1 -t jfs2 -u 1 -x 1631 tsmdb 1631 hdisk3
mklv -y tsmdb02 -t jfs2 -u 1 -x 1631 tsmdb 1631 hdisk4

5. Format file systems in each logical volume by using the cxfs command.

For example, to format file systems for the database on a medium system, issue the following
commands:

crfs -v jfs2 -d tsmdb0O -p rw -a logname=INLINE -a options=rbrw
-a agblksize=4096 -m /tsminstl/TSMdbspace@0 -A yes

crfs -v jfs2 -d tsmdb01l -p rw -a logname=INLINE -a options=rbrw
-a agblksize=4096 -m /tsminstl/TSMdbspace@l -A yes
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crfs -v jfs2 -d tsmdb02 -p rw -a logname=INLINE -a options=rbrw
-a aghlksize=4096 -m /tsminstl/TSMdbspace02 -A yes

6. Mount all of the newly created file systems by issuing the following command:
mount -a

7. List all file systems by issuing the df command.
Verify that file systems are mounted at the correct LUN and correct mount point. Also, verify the
available space.

The following example of command output shows that the amount of used space is typically 1%:

tapsrv07> df -g /tsminstl/*
Filesystem GB blocks Free %Used Tused %Iused Mounted on
/dev/tsmact@O®  195.12 194.59 9% 4 9% /tsminstl/TSMalog

8. Verify that the user ID you created in “Creating the user ID for the server” on page 34 has read and
write access to the directories for the server.

Linux systems

You must format ext4 or x£s file systems on each of the disk LUNs to be used by the IBM Spectrum
Protect server.

Procedure

1. Using the list of device IDs that you generated previously, issue the mkfs command to create and
format a file system for each storage LUN device. Specify the device ID in the command. See the
following examples.

For the database, format ext4 file systems:

mkfs -t ext4 -T largefile -m 2 /dev/mapper/36005076802810c509800000000000012
For storage pool LUNs, format x£s file systems:

mkfs -t xfs /dev/mapper/3600507630081010578000000000002c3

You might issue the mkfs command as many as 50 times, depending on how many different devices
you have.

2. Create mount point directories for file systems.

Issue the mkdixr command for each directory that you must create. Use the directory values that you
recorded in the planning worksheets.

For example, to create the server instance directory by using the default value, issue the following
command:

mkdir /tsminstl

Repeat the mkdixr command for each file system.
3. Add an entry in the /etc/fstab file for each file system so that file systems are mounted
automatically when the server is started.

For example:

/dev/mapper/36005076802810c509800000000000012 /tsminstl/TSMdbspace00 ext4
defaults 0 0
4. Mount the file systems that you added to the /etc/fstab file by issuing the mount -a command.
5. List all file systems by issuing the df command.

Verify that file systems are mounted at the correct LUN and correct mount point. Also, verify the
available space.
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The following example on an IBM Storwize system shows that the amount of used space is typically

1%:
[root@tapsrve4 ~]# df -h /tsminstl/*
Filesystem Size Used Avail Use% Mounted on
/dev/mapper/360050763008101057800000000000003 134G 188M 132G 1%  /tsminstl/
TSMalog

6. Verify that the user ID you created in “Creating the user ID for the server” on page 34 has read and
write access to the directories for the IBM Spectrum Protect server.

Windows systems

You must format New Technology File System (NTFS) file systems on each of the disk LUNs to be used by
the IBM Spectrum Protect server.

Procedure
1. Create mount point directories for file systems.

Issue the md command for each directory that you must create. Use the directory values that you
recorded in the planning worksheets. For example, to create the server instance directory by using the
default value, issue the following command:

md c:\tsminstl

Repeat the md command for each file system.
2. Create a volume for every disk LUN that is mapped to a directory under the server instance directory by
using the Windows volume manager.

Go to Server Manager > File and Storage Services and complete the following steps for each disk
that corresponds to the LUN mapping that was created in the previous step:

a) Bring the disk online.

b) Initialize the disk to the GPT basic type, which is the default.

¢) Create a simple volume that occupies all of the space on the disk. Format the file system by using
NTFS, and assign a label that matches the purpose of the volume, such as TSMfi1e00. Do not
assign the new volume to a drive letter. Instead, map the volume to a directory under the instance
directory, suchas C: \tsminst1\TSMfile00.

Tip: Determine the volume label and directory mapping labels based on the size of the disk that is
reported.

3. Verify that file systems are mounted at the correct LUN and correct mount point. List all file systems by
issuing the mountvol command and then review the output.
For example:

\\?\Volume$8ffb9678-3216-474c-a021-20e420816a92%t\
C:\tsminst1\TSMdbspace00\

4. After the disk configuration is complete, restart the system.

What to do next
You can confirm the amount of free space for each volume by using Windows Explorer.
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Installing the server and Operations Center

Use the IBM Installation Manager graphical wizard to install the components.

Installing on AIX and Linux systems

Install the IBM Spectrum Protect server and the Operations Center on the same system.

Before you begin

Verify that the operating system is set to the language that you require. By default, the language of the
operating system is the language of the installation wizard.

Procedure

1. .
Verify that the required RPM files are installed on your system.
See “Installing prerequisite RPM files for the graphical wizard” on page 39 for details.

2. Before you download the installation package, verify that you have enough space to store the
installation files when they are extracted from the product package.

For space requirements, see the download document at technote 588093.
3. Go to Passport Advantage® and download the package file to an empty directory of your choice.

4. Ensure that executable permission is set for the package. If necessary, change the file permissions by
issuing the following command:

chmod a+x package_name.bin
5. Extract the package by issuing the following command:

./package_name.bin

where package_name is the name of the downloaded file.

6. TN
Ensure that the following command is enabled so that the wizards work properly:

lsuser

By default, the command is enabled.
7. Change to the directory where you placed the executable file.
8. Start the installation wizard by issuing the following command:

./install.sh

When you select the packages to install, choose both the server and Operations Center.

What to do next

« If errors occur during the installation process, the errors are recorded in log files that are stored in the
IBM Installation Manager logs directory.

To view installation log files from the Installation Manager tool, click File > View Log. To collect these
log files from the Installation Manager tool, click Help > Export Data for Problem Analysis.

- After you install the server and before you customize it for your use, go to the support site. Click
Support and downloads and apply any applicable fixes.
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EmmmInstalling prerequisite RPM files for the graphical wizard

RPM files are required for the IBM Installation Manager graphical wizard.

Procedure

1. Verify that the following files are installed on your system. If the files are not installed, go to Step 2.

atk-1.12.3-2.aix5.2.ppc.xpm libpng-1.2.32-2.aix5.2.ppc.rpm
cairo-1.8.8-1.aix5.2.ppc.rpm libtiff-3.8.2-1.aix5.2.ppc.rpm
expat-2.0.1-1.aix5.2.ppc.rpm pango-1.14.5-4.aix5.2.ppc.xrpm
fontconfig-2.4.2-1.aix5.2.ppc.xrpm pixman-0.12.0-3.aix5.2.ppc.xrpm
freetype2-2.3.9-1.aix5.2.ppc.rpm xcursor-1.1.7-3.aix5.2.ppc.rpm
gettext-0.10.40-6.aix5.1.ppc.rpm xft-2.1.6-5.aix5.1.ppc.rpm

glib2-2.12.4-2.aix5.2.ppc.rpm xrender-0.9.1-3.aix5.2.ppc.xrpm
gtk2-2.10.6-4.aix5.2.ppc.rpm z1ib-1.2.3-3.aix5.1.ppc.rpm

libjpeg-6b-6.aix5.1.ppc.xrpm

2. Ensure that there is at least 150 MB of free space in the /opt file system.
3. From the directory where the installation package file is extracted, go to the gtk directory.

4. Download the RPM files to the current working directory from the IBM AIX Toolbox for Linux
Applications website by issuing the following command:

download-prerequisites.sh

5. From the directory that contains the RPM files that you downloaded, install them by issuing the
following command:

rpm -Uvh *.rpm

Installing on Windows systems

Install the IBM Spectrum Protect server and the Operations Center on the same system.

Before you begin
Make sure that the following prerequisites are met:

« Verify that the operating system is set to the language that you require. By default, the language of the
operating system is the language of the installation wizard.

 Ensure that the user ID that you plan to use during the installation is a user with local Administrator
authority.

Procedure
1. Before you download the installation package, verify that you have enough space to store the
installation files when they are extracted from the product package.
For space requirements, see the download document at technote 588095.
. Go to Passport Advantage and download the package file to an empty directory of your choic