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               Before you use this information and the product it supports, read the information
                  in Notices.
               

               
               
            

            
            
         
      
   
      
         
            
            Edition notice

            
            
            
            
               
               This edition applies to version 8, release 1, modification 11 of IBM Spectrum Protect (product numbers 5725-W98, 5725-W99, 5725-X15),
                  and to all subsequent releases and modifications until otherwise indicated in new
                  editions.
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               This publication provides an overview of IBM Spectrum Protect concepts and data protection solutions that use
                  best practices for IBM Spectrum Protect. A feature comparison
                  chart helps you select the best solution for your organization's needs.
               

               
               
            

            
            
            
               
                  
                  
                     
                     	Who should read this guide

                        
                     

                     
                     	Publications

                        The IBM Spectrum Protect product family includes IBM Spectrum Protect Plus, IBM Spectrum Protect for Virtual Environments, IBM Spectrum Protect for Databases, and several other storage management products from IBM.
                     

                     
                  

                  
               
            
         
      
   
      
         
            
            Who should read this guide

            
            
               
               
                  
                  This guide is intended for anyone who is registered as an administrator for IBM Spectrum Protect. A single administrator can manage
                     IBM Spectrum Protect, or several people can share
                     administrative responsibilities.
                  

                  
                  
               
               
               
               
                  
                  You should be familiar with the operating system on which the server resides and the
                     communication protocols required for the client/server environment. You also need
                     to understand the
                     storage management practices of your organization, such as how you are currently backing
                     up
                     workstation files and how you are using storage devices.
                  

                  
                  
               
               
               
            

            
            
            
               
                  
                  
                     
                  

                  
               
            
         
      
   
      
         
            
            Publications 

            
            
            
            
            
               The IBM Spectrum Protect product family includes IBM Spectrum Protect Plus, IBM Spectrum Protect for Virtual Environments,
                  IBM Spectrum Protect for Databases, and several other storage management
                  products from IBM.
               

               
               
               To view IBM product documentation, see IBM Knowledge Center.   
               
               
               
            

            
            
            
            
               
                  
                  
                     
                  

                  
               
            
         
      
   
      
         
            
            IBM Spectrum Protect concepts 
            

            
            
            
            
            
               IBM Spectrum Protect provides a comprehensive data
                  protection environment.
               

               
               
               

               
               
            

            
            
            
               
                  
                  
                     
                     	IBM Spectrum Protect overview

                        IBM Spectrum Protect provides centralized, automated data protection that helps to reduce data loss and
                        manage compliance with data retention and availability requirements.
                     

                     
                     	Data storage concepts in IBM Spectrum Protect

                        IBM Spectrum Protect provides functions to store data in a range of device and media storage.
                     

                     
                     	Data protection strategies with IBM Spectrum Protect

                        IBM Spectrum Protect provides ways for you to implement various data protection strategies.
                     

                     
                  

                  
               
            
         
      
   
      
         
            
            IBM Spectrum Protect overview
            

            
            
            
            
               IBM Spectrum Protect provides centralized, automated data
               protection that helps to reduce data loss and manage compliance with data retention
               and availability
               requirements.
            

            
            
            
            
               
                  
                  
                     
                     	Data protection components

                        The data protection solutions that IBM Spectrum Protect provides consist of a server, client systems and applications, and storage media.
                        IBM Spectrum Protect provides management interfaces for monitoring and reporting the data protection status.
                     

                     
                     	Data protection services

                        IBM Spectrum Protect provides data protection services to store and recover data from various types of
                        clients. The data protection services are implemented through policies that are defined
                        on the server. You can use client scheduling to automate the data protection services.
                     

                     
                     	Processes for managing data protection with IBM Spectrum Protect

                        The IBM Spectrum Protect server inventory has a key role in the processes for data protection. You define
                        policies that the server uses to manage data storage.
                     

                     
                     	User interfaces for the IBM Spectrum Protect environment

                        For monitoring and configuration tasks, IBM Spectrum Protect provides various interfaces, including the     Operations Center, a command-line
                        interface, and an SQL administrative interface.
                     

                     
                  

                  
                  
                  
                     
                  

                  
               
            
         
      
   
      
         
            
            Data protection components

            
            
            
            
            
            
            
               The data protection solutions that IBM Spectrum Protect provides consist of a server,
                  client systems and applications, and storage media. IBM Spectrum Protect provides management interfaces
                  for monitoring and reporting the data protection status.
               

               
               
               
                  Server

                  
                  
                  Client systems send data to the server to be stored as backups or archived data. The
                     server
                     includes an inventory, which is a repository of information about client data. 
                  

                  
                  
                  The inventory includes the following components:
                     
                        
                        
                        	Database

                        
                        
                        	Information about each file, logical volume, or database that the server backs up,
                           archives, or
                           migrates is stored in the server database. The server database also contains information
                           about the
                           policy and schedules for data protection services.
                        

                        
                        
                        
                        
                        	Recovery log

                        
                        
                        	Records of database transactions are kept in this log. The database uses the recovery
                           log to
                           ensure data consistency in the database.
                        

                        
                        
                        
                     

                     
                  

                  
                  
               
               
               
               
                  Client systems and applications

                  
                  
                  Clients are applications, virtual machines, and systems that must be protected. The
                     clients send data to the server, as shown in Figure 1..
                  

                  
                  
                  
                  
                     
                     Figure 1. Components in the data protection solution
                        
                        
                        [image: Illustration shows the various components of the data protection solution]

                        
                     
                     
                     
                  

                  
                  
                  
                     
                     
                        
                        
                        	Client software

                        
                        
                        	For IBM Spectrum Protect to protect client data, the
                           appropriate software must be installed on the client system and the client must be
                           registered with
                           the server. 
                        

                        
                        
                        
                        
                        	Client nodes

                        
                        
                        	A client node is equivalent to a computer, virtual machine, or application, such as
                           a backup-archive client that is installed on a workstation for file system backups.
                           Each client node
                           must be registered with the server. Multiple nodes can be registered on a single computer.
                        

                        
                        
                        
                     

                     
                     
                  

                  
                  
               
               
               
               
                  Storage media

                  
                  
                  The server stores client data to storage media. The following types of media are used:
                     
                        
                        
                        	Storage devices

                        
                        
                        	
                           
                           The server can write data to hard disk drives, disk arrays and subsystems, stand-alone
                              tape
                              drives, tape libraries, and other types of random-access and sequential-access storage.
                              Storage
                              devices can be connected directly to the server or connected through a local area
                              network (LAN) or a
                              storage area network (SAN).
                           

                           
                           
                        

                        
                        
                        
                        
                        	Storage pools

                        
                        
                        	
                           
                           Storage devices that are connected to the server are grouped into storage pools.
                              Each storage pool represents a set of storage devices of the same media type, such
                              as disk or tape
                              drives. IBM Spectrum Protect stores all of the client data
                              in storage pools. You can organize storage pools into a hierarchy, so that data storage
                              can transfer from disk storage to lower-cost storage such as tape devices.
                           

                           
                           
                        

                        
                        
                        
                     

                     
                  

                  
                  
               
               
               
               
            

            
            
            
               
                  
                  
                     
                  

                  
               
            
         
      
   
      
         
            
             Data protection services

            
            
            
            
            
            
            
               IBM Spectrum Protect provides data protection
                  services to store and recover data from various types of clients. The data protection
                  services are
                  implemented through policies that are defined on the server. You can use client scheduling
                  to
                  automate the data protection services.
               

               
               
               
                  Types of data protection services

                  
                  
                  IBM Spectrum Protect provides services to store and
                     recover client data as shown in Figure 2.. 
                  

                  
                  
                  
                     
                     Figure 2. Data protection services
                        
                        
                        [image: Illustration shows data protection services]

                        
                     
                     
                     
                  

                  
                  
                  
                  IBM Spectrum Protect provides the following types of
                     data protection services:
                     
                        
                        
                        	Back up and restore services

                        
                        
                        	
                           
                           You run a backup process to create a copy of a data object that can be used for
                              recovery if the original data object is lost. A data object can be a file, a directory,
                              or a
                              user-defined data object, such as a database.
                           

                           
                           
                           To minimize the use of system resources during the backup operation, IBM Spectrum Protect uses the progressive
                                 incremental backup method. For this backup method, a first full backup of all data objects is
                              created and in subsequent backup operations only changed data is moved to storage.
                              Compared to
                              incremental and differential backup methods that require taking periodic full backups,
                              the
                              progressive incremental backup method provides the following benefits: 
                              
                                 
                                 	Reduces data redundancy

                                 
                                 
                                 	Uses less network bandwidth

                                 
                                 
                                 	Requires less storage pool space

                                 
                                 
                              

                              To further reduce storage capacity requirements and network bandwidth usage, IBM Spectrum Protect includes data
                                 deduplication for data backups. The data deduplication technique removes duplicate data
                              extents from backups.
                           

                           
                           
                           You run a restore process to copy an object from a storage pool to the client. You
                              can restore a
                              single file, all files in a directory, or all of the data on a computer.
                           

                           
                           
                        

                        
                        
                        
                        
                        	Archive and retrieve services

                        
                        
                        	
                           
                           You use the archive service to preserve data that must be stored for a long time,
                              such as for
                              regulatory compliance. The archive service provides the following features:
                           

                           
                           
                           
                              
                              	When you archive data, you specify how long the data must be stored.

                              
                              
                              	You can request that files and directories are copied to long-term storage on media.
                                 For
                                 example, you might choose to store this data on a tape device, which can reduce the
                                 cost of
                                 storage.
                              

                              
                              
                              	You can specify that the original files are erased from the client after the files
                                 are
                                 archived.
                              

                              
                              
                           

                           
                           
                           The retrieve service provides the following features:
                              
                                 
                                 	When you retrieve data, the data is copied from a storage pool to a client node.

                                 
                                 
                                 	The retrieve operation does not affect the archive copy in the storage pool. 

                                 
                                 
                              

                              
                           

                           
                           
                        

                        
                        
                        
                        
                        	Migrate and recall services

                        
                        
                        	You use migrate and recall services to manage space on client systems. The goal of
                           space
                           management is to maximize available media capacity for new data and to minimize access
                           time to data.
                           You can migrate data to server storage to maintain sufficient free storage space on
                           a local file
                           system. You can store migrated data in the following ways:
                           
                              
                              	On disk storage for long-term storage

                              
                              
                              	In a virtual tape library (VTL) for fast recall of files
                              

                              
                              
                           

                           
                           
                        

                        
                        
                        	You can recall files to the client node on demand, either automatically or selectively.
                           
                        

                        
                        
                        
                     

                     
                  

                  
                  
               
               
               
               
                  Types of client data that can be protected

                  
                  
                  You can protect data for the following types of clients with IBM Spectrum Protect:
                     
                        
                        
                        	Application clients

                        
                        
                        	IBM Spectrum Protect can protect data for specific products
                           or applications. These clients are called application clients. To protect the
                           structured data for these clients, in other words the data in database fields, you must
                           back up components that are specific to the application. IBM Spectrum Protect can protect the following applications:
                           
                              
                              	IBM Spectrum Protect for Enterprise Resource Planning clients:
                                 
                                    
                                    	Data Protection for SAP HANA

                                    
                                    
                                    	Data Protection for SAP for Db2

                                    
                                    
                                    	Data Protection for SAP for Oracle

                                    
                                    
                                 

                                 
                              

                              
                              
                              
                              	IBM Spectrum Protect for Databases clients:
                                 
                                    
                                    	Data Protection for Microsoft SQL server

                                    
                                    
                                    	Data Protection for Oracle

                                    
                                    
                                 

                                 
                              

                              
                              
                              	IBM Spectrum Protect for Mail clients:
                                 
                                    
                                    	Data Protection for IBM
                                       Domino
                                    

                                    
                                    
                                    	Data Protection for Microsoft Exchange Server

                                    
                                    
                                 

                                 
                              

                              
                              
                           

                           
                        

                        
                        
                        
                        
                        	Virtual machines

                        
                        
                        	Virtual machines that are backed up by using application client software that is installed
                           on
                           the virtual machine. In the IBM Spectrum Protect environment, a
                           virtual machine can be protected by the IBM Spectrum Protect for Virtual Environments.
                        

                        
                        
                        
                        
                        	System clients

                        
                        
                        	The following IBM Spectrum Protect clients are called
                           system clients: 
                           
                              
                              	All clients that back up data in files and directories, in other words unstructured
                                    data, such as backup-archive clients and API clients that are installed on workstations.
                              

                              
                              
                              	A server that is included in a server-to-server virtual volume configuration.

                              
                              
                              	A virtual machine that is backed up by using backup-archive client software that is
                                 installed on
                                 the virtual machine.
                              

                              
                              
                              
                           

                           
                        

                        
                        
                        
                     

                     
                  

                  
                  
               
               
               
               
               
            

            
            
            
               
                  
                  
                     
                  

                  
               
            
         
      
   
      
         
            
            Processes for managing data protection with IBM Spectrum Protect

            
            
            
            
            
            
            
               The IBM Spectrum Protect server inventory has a key
                  role in the processes for data protection. You define policies that the server uses
                  to manage data
                  storage.
               

               
               
               
                  Data management process

                  
                  
                  Figure 3. shows the IBM Spectrum Protect data management process.
                  

                  
                  
                  
                     
                     Figure 3. Data management process
                        
                        
                        [image: Illustration shows data protection management processes]

                        
                     
                     
                     
                  

                  
                  
                  IBM Spectrum Protect uses policies to control how
                     the server stores and manages data objects on various types of storage devices and
                     media. You
                     associate a client with a policy domain that contains one active policy set. When
                     a client backs up,
                     archives, or migrates a file, the file is bound to a management class in the active
                     policy set of
                     the policy domain. The management class and the backup and archive copy groups specify
                     where files
                     are stored and how they are managed. If you set up server storage in a hierarchy,
                     you can migrate
                     files to different storage pools.
                  

                  
                  
                  
               
               
               
               
                  Inventory components

                  
                  
                  The following inventory components are key to the operation of the server:
                     
                        
                        
                        	Server database

                        
                        
                        	The server database contains information about client data and server operations.
                           The database
                           stores information about client data, called metadata. Information about client data
                           includes the file name, file size, file owner, management class, copy group, and location
                           of the
                           file in server storage. The database includes the following information that is necessary
                           for the
                           operation of the server:
                           
                              
                              	Definitions of client nodes and administrators

                              
                              
                              	Policies and schedules

                              
                              
                              	Server settings

                              
                              
                              	Records of server operations, such as activity logs and event records

                              
                              
                              	Intermediate results for administrative queries

                              
                              
                           

                           
                           
                        

                        
                        
                        
                        
                        	Recovery log

                        
                        
                        	The server records database transactions in the recovery log. The recovery log helps
                           to ensure
                           that a failure does not leave the database in an inconsistent state. The recovery
                           log is also used
                           to maintain consistency across server start operations. The recovery log consists
                           of the following logs:
                           
                              
                              
                              	Active log

                              
                              
                              	This log records current transactions on the server. This information is required
                                 to start the
                                 server and database after a disaster.
                              

                              
                              
                              
                              
                              	Log mirror (optional)

                              
                              
                              	The active log mirror is a copy of the active log that can be used if the active log
                                 files
                                 cannot be read. All changes that are made to the active log are also written to a
                                 log mirror. You
                                 can set up one active log mirror.
                              

                              
                              
                              
                              
                              	Archive log

                              
                              
                              	The archive log contains copies of closed log files that were in the active log. The
                                 archive log
                                 is included in database backups and is used for recovery of the server database. Archive
                                 log files
                                 that are included in a database backup are automatically pruned after a full database
                                 backup cycle
                                 is complete. The archive log must have enough space to store the log files for database
                                 backups.
                              

                              
                              
                              
                              
                              	Archive failover log (optional)

                              
                              
                              	The archive failover log, also called a secondary archive log, is the directory that
                                 the server
                                 uses to store archive log files when the archive log directory is full.
                              

                              
                              
                              
                           

                           
                        

                        
                        
                        
                     

                     
                  

                  
                  
               
               
               
               
                  Policy-based data management

                  
                  
                  In the IBM Spectrum Protect environment, a
                     policy for data protection management contains rules that determine how client data is
                     stored and managed. The primary purpose of a policy is to implement the following
                     data management objectives:
                     
                        
                        	 Control which storage pool client data is initially stored in

                        
                        
                        	Define retention criteria that controls how many copies of objects are stored

                        
                        
                        	Define how long copies of objects are retained

                        
                        
                     

                     
                  

                  
                  
                  Policy-based data management helps you to focus on the business requirements for protecting
                     data
                     rather than on managing storage devices and media. Administrators define policies
                     and assign client
                     nodes to a policy domain.
                  

                  
                  
                  
                     Depending on your business needs, you can have one policy or many. In a business organization,
                     for
                     example, different departments with different types of data can have customized storage
                     management
                     plans. Policies can be updated, and the updates can be applied to data that is already
                     managed. 
                  

                  
                  
                   When you install IBM Spectrum Protect, a default policy
                     that is named STANDARD is already defined. The STANDARD policy provides basic backup
                     protection for
                     user workstations. To provide different levels of service for different clients, you
                     can add to the
                     default policy or create a new policy. 
                  

                  
                  
                  You create policies by defining the following policy components:
                     
                        
                        
                        	Policy domain

                        
                        
                        	 The policy domain is the primary organizational method of grouping client nodes that
                           share
                           common rules for data management. Although a client node can be defined to more than
                           one server, the
                           client node can be defined to only one policy domain on each server.
                        

                        
                        
                        
                        
                        	Policy set

                        
                        
                        	A policy set is a number of policies that are grouped so that the policy for the
                           client nodes in the domain can be activated or deactivated as required. An administrator
                           uses a
                           policy set to implement different management classes based on business and user needs.
                           A policy
                           domain can contain multiple policy sets, but only one policy set can be active in
                           the domain. Each
                           policy set contains a default management class and any number of extra management
                           classes.
                        

                        
                        
                        
                        
                        	Management class

                        
                        
                        	
                           
                           A management class is a policy object that you can bind to each category of data to
                              specify how the server manages the data. There can be one or more management classes.
                              One management
                              class is assigned to be the default management class that is used by clients unless
                              they
                              specifically override the default to use a specific management class.
                           

                           
                           
                           The management class can contain a backup copy group, an archive copy group, and space
                              management
                              attributes. A copy group determines how the server manages backup versions or archived
                              copies of the
                              file. The space management attributes determine whether the file is eligible for migration
                              by the
                              space manager client to server storage, and under what conditions the file is migrated.
                           

                           
                           
                        

                        
                        
                        
                        
                        	Copy group

                        
                        
                        	A copy group is a set of attributes in a management class that controls the
                           following factors:
                           
                              
                              	Where the server stores versions of backed up files or archive copies

                              
                              
                              	How long the server keeps versions of backed up files or archive copies

                              
                              
                              	How many versions of backup copies are retained

                              
                              
                              	What method to use to generate versions of backed up files or archive copies

                              
                              
                           

                           
                           
                        

                        
                        
                        
                     

                     
                  

                  
                  
               
               
               
               
                  Security management

                  
                  
                  IBM Spectrum Protect includes security features for
                     registration of administrators and users. After administrators are registered, they
                     must be granted
                     authority by being assigned one or more administrative privilege classes. An administrator
                     with
                     system privilege can perform any server function. Administrators with policy, storage,
                     operator, or
                     node privileges can perform subsets of server functions. The server can be accessed
                     by using the
                     following methods, each controlled with a password:
                     
                        
                        	Administrator access to manage the server

                        
                        
                        	Client access to nodes to store and retrieve data

                        
                        
                     

                     
                  

                  
                  
               
               
               
               Also included are features that can help to ensure security when clients connect to
                  the
                  server. Depending on business requirements, as an administrator, you can choose one
                  of the following
                  client registration methods: 
                  
                     
                     
                     	Open registration

                     
                     
                     	When the client first connects to the server, the user is requested for a node name,
                        password,
                        and contact information. Open registration provides the user with following default
                        settings:
                        
                           
                           	The client node is assigned to the STANDARD policy domain.

                           
                           
                           	The user can define whether files are compressed to decrease the amount of data that
                              is sent
                              over networks and the space that is occupied by the data in storage.
                           

                           
                           
                           	The user can delete archived copies of files from server storage, but not backup versions
                              of
                              files.
                           

                           
                           
                        

                        
                     

                     
                     
                     
                     
                     	Closed registration

                     
                     
                     	Closed registration is the default method for client registration to the server. For
                        this type
                        of registration, an administrator registers all clients. The administrator can implement
                        the
                        following settings:
                        
                           
                           	Assign the node to any policy domain

                           
                           
                           	Determine whether the user can use compression or not, or if the user can choose

                           
                           
                           	Control whether the user can delete backed up files or archived files

                           
                           
                        

                        
                     

                     
                     
                     
                  

                  
                  You can add more protection for your data and passwords by using Secure Sockets Layer
                     (SSL).
                     SSL is the standard technology that you use to create encrypted sessions for servers
                     and clients,
                     and provides a secure channel to communicate over open communication paths. With SSL,
                     the identity
                     of the server is verified by using digital certificates. If you authenticate with
                     a Lightweight
                     Directory Access Protocol (LDAP) server, passwords between the server and the LDAP
                     server are
                     protected by Transport Layer Security (TLS). The TLS protocol is the successor to
                     the SSL protocol.
                     When a server and client communicate, TLS ensures that third parties cannot intercept
                     messages.
                  

                  
               
               
               
               
            

            
            
            
               
                  
                  
                     
                  

                  
               
            
         
      
   
      
         
            
            User interfaces for the IBM Spectrum Protect
               environment
            

            
            
            
            
            
            
            
                For monitoring and configuration tasks, IBM Spectrum Protect provides various interfaces, including the
                  Operations Center, a command-line interface, and an SQL administrative interface.
               

               
               
               
                  Interfaces for data storage management

                  
                  
                   The Operations Center is the primary interface for administrators to monitor and
                     administer
                     servers. A key benefit of the Operations Center is that you can monitor multiple servers,
                     as shown
                     in Figure 4.. You can also monitor and administer
                     IBM Spectrum Protect from a command-line
                     administrative interface.
                  

                  
                  
                  
                     
                     Figure 4. User interfaces for data storage management
                        
                        
                        [image: Illustration shows the main interfaces for user interactions with IBM Spectrum Protect, including the Operations Center and the command-line interface]

                        
                     
                     
                     
                  

                  
                  
                  You use the following interfaces to interact with IBM Spectrum Protect:
                     
                        
                        
                        	Operations Center

                        
                        
                        	The Operations Center provides web and mobile access to status information about the
                           IBM Spectrum Protect environment. You can use the Operations Center to
                           complete monitoring and certain administration tasks, for example: 
                           
                              
                              	You can monitor multiple servers and clients.

                              
                              
                              	You can monitor the transaction activity for specific components in the data path,
                                 such as the
                                 server database, the recovery log, storage devices, and storage pools.
                              

                              
                              
                           

                           
                        

                        
                        
                        
                        
                        	Command-line interface

                        
                        
                        	You can use a command-line interface to run administration tasks for servers. You
                           can access the
                           command-line interface through either the IBM Spectrum Protect
                           administrative client or the Operations Center.
                        

                        
                        
                        
                        
                        	Access to information in the server database by using SQL statements

                        
                        
                        	 You can use SQL SELECT statements to query the server database and display the results.
                           Third-party SQL tools are available to aid administrators in database management.
                        

                        
                        
                        
                     

                     
                     
                  

                  
                  
               
               
               
               
                  Interfaces for client activity management

                  
                  
                  IBM Spectrum Protect provides the following types of
                     interfaces for managing client activity:
                     
                        
                        	An application programming interface (API)

                        
                        
                        	Graphical user interfaces for clients

                        
                        
                        	Browser interface for the backup-archive client

                        
                        
                        	Command-line interfaces for clients

                        
                        
                     

                     
                  

                  
                  
               
               
               
               
            

            
            
            
               
                  
                  
                     
                  

                  
               
            
         
      
   
      
         
            
            Data storage concepts in IBM Spectrum Protect

            
            
            
            
            
            
            
               IBM Spectrum Protect provides functions to store
                  data in a range of device and media storage.
               

               
               
               To make storage devices available to the server, you must attach the storage devices
                  and map
                  storage pools to device classes, libraries, and drives.
               

               
               
            

            
            
            
               
                  
                  
                     
                     	Types of storage devices

                        You can use various storage devices with IBM Spectrum Protect to meet specific data protection goals.
                     

                     
                     	Data storage in storage pools

                        Logical storage pools are the principal components in the IBM Spectrum Protect model of data storage. You can optimize the usage of storage devices by manipulating
                        the properties of storage pools and volumes.
                     

                     
                     	Data transport to storage across networks

                        The IBM Spectrum Protect environment provides ways     to securely move data to storage across various types
                        of networks and     configurations.
                     

                     
                  

                  
                  
                  
                     
                  

                  
               
            
         
      
   
      
         
            
            Types of storage devices

            
            
            
            
            
                You can use various storage devices with IBM Spectrum Protect to meet specific data protection goals.
               

               
               
               
                  Storage devices and storage objects
The IBM Spectrum Protect server can connect to a
                  combination of manual and automated storage devices. You can connect the following
                  types of storage
                  devices to IBM Spectrum Protect:
                  
                     
                     	Disk devices that are directly attached, SAN-attached, or network attached

                     
                     
                     	Physical tape devices that are either manually operated or automated

                     
                     
                     	Virtual tape devices

                     
                     
                     	Cloud object storage

                     
                     
                  

                  
                  IBM Spectrum Protect represents physical storage
                     devices and media with storage objects that you define in the server database. Storage
                     objects
                     classify available storage resources and manage migration from one storage pool to
                     another. Table 1 describes the storage objects in the server
                     storage environment. 
                     
                     
                        
                           Table 1. Storage objects and representations
                           
                              
                              
                           
                           
                              
                              
                                 
                                 	Storage object
                                 
                                 
                                 	What the object represents
                                 
                                 
                              

                              
                              
                           
                           
                           
                              
                              
                                 
                                 	Volume
                                 
                                 
                                 	A discrete unit of storage on disk, tape, or other storage media. Each volume is associated
                                    with a single storage pool.
                                 
                                 
                                 
                              

                              
                              
                              
                                 
                                 	Storage pool
                                 
                                 
                                 	A set of storage volumes or containers that is the destination that is used to store
                                    client
                                    data. IBM Spectrum Protect uses the following types of
                                    storage pool: 
                                    
                                       
                                       	Directory-container storage pools

                                       
                                       
                                       	Cloud-container storage pools

                                       
                                       
                                       	Sequential-access storage pools that are associated with a device class

                                       
                                       
                                       	Random-access storage pools that are associated with a device class

                                       
                                       
                                    

                                    
                                 
                                 
                                 
                              

                              
                              
                              
                                 
                                 	Container
                                 
                                 
                                 	A data storage location, for example, a file, directory, or device.
                                 
                                 
                              

                              
                              
                              
                                 
                                 	Container storage pool
                                 
                                 
                                 	A primary storage pool that a server uses to store data. Data is stored in containers
                                    in file
                                    system directories or in cloud storage. Data is deduplicated, if necessary, as the
                                    server writes
                                    data to the storage pool. 
                                 
                                 
                                 
                              

                              
                              
                              
                                 
                                 	Device class
                                 
                                 
                                 	The type of storage device that can use the volumes that are defined in a sequential-access
                                    or random-access storage pool. Each device class of removable media type is associated
                                    with a single
                                    library.
                                 
                                 
                                 
                              

                              
                              
                              
                                 
                                 	Library
                                 
                                 
                                 	A storage device. For example, a library can represent a stand-alone drive, a set
                                    of
                                    stand-alone drives, a multiple-drive automated device, or a set of drives that is
                                    controlled by a
                                    media manager.
                                 
                                 
                                 
                              

                              
                              
                              
                                 
                                 	Drive
                                 
                                 
                                 	An object of a tape library device that provides the capability to read and write
                                    data to
                                    tape library media. Each drive is associated with a single library.
                                 
                                 
                                 
                              

                              
                              
                              
                                 
                                 	Path
                                 
                                 
                                 	The specification of the data source and the device destination. Before a storage
                                    device can
                                    be used, a path must be defined between the device and the source server that is moving
                                    data.
                                 
                                 
                                 
                              

                              
                              
                              
                                 
                                 	Data mover
                                 
                                 
                                 	A SAN-attached device that is used to transfer client data. A data mover is used only
                                    in a
                                    data transfer where the server is not present, such as in a Network Data Management
                                    Protocol (NDMP)
                                    environment. Data movers transfer data between storage devices without using significant
                                    server,
                                    client, or network resources.
                                 
                                 
                                 
                              

                              
                              
                              
                                 
                                 	Server
                                 
                                 
                                 	A server that is managed by another IBM Spectrum Protect
                                    server. 
                                 
                                 
                                 
                              

                              
                              
                           
                           
                        

                        
                     

                     
                  

                  
                  The administrator defines the storage objects in the logical layer of the server,
                     as
                     illustrated in Figure 5.. 
                  

                  
                  
                     
                     Figure 5. Storage objects
                        
                        
                        [image: Illustration shows types of physical layer storage devices and logical representations]

                        
                     
                     
                     
                  

                  
               
               
               
               
                  Disk devices

                  
                  
                  You can store client data on disk devices with the following types of volumes: 
                     
                        
                        	Directories in directory-container storage pools

                        
                        
                        	Random-access volumes of device type DISK

                        
                        
                        	Sequential-access volumes of device type FILE

                        
                        
                     

                     IBM Spectrum Protect offers the following features when
                     you use directory-container storage pools for data storage:
                     
                        
                        	You can apply data deduplication and disk caching techniques to maximize data storage
                           usage.
                        

                        
                        
                        	You can retrieve data from disk much faster than you can retrieve data from tape storage.

                        
                        
                        
                        
                     

                     
                  

                  
                  
               
               
               
               
                  Physical tape devices

                  
                  
                  In a physical tape library, the storage capacity is defined in terms of the total
                     number of
                     volumes in the library. Physical tape devices can be used for the following activities:
                     
                     
                        
                        	Storing client data that is backed up, archived, or migrated from client nodes

                        
                        
                        	Storing database backups

                        
                        
                        	Exporting data to another server or offsite storage

                        
                        
                     

                     
                  

                  
                  
                  Moving data to tape provides the following benefits: 
                     
                        
                        	You can keep data for clients on a disk device at the same time that the data is moved
                           to
                           tape.
                        

                        
                        
                        	You can improve tape drive performance by streaming the data migration from disk to
                           tape.
                        

                        
                        
                        	You can spread out the times when the drives are in use to improve the efficiency
                           of the tape
                           drives.
                        

                        
                        
                        	You can move data on tape to off-site vaults.

                        
                        
                        	You can limit power consumption because tape devices do not consume power after data
                           is written
                           to tape.
                        

                        
                        
                        	You can apply encryption that is provided by the tape drive hardware to protect the
                           data on
                           tape.
                        

                        
                        
                     

                     
                  

                  
                  
                   Compared to equivalent disk and virtual tape storage, the unit cost to store data
                     tends to be
                     much less for physical tape devices.
                  

                  
                  
               
               
               
               
                  Virtual tape libraries

                  
                  
                  A virtual tape library (VTL) does not use physical tape media. When you use VTL storage,
                     you
                     emulate the access mechanisms of tape hardware. In a VTL, you can define volumes and
                     drives to
                     provide greater flexibility for the storage environment. The storage capacity of a
                     VTL is defined in
                     terms of total available disk space. You can increase or decrease the number and size
                     of volumes on
                     disk.
                  

                  
                  
                  Defining a VTL to the IBM Spectrum Protect server can
                     improve performance because the server handles mount point processing for VTLs differently
                     than for
                     real tape libraries. Although the logical limitations of tape devices are still present,
                     the
                     physical limitations for tape hardware are not applicable to a VTL thus affording
                     better
                     scalability. You can use the IBM Spectrum Protect VTL when the
                     following conditions are met:
                     
                        
                        	Only one type and generation of drive and media is emulated in the VTL.

                        
                        
                        	Every server and storage agent with access to the VTL has paths that are defined for
                           all drives
                           in the library.
                        

                        
                        
                     

                     
                  

                  
                  
               
               
               
               
            

            
            
            
               
                  
                  
                     
                  

                  
               
            
         
      
   
      
         
            
            Data storage in storage pools

            
            
            
            
            
            
            
            
                Logical storage pools are the principal components in the IBM Spectrum Protect model of data storage. You can optimize the usage
                  of storage devices by manipulating the properties of storage pools and volumes.
               

               
               
               
                  Types of storage pools

                  
                  
                  The group of storage pools that you set up for the server is called server storage.
                     You can define the following types of storage pools in server storage:
                  

                  
                  
                  
                     
                     
                     	Primary storage pools

                     
                     
                     	A named set of volumes that the server uses to store backup versions of files, archive
                        copies of
                        files, and files that are migrated from client nodes.
                     

                     
                     
                     
                     
                     	Copy storage pools

                     
                     
                     	A named set of volumes that contain copies of files that are stored in primary storage
                        pools.
                        Copy storage pools are used only to back up the data that is stored in primary storage
                        pools. A copy
                        storage pool cannot be a destination for a backup copy group, an archive copy group,
                        or a management
                        class for space-managed files.
                     

                     
                     
                     
                     
                     	Container-copy storage pools

                     
                     
                     	A named set of volumes that contain a copy of data extents that are stored in
                        directory-container storage pools. Container-copy storage pools are used only to protect
                        the data
                        that is stored in directory-container storage pools.
                     

                     
                     
                     
                     
                     	Active-data storage pools

                     
                     
                     	A named set of storage pool volumes that contain only active versions of client backup
                        data.
                     

                     
                     
                     
                  

                  
                  
               
               
               
               
                  Primary storage pools

                  
                  
                  When you restore, retrieve, recall, or export file data, the requested file is obtained
                     from a
                     primary storage pool. Depending on the type of primary storage pool, the storage pools
                     can be onsite
                     or offsite. You can arrange primary storage pools in a storage hierarchy so that data
                     can be
                     transferred from disk storage to lower-cost storage such as tape devices. Figure 6. illustrates the concept of primary storage pools.
                  

                  
                  
                  
                     
                     Figure 6. Primary storage pools
                        
                        
                        [image: Illustration of primary storage pools]

                        
                     
                     
                     
                  

                  
                  
                  You can define the following types of primary storage pool:
                     
                        
                        
                        	Directory-container storage pools

                        
                        
                        	
                           
                           A storage pool that the server uses to store data in containers in
                              storage pool directories. Data that is stored in a directory-container storage pool
                              can use either
                              inline data deduplication, client-side data deduplication, inline compression, or
                              client-side
                              compression. Inline data deduplication or inline compression reduces data at the time
                              it is stored.
                              
                              Tip: Data that is compressed first cannot be deduplicated. However, deduplicated data
                                 can be compressed. 
                              

                              
                           

                           
                           
                           By using directory-container storage pools, you remove the need for volume reclamation,
                              which
                              improves server performance and reduces the cost of storage hardware. You can protect
                              and repair
                              data in directory-container storage pools at the level of the storage pool. You can
                              tier data that
                              is stored in a directory-container storage pool to a cloud-container storage pool.
                           

                           
                           
                           Restriction: You cannot use any of the following functions with directory-container
                              storage pools:
                              
                                 
                                 	Migration

                                 
                                 
                                 	Reclamation

                                 
                                 
                                 	Aggregation

                                 
                                 
                                 	Colocation

                                 
                                 
                                 	Simultaneous-write

                                 
                                 
                                 	Storage pool backup

                                 
                                 
                                 	Virtual volumes

                                 
                                 
                              

                              
                           

                           
                           
                        

                        
                        
                        
                        
                        	Cloud-container storage pools

                        
                        
                        	
                           
                           A storage pool that a server uses to store data in cloud storage. The cloud storage
                              can be on
                              premises or off premises. The cloud-container storage pools that are provided by IBM Spectrum Protect can store data to cloud storage that is
                              object-based. By storing data in cloud-container storage pools, you can leverage the
                              cost per unit
                              advantages that clouds offer along with the scaling capabilities that cloud storage
                              provides. You
                              can use cloud tiering to lower costs by moving data from disk storage to a cloud-container
                              storage
                              pool. IBM Spectrum Protect manages the credentials, security,
                              read and write I/Os, and the lifecycle for data that is stored to the cloud. When
                              cloud-container
                              storage pools are implemented on the server, you can write directly to the cloud by
                              configuring a
                              cloud-container storage pool with the cloud credentials. Data that is stored in a
                              cloud-container
                              storage pool uses both inline data deduplication and inline compression. The server
                              writes
                              deduplicated, compressed, and encrypted data directly to the cloud. You can back up
                              and restore data
                              or archive and retrieve data directly from the cloud-container storage pool.
                           

                           
                           
                           
                           
                           
                           
                           You can define the following types of cloud-container storage pools:

                           
                           
                           
                              
                              
                              	On premises

                              
                              
                              	You can use the on premises type of cloud-container storage pool to store data in
                                 a private
                                 cloud, for more security and maximum control over your data. The disadvantages of
                                 a private cloud
                                 are higher costs due to hardware requirements and onsite maintenance.
                              

                              
                              
                              
                              
                              	Off premises

                              
                              
                              	You can use the off premises type of cloud-container storage pool to store data in
                                 a public
                                 cloud. The advantage of using a public cloud is that you can achieve lower costs than
                                 for a private
                                 cloud, for example by eliminating maintenance. However, you must balance this benefit
                                 against
                                 possible performance issues due to connection speeds and reduced control over your
                                 data.
                              

                              
                              
                              
                           

                           
                           
                        

                        
                        
                        
                        
                        	Storage pools that are associated with device classes

                        
                        
                        	
                           
                           You can define a primary storage pool to use the following types of storage devices:
                              
                                 
                                 
                                 	DISK device class

                                 
                                 
                                 	In a DISK device type of storage pool, data is stored in random access disk blocks.
                                    You can use
                                    caching in DISK storage pools to increase client restore performance with some limitations
                                    on server
                                    processing. Space allocation and tracking by blocks uses more database storage space
                                    and requires
                                    more processing power than allocation and tracking by volume.
                                 

                                 
                                 
                                 
                                 
                                 	FILE device class

                                 
                                 
                                 	In a FILE device type of storage pool, files are stored in sequential volumes for
                                    better
                                    sequential performance than for storage in disk blocks. To the server, these files
                                    have the
                                    characteristics of a tape volume so that this type of storage pool is better suited
                                    for migration to
                                    tape. FILE volumes are useful for electronic vaulting, where data is transferred
                                    electronically to a remote site rather than by physical shipment of tape. In general,
                                    this type of
                                    storage pool is preferred over DISK storage pools.
                                 

                                 
                                 
                                 
                              

                              The server uses the following default random-access primary storage pools:
                              
                                 
                                 
                                 	ARCHIVEPOOL 

                                 
                                 
                                 	In the STANDARD policy, this storage pool is the destination for files that are archived
                                    from
                                    client nodes.
                                 

                                 
                                 
                                 
                                 
                                 	BACKUPPOOL

                                 
                                 
                                 	In the STANDARD policy, this storage pool is the destination for files that are backed
                                    up from
                                    client nodes.
                                 

                                 
                                 
                                 
                                 
                                 	SPACEMGPOOL

                                 
                                 
                                 	This storage pool is for space-managed files that are migrated from IBM Spectrum Protect for Space Management client
                                    nodes.
                                 

                                 
                                 
                                 
                              

                              
                           

                           
                           
                        

                        
                        
                        
                     

                     
                  

                  
                  
               
               
               
               
                  Copy storage pools

                  
                  
                  Copy storage pools contain active and non-active versions of data that is backed up
                     from primary
                     storage pools. You cannot use a directory-container storage pool as a copy storage
                     pool. In
                     addition, data from a directory-container storage pool cannot be copied into a copy
                     storage
                     pool.
                  

                  
                  
                  Figure 7. illustrates the concept of copy
                     storage pools.
                     Figure 7. Copy storage pools
                        
                        
                        [image: Illustration of copy storage pools]

                        
                     
                     
                  

                  
                  
                  Copy storage pools provide a means of recovering from disasters or media failures.
                     For example,
                     when a client fails to retrieve a damaged file from the primary storage pool, the
                     client can restore
                     the data from the copy storage pool. 
                  

                  
                  
                  You can move the volumes of copy storage pools offsite and still have the server track
                     the
                     volumes. Moving these volumes offsite provides a means of recovering from an onsite
                     disaster. A copy
                     storage pool can use sequential-access storage only, such as a tape device class or
                     FILE device
                     class.
                  

                  
                  
               
               
               
               
                  Container-copy storage pools

                  
                  
                  You can protect data in a directory-container storage pool by copying the data to
                     container-copy
                     storage pools, which are represented by tape volumes. The tape copy is used to repair
                     damage to data
                     in a directory-container storage pool. Data in container-copy storage pools is stored
                     on tape
                     volumes, which can be stored onsite or offsite. Damaged data in directory-container
                     storage pools
                     can be repaired by using deduplicated extents in container-copy storage pools. Container-copy
                     storage pools provide an alternative to using a replication server to protect data
                     in a
                     directory-container storage pool.
                  

                  
                  
                  Restriction: If all server data is lost, container-copy
                     storage pools alone do not provide the same level of protection as replication:
                     
                        
                        	With replication, you can directly restore client data from the target server if the
                           source
                           server is not available.
                        

                        
                        
                        	With container-copy storage pools, you must first restore the server from a database
                           backup and
                           then repair directory-container storage pools from tape volumes.
                        

                        
                        
                     

                     
                  

                  
                  
                  Figure 8. illustrates the concept of
                     container-copy storage pools.
                  

                  
                  
                  
                     
                     Figure 8. Container-copy storage pools
                        
                        
                        [image: Illustration of container-copy storage pools]

                        
                     
                     
                     
                  

                  
                  
                  Depending on your system configuration, you can create protection
                     schedules to simultaneously copy the directory-container storage pool data to onsite
                     or offsite
                     container-copy storage pools to meet your requirements:
                     
                        
                        	If replication is enabled, you can create one offsite container-copy pool. The offsite
                           copy can
                           be used to provide extra protection in a replicated environment.
                        

                        
                        
                        	If replication is not enabled, you can create one onsite and one offsite
                           container-copy storage pool.
                        

                        
                        
                     

                     
                  

                  
                  
                  
                  Depending on the resources and requirements of your site, the ability to copy directory-container
                     storage pools to tape has the following benefits:
                  

                  
                  
                  
                     
                     	You avoid maintaining another server and more disk storage space.

                     
                     
                     	Data is copied to storage pools that are defined on the server. Performance is not
                        dependent on,
                        or affected by, the network connection between servers.
                     

                     
                     
                     	You can satisfy regulatory and business requirements for offsite
                        tape copies.
                     

                     
                     
                  

                  
                  
               
               
               
               
                  Active-data storage pools

                  
                  
                  An active-data pool contains only active versions of client backup data. In this case,
                     the server
                     does not have to position past non-active files that do not have to be restored. A
                     directory-container storage pool cannot be used as an active-data storage pool. You
                     use active-data
                     pools to improve the efficiency of data storage and restore operations. For example,
                     this type of
                     storage pool can help you to achieve the following objectives:
                     
                        
                        	Increase the speed of client data restore operations.

                        
                        
                        	Reduce the number of onsite or offsite storage volumes.

                        
                        
                        	Reduce the amount of data that is transferred when you copy or restore files that
                           are vaulted
                           electronically in a remote location.
                        

                        
                        
                     

                     Data that is migrated by hierarchical storage management (HSM) clients and archive
                     data are
                     not permitted in active-data pools. As updated versions of backup data are stored
                     in active-data
                     pools, older versions are removed as the remaining data is consolidated from many
                     sequential-access
                     volumes onto fewer, new sequential-access volumes. Figure 9. illustrates the concept of active-data storage
                     pools.
                  

                  
                  
                  
                     
                     Figure 9. Active-data storage pools
                        
                        
                        [image: Illustration of active-data storage pools]

                        
                     
                     
                     
                  

                  
                  
                  Active-data pools can use any type of sequential-access storage. However, the benefits
                     of an
                     active-data pool depend on the device type that is associated with the pool. For example,
                     active-data pools that are associated with a FILE device class are ideal for fast
                     client restore
                     operations because of the following reasons:
                     
                        
                        	FILE volumes do not have to be physically mounted.

                        
                        
                        	Client sessions that are restoring from FILE volumes in an active-data pool can access
                           the
                           volumes concurrently, which improves restore performance.
                        

                        
                        
                     

                     
                  

                  
                  
               
               
               
            

            
            
            
               
                  
                  
                     
                  

                  
               
            
         
      
   
      
         
            
            Data transport to storage across networks

            
            
            
            
            
            
            
                The IBM Spectrum Protect environment provides ways
                  to securely move data to storage across various types of networks and
                  configurations.
               

               
               
               
                  Network configurations for storage devices

                  
                  
                  
                     IBM Spectrum Protect provides methods for configuring clients
                     and servers on a local area network (LAN), on a storage area network (SAN), LAN-free
                     data movement,
                     and as network-attached storage.
                  

                  
                  
                  
                     
                     
                     	Data backup operations over a LAN

                     
                     
                     	
                        
                        Figure 10. shows the data path for IBM Spectrum Protect backup operations over a LAN.
                           Figure 10. IBM Spectrum Protect backup operations over a
                                 LAN
                              
                              
                              [image: Illustration shows movement of data on a LAN in a typical IBM Spectrum Protect configuration.]

                              
                           
                           
                        

                        
                        
                        In a LAN configuration, one or more tape libraries are associated with a single IBM Spectrum Protect server. In this type of configuration, client data,
                           electronic mail, terminal connection, application program, and device control information
                           must all
                           be handled by the same network. Device control information and client backup and restore
                           data flow
                           across the LAN.
                        

                        
                        
                     

                     
                     
                     
                     
                     	Data backup operations over a SAN

                     
                     
                     	
                        
                        Figure 11. shows the data path for IBM Spectrum Protect backup operations over a SAN.
                           Figure 11. IBM Spectrum Protect backup operations over a
                                 SAN
                              
                              
                              [image: Illustration shows movement of data on a SAN in a typical IBM Spectrum Protect configuration.]

                              
                           
                           
                        

                        
                        
                        A SAN is a dedicated storage network that can improve system performance. On a SAN,
                           you can
                           consolidate storage and relieve the distance, scalability, and bandwidth limitations
                           of LANs and
                           wide area networks (WANs). By using IBM Spectrum Protect in a
                           SAN, you can take advantage of the following functions:
                           
                              
                              	Share storage devices among multiple IBM Spectrum Protect
                                 servers. Devices that use the GENERICTAPE device type are not included.
                              

                              
                              
                              	Move data from a client system directly to storage devices without using the LAN.
                                 LAN-free data
                                 movement requires the installation of a storage agent on the client system. The storage
                                 agent is
                                 available with the IBM Spectrum Protect for SAN product.
                                 Through
                                    the storage agent, the client can directly back up and restore data to a tape library
                                    or shared file
                                    system such as GPFS. The IBM Spectrum Protect server maintains the server database and recovery
                                    log, and acts as the library manager to control device operations. The storage agent
                                    on the client
                                    handles the data transfer to the device on the SAN. This implementation frees bandwidth
                                    on the LAN
                                    that would otherwise be used for client data movement.
                                 

                                 
                                 
                              

                              
                              
                              	Share tape drives and libraries that are supported by the IBM Spectrum Protect server.
                              

                              
                              
                              	Consolidate multiple clients under a single client node name in a General Parallel
                                 File System
                                 (GPFS) cluster.
                              

                              
                              
                           

                           
                        

                        
                        
                     

                     
                     
                     
                     
                     	Network-attached storage

                     
                     
                     	
                        
                        Network-attached storage (NAS) file servers are dedicated storage servers whose operating
                           systems
                           are optimized for file-serving
                           functions. NAS file servers typically
                           interact with IBM Spectrum Protect through industry-standard
                           network protocols, such as network data management protocol (NDMP) or as primary storage
                           for
                           random-access or sequential access storage pools. IBM Spectrum Protect provides the following basic types of
                           configurations that use NDMP for backing up and managing NAS file servers:
                           
                              
                              	IBM Spectrum Protect backs up a NAS file server to a
                                 library device that is directly attached to the NAS file server. The NAS file server,
                                 which can be
                                 remote from the IBM Spectrum Protect server, transfers backup
                                 data directly to a drive in a SCSI-attached tape library. Data is stored in NDMP-formatted
                                 storage
                                 pools, which can be backed up to storage media that can be moved offsite for protection
                                 in case of
                                 an onsite disaster.
                              

                              
                              
                              	IBM Spectrum Protect backs up a NAS file server over the
                                 LAN to a storage-pool hierarchy. In this type of configuration, you can store NAS
                                 data directly to
                                 disk, either random access or sequential access, and then migrate the data to tape.
                                 You can also use
                                 this type of configuration for system replication. Data can also be backed up to storage
                                 media that
                                 can be moved offsite. The advantage of this type of configuration is that you have
                                 all of the data
                                 management features associated with a storage pool hierarchy.
                              

                              
                              
                              	The IBM Spectrum Protect client reads the data from the NAS
                                 system by using NFS or CIFS protocols and sends the data to the server to be stored.
                              

                              
                              
                           

                           
                        

                        
                        
                     

                     
                     
                     
                  

                  
                  
               
               
               
               
                  Storage management

                  
                  
                  You manage the devices and media that are used to store client data through the IBM Spectrum Protect server. The server integrates storage management
                     with the policies that you define for managing client data in the following areas:
                     
                        
                        
                        	Types of devices for server storage

                        
                        
                        	With IBM Spectrum Protect, you can use directly attached
                           devices and network-attached devices for server storage. IBM Spectrum Protect represents physical storage devices and media with
                           administrator-defined storage objects.
                        

                        
                        
                        
                        
                        	Data migration through the storage hierarchy

                        
                        
                        	For primary storage pools other than directory-container storage pools, you can organize
                           the
                           storage pools into one or more hierarchical structures. This storage hierarchy provides
                           flexibility
                           in a number of ways. For example, you can set a policy to back up data to disks for
                           faster backup
                           operations. The IBM Spectrum Protect server can then
                           automatically migrate data from disk to tape.
                        

                        
                        
                        
                        
                        	Removal of expired data

                        
                        
                        	The policy that you define controls when client data automatically expires from the
                           IBM Spectrum Protect server. To remove data that is eligible for
                           expiration, a server expiration process marks data as expired and deletes metadata
                           for the expired
                           data from the database. The space that is occupied by the expired data is then available
                           for new
                           data. You can control the frequency of the expiration process by using a server option.
                        

                        
                        
                        
                        
                        	Media reuse by reclamation

                        
                        
                        	As server policies automatically expire data, the media where the data is stored accumulates
                           unused space. For storage media other than directory-container storage pools or random
                           disk storage
                           pools, the IBM Spectrum Protect server implements
                           reclamation, a process that frees media for reuse without traditional tape rotation.
                           Reclamation automatically defragments media by consolidating unexpired data onto other
                           media when
                           the free space on media reaches a defined level. The reclaimed media can then be used
                           again by the
                           server. Reclamation allows media to be automatically circulated through the storage
                           management
                           process and minimize the number of media that are required.
                        

                        
                        
                        
                     

                     
                  

                  
                  
               
               
               
               
                  Consolidating backed up client data

                  
                  
                  By grouping the client data that is backed up, you can minimize the number of media
                     mounts
                     required for client recovery. The IBM Spectrum Protect server
                     provides the following methods for grouping client files on storage media other than
                     directory-container storage pools:
                     
                        
                        
                        	Collocating client data

                        
                        
                        	
                           
                           The IBM Spectrum Protect server can collocate
                              client data, in other words store client data on a few volumes instead of spreading
                              the data across
                              many volumes. Collocation by client minimizes the number of volumes that are required
                              to back up and
                              restore client data. Data collocation might increase the number of volume mounts because
                              each client
                              might have a dedicated volume instead of data storage from several clients in the
                              same volume.
                           

                           
                           
                           You can set the server to collocate client data when the data is initially placed
                              in server
                              storage. In a storage hierarchy, you can collocate the data when the server migrates
                              the data from
                              the initial storage pool to the next storage pool in the storage hierarchy. You can
                              collocate by
                              client, by file space per client, or by a group of clients. Your selection depends
                              on the size of
                              the file spaces that are stored and restore requirements.
                           

                           
                           
                        

                        
                        
                        
                        
                        	Associating active-data pools with various devices

                        
                        
                        	
                           
                           Active-data pools are useful for fast restoration of client data. Benefits include
                              a reduction in
                              the number of onsite or offsite storage volumes, or reducing bandwidth when you copy
                              or restore
                              files that are vaulted electronically in a remote location. Active-data pools that
                              use removable
                              media, such as tape, offer similar benefits. Although tape devices must be mounted,
                              the server does
                              not have to position past inactive files. However, the primary benefit of using removable
                              media in
                              active-data pools is that the number of volumes that are used for onsite and offsite
                              storage is
                              reduced. If you store data to a remote location, you can minimize the amount of data
                              that must be
                              transferred by copying and restoring only active data.
                           

                           
                           
                        

                        
                        
                        
                        
                        	Creating a backup set

                        
                        
                        	
                           
                           A backup set contains all of the active backed-up files that exist for that client
                              in server
                              storage. The backup set is portable and is retained for the time that you specify.
                              A backup set is
                              in addition to the backups that are already stored and requires extra media.
                           

                           
                           
                        

                        
                        
                        
                        
                        	Moving data for a client node

                        
                        
                        	
                           
                           You can consolidate data for a client node by moving the data within server storage.
                              You can move
                              a backup set to different media, where the backup set is retained until the time that
                              you specify.
                              Consolidating data can help to improve efficiency during client restore or retrieve
                              operations.
                           

                           
                           
                        

                        
                        
                        
                     

                     
                  

                  
                  
               
               
               
            

            
            
            
               
                  
                  
                     
                  

                  
               
            
         
      
   
      
         
            
            Data protection strategies with IBM Spectrum Protect

            
            
            
            
            
            
            
            
               
                  IBM Spectrum Protect provides ways for you to implement various
                  data protection strategies.
               

               
               
               You can configure IBM Spectrum Protect to send data to
                  storage devices that are on the local site or on a remote site. To maximize data protection,
                  you can configure replication to a remote server.
               

               
               
               
            

            
            
            
               
                  
                  
                     
                     	Strategies to minimize the use of storage space for backups

                        To minimize the amount of storage space that is required, IBM Spectrum Protect backs up data by using the data deduplication and progressive incremental backup
                        techniques.
                     

                     
                     	Strategies for disaster protection

                        IBM Spectrum Protect provides strategies to protect data if a disaster occurs. These strategies include
                        node replication to a remote site, storage pool protection, database backups, moving
                        backup tapes offsite, and device replication to a standby server.
                     

                     
                     	Strategies for disaster recovery with IBM Spectrum Protect

                        IBM Spectrum Protect provides several ways to recover the server if the database or storage pools fail.
                     

                     
                  

                  
                  
                  
                     
                  

                  
               
            
         
      
   
      
         
            
            Strategies to minimize the use of storage space for backups

            
            
            
            
            
            
            
               To minimize the amount of storage space that is required, IBM Spectrum Protect backs up data by using the data deduplication and
                  progressive incremental backup techniques.
               

               
               
               
                  Data deduplication

                  
                  
                  When the IBM Spectrum Protect server receives data from a
                     client, the server identifies duplicate data extents and stores unique instances of
                     the data extents
                     in a directory-container storage pool. The data deduplication technique improves storage
                     utilization
                     and eliminates the need for a dedicated data deduplication appliance.
                  

                  
                  
                  
                     
                     Figure 12. Data deduplication process
                        
                        
                        [image: Illustration shows the data deduplication process for IBM Spectrum Protect]

                        
                     
                     
                     
                  

                  
                  
                  If the same byte pattern occurs many times, data deduplication greatly reduces the
                     amount of data
                     that must be stored or transferred. In addition to whole files, IBM Spectrum Protect can also deduplicate parts of files that are common
                     with parts of other files.
                  

                  
                  
                  IBM Spectrum Protect provides the following types of data deduplication:
                     
                        
                        
                        	Server-side data deduplication

                        
                        
                        	
                           
                           The server identifies duplicate data extents and moves the data to a directory-container
                              storage
                              pool. The server-side process uses inline data deduplication, where data is
                              deduplicated at the same time that the data is written to a directory-container storage
                              pool.
                              Deduplicated data can also be stored in other types of storage pools. Inline data
                              deduplication on
                              the server provides the following benefits:
                              
                                 
                                 	Eliminates the need for reclamation

                                 
                                 
                                 	Reduces the space that is occupied by the stored data

                                 
                                 
                              

                              
                           

                           
                           
                           
                        

                        
                        
                        
                        
                        	Client-side data deduplication

                        
                        
                        	With this method, processing is distributed between the server and the client during
                           a backup
                           process. The client and the server identify and remove duplicate data to save storage
                           space on the
                           server. In client-side data deduplication, only compressed, deduplicated data is sent
                           to the server.
                           The server stores the data in the compressed format that is provided by the client.
                           Client-side data
                           deduplication provides the following benefits:
                           
                              
                              	Reduces the amount of data that is sent over the local area network (LAN)

                              
                              
                              	Eliminates extra processing power and time that is required to remove duplicate data
                                 on the
                                 server
                              

                              
                              
                              	Improves database performance because the client-side data deduplication is also inline

                              
                              
                              
                              
                              
                           

                           
                        

                        
                        
                        
                     

                     
                  

                  
                  
                  You can combine both client-side and server-side data deduplication in the same production
                     environment. The ability to deduplicate data on either the client or the server provides
                     flexibility
                     in terms of resource utilization, policy management, and data protection.
                  

                  
                  
                  
                     
                     
                     	Compression

                     
                     
                     	Use inline compression to reduce the amount of space that is stored in container storage
                        pools.
                        Data is compressed as it is written to the container storage pool. 
                        Restriction: The
                           IBM Spectrum Protect server cannot compress encrypted
                           data.
                        

                        
                        
                     

                     
                     
                     
                  

                  
                  
               
               
               
               
                  Progressive incremental backup

                  
                  
                  In a progressive incremental backup process, the server monitors client activity and
                     backs up any
                     files that are new or have changed since the last backup. Entire files are backed
                     up, so that the
                     server does not need to reference base versions of the files. This backup technique
                     eliminates the
                     need for multiple full backups of client data thus saving network resources and storage
                     space.
                  

                  
                  
               
               
               
            

            
            
            
               
                  
                  
                     
                  

                  
               
            
         
      
   
      
         
            
            Strategies for disaster protection

            
            
            
            
            
            
               IBM Spectrum Protect provides strategies to protect
                  data if a disaster occurs. These strategies include node replication to a remote site,
                  storage pool
                  protection, database backups, moving backup tapes offsite, and device replication
                  to a standby
                  server.
               

               
               
               
                  Replication to a remote site

                  
                  
                  Node replication is the process of incrementally copying data from one server to
                     another server. The server from which client data is replicated is called a source replication
                        server. The server to which client data is replicated is called a target replication
                        server. For the purposes of disaster protection, the target replication server is on a remote
                     site. A replication server can function as a source server, a target server, or both.
                     You use
                     replication processing to maintain the same level of files on the source and the target
                     servers.
                  

                  
                  
                  Node replication provides for immediate availability of data through failover. Although
                     node
                     replication protects most of the metadata, this approach does not provide adequate
                     protection for
                     database damage. You can provide more comprehensive protection by using storage pools
                     to store data
                     backups. 
                     
                        
                        
                        	Advantages

                        
                        
                        	
                           
                           
                              
                              	Failover so that data is available immediately if a disaster occurs.

                              
                              
                              	Incremental replication, which results in fast transmission of data.

                              
                              
                              	Electronic transfer

                              
                              
                              	Protects both data and most metadata

                              
                              
                           

                           
                           
                        

                        
                        
                        
                        
                        	Disadvantages

                        
                        
                        	
                           
                           
                              
                              	Both data and metadata must be recovered.

                              
                              
                              	Data on the source server must be replicated again from the remote site.

                              
                              
                           

                           
                           
                        

                        
                        
                        
                     

                     
                  

                  
                  
                  Figure 13. shows the node replication
                     process to a remote site.
                  

                  
                  
                  Figure 13. Node replication process
                     
                     
                     [image: Illustration shows the node replication process.]

                     
                  
                  
                  
                  When client data is replicated, data that is not on the target server is copied to
                     the target
                     server. When replicated data exceeds the retention limit, the target server automatically
                     removes
                     the data from the source server. To maximize data protection, you synchronize the
                     local server and
                     the remote server; for example, Site B replicates data from Site A and Site A replicates
                     data from
                     Site B. As part of replication processing, client data that was deleted from the source
                     server is
                     also deleted from the target server.
                  

                  
                  
                  IBM Spectrum Protect provides the following replication functions:
                     
                        
                        	You can define policies for the target server in the following ways:
                           
                              
                              	Identical policies on the source server and target server

                              
                              
                              	Different policies on the source server and target server to meet different business
                                 requirements.
                              

                              
                              
                           

                           If a disaster occurs and the source server is not available, clients can recover data
                           from the
                           target server. If the source server cannot be recovered, you can direct clients to
                           store data on the
                           target server. When an outage occurs, the clients that are backed up to the source
                           server can
                           automatically fail over to restore their data from the target server.
                        

                        
                        
                        	You can use replication processing to recover damaged files from storage pools. You
                           must
                           replicate the client data to the target server before the file damage occurs. Subsequent
                           replication
                           processes detect damaged files on the source server and replace the files with undamaged
                           files from
                           the target server.
                        

                        
                        
                     

                     
                  

                  
                  
               
               
               
               
                  Role of replication in disaster protection

                  
                  
                  If a disaster occurs, you can recover replicated data from the remote site and maintain
                     the same
                     level of files on the source and target servers. You use replication to achieve the
                     following objectives:
                     
                        
                        	Control network throughput by scheduling node replication at specific times

                        
                        
                        	Recover data after a site loss.

                        
                        
                        	Recover damaged files on the source server.

                        
                        
                     

                     
                  

                  
                  
               
               
               
               
                  Storage pool protection

                  
                  
                  As part of a disaster recovery strategy, ensure that a backup copy of data in storage
                     pools is
                     available at a remote site.
                     
                        
                        
                        	Advantages

                        
                        
                        	
                           
                           
                              
                              	
                                 
                                 Fast recovery and rebuild of the source system.

                                 
                                 
                              

                              
                              
                           

                           
                           
                        

                        
                        
                        
                        
                        	Disadvantages

                        
                        
                        	
                           
                           
                              
                              	
                                 
                                 Only data is protected; metadata is not protected.

                                 
                                 
                              

                              
                              
                              	
                                 
                                 For each storage pool, you must define the storage medium.

                                 
                                 
                              

                              
                              
                           

                           
                           
                        

                        
                        
                        
                     

                     
                  

                  
                  
                  You use different techniques to protect against the permanent loss of data that is
                     stored in
                     container storage pools and in FILE and DISK storage pools. 
                  

                  
                  
                  
                     
                     
                        
                        
                        	Directory-container storage pools

                        
                        
                        	
                           
                           If you do not need to replicate all the data that is contained in a client node, you
                              use
                              container-copy storage pools to protect some directory-container storage pools. By
                              protecting a
                              directory-container storage pool, you do not use resources that replicate existing
                              data and
                              metadata, which improves server performance.
                           

                           
                           
                           The preferred method is to protect the directory-container storage pool before you
                              replicate the
                              client node. When node replication is started, the data extents that are already replicated
                              through
                              storage pool protection are skipped, which reduces the replication processing time.
                              If the data in a
                              directory-container storage pool becomes damaged, you can repair the data from a copy
                              in a
                              container-copy storage pool.
                           

                           
                           
                        

                        
                        
                        
                        
                        	Container-copy storage pools

                        
                        
                        	
                           
                           You protect directory-container storage pools by copying the data in the directory-container
                              storage pool to container-copy storage pools. Use container-copy storage pools to
                              create up to two
                              tape copies of a directory-container storage pool. The tape copies can be stored onsite
                              or offsite.
                              Damaged data in directory-container storage pools can be repaired by using container-copy
                              storage
                              pools. Container-copy storage pools provide an alternative to using a replication
                              server to protect
                              data in a directory-container storage pool.
                           

                           
                           
                        

                        
                        
                        
                        
                        	Storage pools that are associated with FILE and DISK device classes

                        
                        
                        	
                           
                           For storage pools that are associated with FILE and DISK device classes, you use node
                              replication
                              to maintain a node-consistent copy of the data at the target server. The data copy
                              can be directly
                              restored from the target server to the storage pools.
                           

                           
                           
                        

                        
                        
                        
                     

                     
                     
                  

                  
                  
               
               
               
               
                  Database backups

                  
                  
                  You use database backups to recover your system following database damage. Also, database
                     backup
                     operations must be used to prevent Db2 from
                     running out of archive log space. Database backup operations are not part of node
                     replication. A
                     database backup can be full, incremental, or snapshot. To provide for disaster recovery,
                     a copy of
                     the database backups must be stored offsite. To restore the database, you must have
                     the backup
                     volumes for the database. You can restore the database from backup volumes by either
                     a point-in-time
                     restore or a most current restore operation.
                  

                  
                  
                  
                     
                     
                        
                        
                        	Point-in-time restore

                        
                        
                        	Use point-in-time restore operations for situations such as disaster recovery or to
                           remove the
                           effects of errors that can cause inconsistencies in the database. Restore operations
                           for the
                           database that use snapshot backups are a form of point-in-time restore operation.
                           The point-in-time
                           restore operation includes the following actions:
                           
                              
                              	Removes and re-creates the active log directory and archive log directory that are
                                 specified in
                                 the dsmserv.opt file.
                              

                              
                              
                              	Restores the database image from backup volumes to the database directories that are
                                 recorded in
                                 a database backup or to new directories.
                              

                              
                              
                              	Restores archive logs from backup volumes to the overflow directory.

                              
                              
                              	Uses log information from the overflow directory up to a specified point in time.

                              
                              
                           

                           
                        

                        
                        
                        
                     

                     
                     
                     
                        
                        
                        	Most current restore

                        
                        
                        	If you want to recover the database to the time when the database was lost, recover
                           the database
                           to the most current state. The most current restore operation includes the following
                           actions:
                           
                              
                              	Restores a database image from the backup volumes to the database directories that
                                 are recorded
                                 in a database backup or to new directories.
                              

                              
                              
                              	Restores archive logs from backup volumes to the overflow directory.

                              
                              
                              	Uses log information from the overflow directory and archive logs from archive log
                                 directory.
                              

                              
                              
                           

                           
                        

                        
                        
                        
                     

                     
                     
                  

                  
                  
                  The most current restore does not remove and re-create the active log directory or
                     archive log
                     directory.
                  

                  
                  
               
               
               
               
                  Alternative methods for disaster protection

                  
                  
                  In addition to replication, storage pool protection, and database backups, you can
                     also use the
                     following methods to protect data and implement disaster recovery with IBM Spectrum Protect:
                     
                        
                        
                        	Sending backup tapes to a remote site

                        
                        
                        	Data is backed up to tape at scheduled times by the source server. The tapes are sent
                           to a
                           remote site. If a disaster occurs, the tapes are returned to the site of the source
                           server and the
                           data is restored on the source clients. Offsite copies of data on backup tape can
                           also help you to
                           recover from ransomware attacks.
                        

                        
                        
                        
                        
                        	Multisite appliance replication to a standby server

                        
                        
                        	In the multisite appliance configuration, the source appliance is replicated to a
                           remote server
                           in a SAN architecture. In this configuration, if the client hardware at the original
                           site is
                           damaged, the source device can be replicated from the standby server at the remote
                           site. This
                           configuration provides disk-based backup and restore operations.
                        

                        
                        
                        
                     

                     
                  

                  
                  
               
               
               
               
                  Comparison of protection configuration strategies

                  
                  
                  Consider the following potential data-loss scenarios: 
                     
                        
                        	Database data is damaged: protect against loss of data in the database by using onsite
                           database
                           backup.
                        

                        
                        
                        	Storage pool data is damaged: protect against loss of data in storage pools by using
                           onsite copy
                           storage pools or node replication.
                        

                        
                        
                        	Disaster scenario where both the onsite database and storage pools are lost: protect
                           against a
                           full disaster by using node replication and both off-site database backup and storage
                           pool backup
                           copies.
                        

                        
                        
                     

                     
                  

                  
                  
                  The following possible configurations address the most common data protection scenarios:
                     
                        
                        
                        	Configurations for damage protection only

                        
                        
                        	
                           
                           
                              
                              	Implement database backup operations onsite with an optional container-copy storage
                                 pool onsite
                                 to protect data in directory-container storage pools.
                              

                              
                              
                              	Implement database backup operations onsite and node replication onsite.

                              
                              
                           

                           
                           
                        

                        
                        
                        
                        
                        	Configurations for disaster recovery and damage protection

                        
                        
                        	
                           
                           
                              
                              	Implement database backup operations offsite with container-copy storage pools offsite
                                 to
                                 protect data in directory-container storage pools.
                              

                              
                              
                              	Implement database backup operations onsite and node replication offsite with an optional
                                 container-copy storage pool onsite for faster recovery of damaged data.
                              

                              
                              
                           

                           
                           
                        

                        
                        
                        
                     

                     
                  

                  
                  
               
               
               
            

            
            
            
               
                  
                  
                     
                  

                  
               
            
         
      
   
      
         
            
            Strategies for disaster recovery with IBM Spectrum Protect

            
            
            
            
            
            
            
               IBM Spectrum Protect provides several ways to
                  recover the server if the database or storage pools fail.
               

               
               
               
                  Automatic failover for disaster recovery

                  
                  
                  Automatic failover is an operation that switches to a standby system if a software,
                     hardware, or network interruption occurs. Automatic failover is used with node replication
                     to
                     recover data after a system failure. Figure 14.
                     shows the IBM Spectrum Protect automatic failover process.
                  

                  
                  
                  
                     
                     Figure 14. Automatic failover process
                        
                        
                        [image: Illustration shows automatic failover process]

                        
                     
                     
                     
                  

                  
                  
                  Automatic failover for data recovery occurs if the source replication server is unavailable
                     because of a disaster or a system outage. During normal operations, when the client
                     accesses a
                     source replication server, the client receives connection information for the target
                     replication
                     server. The client node stores the failover connection information in the client options
                     file.
                  

                  
                  
                  During client restore operations, the server automatically changes clients from the
                     source
                     replication server to the target replication server and back again. Only one server
                     per node can be
                     used for failover protection at any time. When a new client operation is started,
                     the client
                     attempts to connect to the source replication server. The client resumes operations
                     on the source
                     server if the source replication server is available.
                  

                  
                  
                  To use automatic failover for replicated client nodes, the source replication server,
                     the target
                     replication server, and the client must be at the V7.1 level or later. If any of the
                     servers are at
                     an earlier level, automatic failover is disabled and you must rely on a manual failover
                     process.
                  

                  
                  
               
               
               
               
                  Recovery of IBM Spectrum Protect components
                  

                  
                  
                  The server database, recovery log, and storage pools are critical to the operation
                     of IBM Spectrum Protect and must be protected. If the
                     database is unusable, the entire server is unavailable and recovering data that is
                     managed by the
                     server might be difficult or impossible.
                  

                  
                  
                  Even without the database, fragments of data or complete files might be read from
                     storage pool
                     volumes that are not encrypted and security can be compromised. Therefore, you must
                     always back up
                     the database. Also, always encrypt sensitive data by using the client or the storage
                     device, unless
                     the storage media is physically secured.
                  

                  
                  
                  IBM Spectrum Protect provides several data protection
                     methods, which include backing up storage pools and the database. For example, you
                     can define
                     schedules so that the following operations occur:
                     
                        
                        	After the initial full backup of your storage pools, incremental storage pool backups
                           are run
                           every night.
                        

                        
                        
                        	Incremental database backups are run every night.

                        
                        
                        	Full database backups are run once a week.

                        
                        
                     

                     For tape-based environments, you can use disaster recovery manager (DRM) to assist
                     you in many
                     of the tasks that are associated with protecting and recovering data. DRM is available
                     with IBM Spectrum Protect Extended Edition.
                  

                  
                  
               
               
               
               
                  Preventive actions for recovery

                  
                  
                  Recovery is based on the following preventive actions:
                     
                        
                        	Mirroring, by which the server maintains a copy of the active log

                        
                        
                        	Backing up the database

                        
                        
                        	Backing up the storage pools

                        
                        
                        	Auditing storage pools for damaged files and recovery of damaged files when necessary

                        
                        
                        	Backing up the device configuration and volume history files

                        
                        
                        	Validating the data in storage pools by using cyclic redundancy checking

                        
                        
                        	Storing the cert.kdb file in a safe place to ensure that the Secure Sockets
                           Layer (SSL) is secure
                        

                        
                        
                     

                     If you are using tape for storage, you can also create a disaster recovery plan to
                     guide you
                     through the recovery process by using DRM. You can use the disaster recovery plan
                     for audit purposes
                     to certify the recoverability of the server. The disaster recovery methods of DRM
                     are based on
                     taking the following actions: 
                     
                        
                        	Creating a disaster recovery plan file for the server

                        
                        
                        	Backing up server data to tape

                        
                        
                        	Sending the server backup data to a remote site or to another server

                        
                        
                        	Storing client system information

                        
                        
                        	Defining and tracking the storage media that is used for storing and recovering client
                           data
                        

                        
                        
                     

                     
                     
                  

                  
                  
               
               
               
               
            

            
            
            
               
                  
                  
                     
                  

                  
               
            
         
      
   
      
         
            
            IBM Spectrum Protect solutions for data
               protection
            

            
            
            
            
            
            To help you to deploy a data protection environment, review information about IBM Spectrum Protect configurations, and select the best solution for
               your business needs.
            

            
            
            
               
                  
                  
                     
                     	Disk-based implementation of a data protection solution for a single site

                        This disk-based implementation of a data protection solution with IBM Spectrum Protect uses inline data deduplication and provides protection for data on a single site.
                     

                     
                     	Disk-based implementation of a data protection solution for multiple sites

                        This disk-based implementation of a data protection solution with IBM Spectrum Protect uses inline data deduplication and replication at two sites.
                     

                     
                     	Tape-based implementation of a data protection solution

                        This implementation of a data protection solution with IBM Spectrum Protect uses one or more tape storage devices to back up data. Tape backup provides low-cost
                        scalability that is optimized for long-term retention.
                     

                     
                     	Appliance-based implementation of a data protection solution for multiple sites

                        This implementation of a multi-site IBM Spectrum Protect data protection solution uses appliance-based data deduplication and replication.
                        A standby server is configured at a second site to recover data if the primary server
                        is unavailable.
                     

                     
                     	Comparison of data protection solutions

                        Compare the key features for each IBM Spectrum Protect solution to determine which configuration best meets your data protection requirements.
                        Then, review the available documentation to implement the solution.
                     

                     
                     	Roadmap for implementing a data protection solution

                        Plan and implement the most suitable data protection solution for your business environment
                        with IBM Spectrum Protect.
                     

                     
                  

                  
               
            
         
      
   
      
         
            
            Disk-based implementation of a data protection solution for a single site

            
            
            
            
            
               This disk-based implementation of a data protection solution with IBM Spectrum Protect uses inline data deduplication and provides
                  protection for data on a single site.
               

               
               
               
                  
                  
                     
                     [image: The image and the elements of the image are explained in the topic text.]

                     
                  

                  This data protection solution provides the following benefits:
                  
                     
                     	Server system and storage hardware at a single site

                     
                     
                     	Cost-effective use of storage through the data deduplication feature

                     
                     
                     	Space-efficient solution with minimal hardware setup

                     
                     
                     	Minimal implementation that requires installation and configuration for only one server
                        and
                        supporting storage hardware
                     

                     
                     
                  

                  
                  In this solution, the client sends data to the IBM Spectrum Protect server, where the data is deduplicated and stored
                     in a directory-container storage pool that is implemented in disk storage. Data from
                     the inventory
                     is also backed up to disk storage. This solution is suitable for entry-level environments
                     for which
                     a second copy of data is not required.
                  

                  
                  
               
               
               
               
            

            
            
            
               
                  
                  
                     
                  

                  
                  
                  
                     Related reference

                     
                     
                        	Comparison of data protection solutions

                        
                        	Roadmap for implementing a data protection solution

                        
                     

                  

                  
               
            
         
      
   
      
         
            
            Disk-based implementation of a data protection solution for multiple sites

            
            
            
            
            
               This disk-based implementation of a data protection solution with IBM Spectrum Protect uses inline data deduplication and replication at
                  two sites.
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                  This data protection solution provides the following benefits:
                     
                        
                        	Replication can be configured at both sites so that each server protects data for
                           the other
                           site
                        

                        
                        
                        	Offsite data storage for each location is simplified

                        
                        
                        	Bandwidth is used efficiently because only deduplicated data is replicated between
                           the
                           sites
                        

                        
                        
                        	Clients can automatically fail over to a target replication server if the source replication
                           server is unavailable
                        

                        
                        
                     

                     
                  

                  
                  
                  In this solution, clients send data to the source server, where the data is deduplicated
                     and
                     stored in a directory-container storage pool that is implemented in disk storage.
                     The data is
                     replicated to the storage pool on the target server for each site. This solution is
                     suitable for
                     environments that require disaster protection. If mutual replication is configured,
                     clients at both
                     sites can use failover recovery for continued backups and data recovery from the available
                     server on
                     the other site.
                  

                  
                  
               
               
               
               
            

            
            
            
               
                  
                  
                     
                  

                  
                  
                  
                     Related reference

                     
                     
                        	Comparison of data protection solutions

                        
                        	Roadmap for implementing a data protection solution

                        
                     

                  

                  
               
            
         
      
   
      
         
            
            Tape-based implementation of a data protection solution

            
            
            
            
            
               This implementation of a data protection solution with IBM Spectrum Protect uses one or more tape storage devices to back up
                  data. Tape backup provides low-cost scalability that is optimized for long-term
                  retention.
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                  This data protection solution provides the following benefits:
                  
                     
                     	Performance is optimized for backup operations on high-speed storage area networks
                        (SAN)
                        directly to tape for large data types and for long-term retention of data.
                     

                     
                     
                     	Data availability is optimized by storing copies of data at offsite locations for
                        disaster recovery. 
                        If you enable the disaster recovery management (DRM) function and a disaster occurs,
                           DRM helps to streamline the process of recovering your servers.

                     
                     
                     	Data security is optimized because copies of data are stored offsite on tape devices
                        that are not connected to the internet. Ransomware attacks rely on internet connections; therefore,
                        offsite storage can help to protect against such attacks.
                     

                     
                     
                     	Low-cost scalability is achieved by reducing the need for additional disk hardware
                        and lowering
                        energy costs.
                     

                     
                     
                  

                  
               
               
               
            

            
            
            
               
                  
                  
                     
                  

                  
                  
                  
                     Related reference

                     
                     
                        	Comparison of data protection solutions

                        
                     

                  

                  
               
            
         
      
   
      
         
            
            Appliance-based implementation of a data protection solution for multiple sites

            
            
            
            
            
               This implementation of a multi-site IBM Spectrum Protect data protection solution uses appliance-based data
                  deduplication and replication. A standby server is configured at a second site to
                  recover data if
                  the primary server is unavailable.
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                  This data protection solution provides the following benefits:
                     
                        
                        	Performance is optimized for backups on high-speed storage area networks (SAN) and
                           for use with
                           IBM Spectrum Protect for SAN, when clients back up directly to
                           SAN-attached virtual tape devices.
                        

                        
                        
                        	Fast, appliance-based replication frees the server from having to track replication
                           metadata in
                           the server database.
                        

                        
                        
                        	Bandwidth and storage space are used efficiently because only deduplicated data is
                           replicated
                           between the sites.
                        

                        
                        
                        	A standby environment provides for disaster recovery, but does not require the amount
                           of
                           resources that are needed for a fully active site.
                        

                        
                        
                     

                     
                  

                  
                  
                  In this data protection configuration, the server uses hardware appliances to deduplicate
                     and
                     replicate data. The appliance at Site A deduplicates data and then replicates the
                     data to the
                     appliance at Site B for disaster protection. If a failure at Site A occurs, you make
                     the standby
                     server active by restoring the most recent database backup, and by activating the
                     replicated copy of
                     data.
                  

                  
                  
                  For more information about configuring virtual tape libraries, see Configuring virtual tape libraries.
                  

                  
                  
               
               
               
               
            

            
            
            
               
                  
                  
                     
                  

                  
                  
                  
                     Related reference

                     
                     
                        	Comparison of data protection solutions

                        
                        	Roadmap for implementing a data protection solution

                        
                     

                  

                  
               
            
         
      
   
      
         
            
            Comparison of data protection solutions

            
            
            
            
            
               Compare the key features for each IBM Spectrum Protect solution to determine which configuration best meets your data protection requirements.
                  Then,
                  review the available documentation to implement the solution.
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                  What to do next
Review available documentation for the solutions in Roadmap for implementing a data protection solution.
               
               
               
               
            

            
            
            
               
                  
                  
                     
                  

                  
                  
                  
                     Related reference

                     
                     
                        	Disk-based implementation of a data protection solution for a single site

                        
                        	Disk-based implementation of a data protection solution for multiple sites

                        
                        	Appliance-based implementation of a data protection solution for multiple sites

                        
                        	Tape-based implementation of a data protection solution

                        
                     

                  

                  
               
            
         
      
   
      
         
            
            Roadmap for implementing a data protection solution

            
            
            
            
            
            
               Plan and implement the most suitable data protection solution for your business
                  environment with IBM Spectrum Protect.
               

               
               
               
                  Single-site disk solution
For steps that describe how to plan for, implement,
                  monitor, and operate a single-site disk solution, see Single-site disk solution.
               
               
               
               
                  Multisite disk solution
For steps that describe how to plan for, implement,
                  monitor, and operate a multisite disk solution, see Multisite disk solution.
               
               
               
               
                  Tape solution
For steps that describe how to plan for, implement, monitor,
                  and operate a tape device solution, see Tape solution.
               
               
               
               
                  Multisite appliance solution
For an overview of the tasks that are required
                  to implement a multisite appliance solution, review the following steps:
                  
                     
                     	Begin planning for the solution by reviewing information at the following links:
                        
                           
                           	AIX: Capacity planning

                           
                           
                           	Linux: Capacity planning

                           
                           
                           	Windows: Capacity planning

                           
                           
                        

                        
                     

                     
                     
                     	Install the server and optionally, the Operations Center.
                        Review information at the following links:
                        
                           
                           	Installing and upgrading the server 

                           
                           
                           	Installing and upgrading the 
                                 

                           
                           
                        

                        
                     

                     
                     
                     	Configure the server for storage in a virtual tape library. 
                        
                           
                           	Managing virtual tape libraries

                           
                           
                           	Attaching tape devices for the server

                           
                           
                        

                        
                        For guidance about improving system performance, see Configuration best practices.
                        

                        
                     

                     
                     
                     	Configure policies to protect your data. Review the information in Customizing policies.
                     

                     
                     
                     	Set up client schedules. Review the information in Scheduling backup and archive operations.
                     

                     
                     
                     	Install and configure clients. To determine the type of client software that you need,
                        review
                        the information in Adding clients  for details.
                     

                     
                     
                     	Configure monitoring for your system. Review the information in Monitoring storage solutions.
                     

                     
                     
                  

                  
               
               
               
            

            
            
            
            
               
                  
                  
                     
                  

                  
                  
                  
                     Related reference

                     
                     
                        	Comparison of data protection solutions

                        
                        	Disk-based implementation of a data protection solution for a single site

                        
                        	Disk-based implementation of a data protection solution for multiple sites

                        
                        	Appliance-based implementation of a data protection solution for multiple sites

                        
                        	Tape-based implementation of a data protection solution

                        
                     

                  

                  
               
            
         
      
   
      
         
            
            Accessibility features for the IBM Spectrum Protect  product
               family
            

            
            
            
            
            
               Accessibility features assist users who
                  have a disability, such as restricted mobility or limited vision,
                  to use information technology content successfully.
               

               
               
               
                  Overview
   
                  The IBM Spectrum Protect family
                     of products includes the following major accessibility features:
                     
                        
                        	Keyboard-only operation

                        
                        
                        	Operations that use a screen reader

                        
                        
                     

                     
                  

                  
                  The IBM Spectrum Protect family
                     of products uses the latest W3C Standard, WAI-ARIA 1.0 (www.w3.org/TR/wai-aria/),
                     to ensure compliance with US Section 508 (www.access-board.gov/guidelines-and-standards/communications-and-it/about-the-section-508-standards/section-508-standards)  and Web
                        Content Accessibility Guidelines (WCAG) 2.0 (www.w3.org/TR/WCAG20/).
                     To take advantage of accessibility features, use the latest release
                     of your screen reader and the latest web browser that is supported
                     by the product.
                  

                  
                  The product documentation in IBM Knowledge Center is enabled for accessibility. The
                     accessibility features of IBM Knowledge Center are described in the Accessibility section of the IBM Knowledge Center help
                      (www.ibm.com/support/knowledgecenter/about/releasenotes.html?view=kc#accessibility).
                  

                  
               
               
               
               
                  Keyboard navigation

                  This product uses standard navigation keys. 

                  
               
               
               
               
                  Interface information
    
                  User
                     interfaces do not have content that flashes 2 - 55 times per second. 
                  

                  
                  Web user interfaces rely on cascading style sheets to render
                     content properly and to provide a usable experience. The application
                     provides an equivalent way for low-vision users to use system display
                     settings, including high-contrast mode. You can control font size
                     by using the device or web browser settings. 
                  

                  
                  Web
                     user interfaces include WAI-ARIA navigational landmarks that you can
                     use to quickly navigate to functional areas in the application.
                  

                  
               
               
               
               
                  Vendor software

                  The IBM Spectrum Protect product
                     family includes certain vendor software that is not covered under
                     the IBM license agreement. IBM makes no representation about the accessibility
                     features of these products. Contact the vendor for accessibility information
                     about its products.
                  

                  
               
               
               
               
               
                  Related accessibility information

                  In
                     addition to standard IBM help desk and support websites, IBM has a
                     TTY telephone service for use by deaf or hard of hearing customers
                     to access sales and support services: 
                     TTY service

                        800-IBM-3383 (800-426-3383)

                        (within North America)
                     

                     
                  

                  
                  For
                     more information about the commitment that IBM has to accessibility,
                     see IBM
                        Accessibility (www.ibm.com/able).
                  

                  
               
               
               
            

            
            
            
         
      
   
      
         
            
            Notices

            
            
               
               
                  
                  This information was developed for products and services offered in the US. This material
                     might
                     be available from IBM in other languages.
                     However, you may be required to own a copy of the product or product version in that
                     language in
                     order to access it. 
                  

                  
                  
                  IBM may not offer the products, services,
                     or features discussed in this document in other countries. Consult your local IBM
                     representative for information on the products and services
                     currently available in your area. Any reference to an IBM product, program, or service
                     is not intended to state or imply that only
                     that IBM product, program, or service may be
                     used. Any functionally equivalent product, program, or service that does not infringe
                     any IBM intellectual property right may be used instead. However, it is the user's
                     responsibility to evaluate and verify the operation of any non-IBM product, program,
                     or service.
                  

                  
                  IBM may have patents or pending patent
                     applications covering subject matter described in this document. The furnishing of
                     this document
                     does not grant you any license to these patents. You can send license inquiries, in
                     writing, to:
                     
                     IBM Director of Licensing

                           IBM Corporation

                           North Castle Drive, MD-NC119

                           Armonk, NY 10504-1785

                           US

                           

                     
                     

                     
                  

                  
                  
                  For license inquiries regarding double-byte character set (DBCS) information, contact
                     the IBM Intellectual Property Department in your
                     country or send inquiries, in writing,
                     to:
                     Intellectual Property Licensing

                           Legal and Intellectual Property Law

                           IBM Japan Ltd.

                           19-21, Nihonbashi-Hakozakicho, Chuo-ku

                           Tokyo 103-8510, Japan 

                     
                  

                  
                  
                  INTERNATIONAL BUSINESS MACHINES CORPORATION PROVIDES THIS PUBLICATION "AS IS" WITHOUT
                     WARRANTY OF
                     ANY KIND, EITHER EXPRESS OR IMPLIED, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES
                     OF
                     NON-INFRINGEMENT, MERCHANTABILITY OR FITNESS FOR A PARTICULAR PURPOSE. Some jurisdictions
                     do not
                     allow disclaimer of express or implied warranties in certain transactions, therefore,
                     this statement
                     may not apply to you.
                  

                  
                  This information could
                     include technical inaccuracies or typographical errors. Changes are
                     periodically made to the information herein; these changes will be
                     incorporated in new editions of the publication. IBM may make improvements and/or
                     changes in the product(s) and/or the program(s) described in this
                     publication at any time without notice. 
                  

                  
                  Any references in this information to non-IBM websites are provided for convenience
                     only and do not in any manner serve as an endorsement of those websites. The materials
                     at those websites are not part of the materials for this IBM product
                     and use of those websites is at your own risk.
                  

                  
                  IBM may use or
                     distribute any of the information you supply in any way it believes
                     appropriate without incurring any obligation to you.
                  

                  
                  
                  Licensees of this program who wish to have information about it for the purpose of
                     enabling: (i)
                     the exchange of information between independently created programs and other programs
                     (including
                     this one) and (ii) the mutual use of the information which has been exchanged, should
                     contact:
                     IBM Director of Licensing

                           IBM Corporation

                           North Castle Drive, MD-NC119

                           Armonk, NY 10504-1785

                           US

                           

                     
                  

                  
                  Such information may be available, subject
                     to appropriate terms and conditions, including in some cases, payment
                     of a fee.
                  

                  
                  The licensed program described in this document and
                     all licensed material available for it are provided by IBM under terms
                     of the IBM Customer
                     Agreement, IBM International
                     Program License Agreement or any equivalent agreement between us.
                  

                  
                  
                  The performance data discussed herein is presented as derived under specific operating
                     conditions.
                     Actual results may vary. 
                  

                  
                  Information concerning non-IBM products was obtained from the suppliers of those products,
                     their published announcements or other publicly available sources. IBM has not tested
                     those products and cannot confirm the accuracy of performance, compatibility or any
                     other claims related to non-IBM products. Questions on the capabilities of non-IBM
                     products should be addressed to the suppliers of those products.
                  

                  
                  This information contains examples
                     of data and reports used in daily business operations. To illustrate
                     them as completely as possible, the examples include the names of
                     individuals, companies, brands, and products. All of these names are
                     fictitious and any similarity to the names and addresses used by an
                     actual business enterprise is entirely coincidental.
                  

                  
                  

                  
                  COPYRIGHT
                     LICENSE: 
                  

                  
                  This information contains sample application programs
                     in source language, which illustrate programming techniques on various
                     operating platforms. You may copy, modify, and distribute these sample
                     programs in any form without payment to IBM, for the purposes of developing, using,
                     marketing
                     or distributing application programs conforming to the application
                     programming interface for the operating platform for which the sample
                     programs are written. These examples have not been thoroughly tested
                     under all conditions. IBM,
                     therefore, cannot guarantee or imply reliability, serviceability,
                     or function of these programs. The sample programs are provided "AS
                     IS", without warranty of any kind. IBM shall not be liable for any damages arising
                     out of your use of the sample programs.
                  

                  
                  
                  Each copy or any portion of these sample programs or any derivative work must include
                     a copyright
                     notice as follows:  © (your company name) (year).  Portions of this code are derived
                     from IBM Corp. Sample Programs.  © Copyright IBM Corp. _enter the year or years_.
                     
                  

                  
               
               
               
               
               
                  Trademarks
  
                  IBM, the IBM logo, and ibm.com are trademarks or registered trademarks of International
                     Business Machines Corp., registered in many jurisdictions worldwide. Other product
                     and service names might be trademarks of IBM or other companies. A current list of
                     IBM trademarks is available on the Web at "Copyright and trademark information" at
                     www.ibm.com/legal/copytrade.shtml.
                  

                  
                  Adobe is a registered trademark
                     of Adobe Systems Incorporated
                     in the United States, and/or other countries. 
                  

                  
                  Linear Tape-Open, LTO, and Ultrium are
                     trademarks of HP, IBM Corp.
                     and Quantum in the U.S. and other countries.
                  

                  
                  Intel and Itanium are
                     trademarks or registered trademarks of Intel Corporation
                     or its subsidiaries in the United States and other countries.
                  

                  
                  The registered trademark Linux is used pursuant to a sublicense from the Linux Foundation,
                     the exclusive licensee of Linus Torvalds, owner of the mark on a world­wide basis.
                  

                  
                  Microsoft, Windows, and Windows NT are trademarks of Microsoft Corporation in the
                     United States,
                     other countries, or both.
                  

                  
                  Java and all Java-based trademarks and logos are trademarks or registered trademarks
                     of Oracle and/or its affiliates.
                  

                  
                  
                  Red Hat, OpenShift, Ansible, and Ceph are trademarks or registered trademarks of Red
                     Hat, Inc. or its subsidiaries in the United States and other countries.
                  

                  
                  UNIX is a registered trademark of The Open Group in the
                     United States and other countries.
                  

                  
                  
                  VMware, VMware vCenter Server, and VMware vSphere are registered trademarks or trademarks
                     of VMware, Inc. or its subsidiaries in the United States and/or other jurisdictions.
                  

                  
               
               
               
               
                  Terms and conditions for product documentation
  
                  Permissions
                     for the use of these publications are granted subject to the following
                     terms and conditions.
                  

                  
                  
                     
                     	Applicability

                     
                     
                     	These terms and conditions are in addition to any terms of use
                        for the IBM website. 
                     

                     
                     
                     
                     	Personal use

                     
                     
                     	You may reproduce these publications for your personal, noncommercial
                        use provided that all proprietary notices are preserved. You may not
                        distribute, display or make derivative work of these publications,
                        or any portion thereof, without the express consent of IBM.
                     

                     
                     
                     
                     	Commercial use

                     
                     
                     	You may reproduce, distribute and display these publications solely
                        within your enterprise provided that all proprietary notices are preserved.
                        You may not make derivative works of these publications, or reproduce,
                        distribute or display these publications or any portion thereof outside
                        your enterprise, without the express consent of IBM.
                     

                     
                     
                     
                     	Rights

                     
                     
                     	Except as expressly granted in this permission, no other permissions,
                        licenses or rights are granted, either express or implied, to the
                        publications or any information, data, software or other intellectual
                        property contained therein.
                        IBM reserves
                           the right to withdraw the permissions granted herein whenever, in
                           its discretion, the use of the publications is detrimental to its
                           interest or, as determined by IBM,
                           the above instructions are not being properly followed. 
                        

                        
                        You
                           may not download, export or re-export this information except in full
                           compliance with all applicable laws and regulations, including all
                           United States export laws and regulations. 
                        

                        
                        IBM MAKES NO GUARANTEE ABOUT THE CONTENT OF THESE
                           PUBLICATIONS. THE PUBLICATIONS ARE PROVIDED "AS-IS" AND WITHOUT WARRANTY
                           OF ANY KIND, EITHER EXPRESSED OR IMPLIED, INCLUDING BUT NOT LIMITED
                           TO IMPLIED WARRANTIES OF MERCHANTABILITY, NON-INFRINGEMENT, AND FITNESS
                           FOR A PARTICULAR PURPOSE. 
                        

                        
                     

                     
                     
                  

                  
               
               
               
               
                  Privacy policy considerations 
  
                  IBM Software products, including
                     software as a service solutions, (“Software Offerings”)
                     may use cookies or other technologies to collect product usage information,
                     to help improve the end user experience, to tailor interactions with
                     the end user, or for other purposes. In many cases no personally identifiable
                     information is collected by the Software Offerings. Some of our Software
                     Offerings can help enable you to collect personally identifiable information.
                     If this Software Offering uses cookies to collect personally identifiable
                     information, specific information about this offering’s use
                     of cookies is set forth below.
                  

                  
                  This Software Offering does
                     not use cookies or other technologies to collect personally identifiable
                     information. 
                  

                  
                  If the configurations deployed for this Software
                     Offering provide you as customer the ability to collect personally
                     identifiable information from end users via cookies and other technologies,
                     you should seek your own legal advice about any laws applicable to
                     such data collection, including any requirements for notice and consent. 
                  

                  
                  For more information about the use of various technologies, including cookies, for
                     these purposes, see IBM’s Privacy Policy at http://www.ibm.com/privacy and IBM’s Online Privacy Statement at http://www.ibm.com/privacy/details in the section entitled “Cookies, Web Beacons and Other Technologies,” and the “IBM
                     Software Products and Software-as-a-Service Privacy Statement” at http://www.ibm.com/software/info/product-privacy.
                  

                  
               
               
               
            

            
            
            
         
      
   
      
         
            
            Glossary

            
            
            
               
                  
                  A glossary is available with terms and definitions for the IBM Spectrum Protect family of products.
                  

                  
                  
                  See the IBM Spectrum Protect
                        glossary.
                  

                  
                  
               

               
            

            
            
            
         
      
   
      
         
            
            Planning the sites

            
            
            
               Review use cases and evaluate the factors to provide the most efficient data protection
                  for the multisite disk solution for IBM Spectrum Protect.
               

               
               
               
               
                  Use cases

                  
                  
                  The multisite disk solution creates at least one copy of backed-up data. If the IBM Spectrum Protect servers are at separate locations, the backed-up
                     replica is maintained offsite. 
                     Tip: Avoid conflicts in managing administrative IDs and
                        client option sets by identifying the IDs and option sets that will be replicated
                        to the target
                        server and the IDs and option sets that will be managed in an enterprise configuration.
                        You cannot
                        define an administrative user ID for a registered node if an administrative ID exists
                        for the same
                        node.
                     

                     
                  

                  
                  
                  Although your company might benefit from a multisite disk solution for various reasons,
                     the most
                     common reasons to use a multisite disk solution include the following replication
                     scenarios:
                     
                        
                        
                        	Replication from the primary site to the disaster recovery site

                        
                        
                        	
                           
                           In this scenario, data that is backed up from the primary site, Site A, is replicated
                              to a server
                              at the secondary, disaster recovery site, Site B. If a disaster occurs at Site A,
                              such as failure of
                              the server, you can use the server at Site B to recover systems. Alternatively, you
                              can use the
                              server at Site A to restore primary storage pool data at Site B, such as after a disk
                              storage
                              failure at Site B.
                           

                           
                           
                        

                        
                        
                        
                        
                        	Mutual replication at two active sites

                        
                        
                        	
                           
                           In this scenario, local data at each site is backed up by the servers at both Site
                              A and Site B.
                              Data that is backed up from Site A is replicated to Site B, and backed-up data from
                              Site B is
                              replicated to Site A. If data that was backed up is lost at Site A, you can use the
                              server at Site B
                              to recover storage pool data to the server at Site A. If Site A is no longer available,
                              you can
                              recover the replicated data for Site A to a new system at Site B. You must size the
                              server resources
                              to ensure that either server has sufficient capacity to back up and restore all client
                              nodes as part
                              of your disaster recovery plan.
                           

                           
                           
                        

                        
                        
                        
                        
                        	Protect remote servers to the primary site

                        
                        
                        	
                           
                           In this scenario, you configure remote servers that are relatively small to replicate
                              data that
                              is backed up to a larger server at the primary site. If bandwidth is limited, it might
                              not be
                              practical to restore systems to the remote sites. In this case, you might want to
                              recover systems at
                              the primary site before you replicate the backed-up data to the remote servers.
                           

                           
                           
                        

                        
                        
                        
                     

                     
                  

                  
                  
               
               
               
               
                  Factors to evaluate

                  
                  
                  Before you implement a multisite disk solution, evaluate the following factors:

                  
                  
                  
                     
                     
                        
                        
                        	Network bandwidth

                        
                        
                        	
                           
                           The network must have sufficient bandwidth for the expected data transfers between
                              nodes, for
                              replication, and for the cross-site restore operations that are required for disaster
                              recovery.
                              Before you proceed with testing replication throughput, ensure that your network can
                              handle the
                              replication traffic. Calculate the required network bandwidth for the steady-state
                              requirement by
                              applying the guidelines in Estimating network bandwidth required for replication
                                 (V7.1.1).
                           

                           
                           
                           The network connection is often a shared resource. Plan the time of day to schedule
                              node
                              replication to run to avoid a conflict with other resource users. Also, network controls
                              might limit
                              activity to only a portion of the bandwidth. There are no controls in IBM Spectrum Protect
                              to restrict network
                              usage.
                           

                           
                           
                        

                        
                        
                        
                        
                        	Resources for the initial replication

                        
                        
                        	
                           
                           To set up the data protection solution across two sites, you must replicate data initially
                              from
                              Site A to the target server at Site B. To ensure that the initial replication is successful,
                              you
                              must determine whether you have the network bandwidth, processor resources, and time
                              available to
                              replicate the data. You might have to plan for replicating the initial full backups
                              across several
                              days. If you cannot extend the schedule for the initial backups, you can replicate
                              data from Site A
                              to Site B without using the network. For example, you can export and import the backed-up
                              data by
                              using media or you can temporarily locate the source and target servers on the same
                              site.
                           

                           
                           
                        

                        
                        
                        
                        
                        	Daily data ingestion

                        
                        
                        	
                           
                           For the multisite disk solution, the daily data ingestion and total data retention
                              must be within
                              the capacity of the configurations. For example, a large configuration has a data
                              ingestion capacity
                              of up to 100 TB per day, including node replication. In cases where the backup requirements
                              exceed
                              the capacity of a single server, you can configure a solution that uses multiple servers
                              to achieve
                              the required capacity.
                           

                           
                           
                        

                        
                        
                        
                        
                        	Server configuration

                        
                        
                        	
                           
                           The server configuration must meet or exceed the requirements for the multisite disk
                              solution.
                           

                           
                           
                        

                        
                        
                        
                        
                        	Single replica of backed-up data

                        
                        
                        	
                           
                           The multisite disk solution is most efficient when a single, offsite copy of the backed-up
                              data
                              meets your data protection and risk mitigation requirements. In this case, the single
                              copy of the
                              data is maintained off-site at the location of a replication
                              server.
                           

                           
                           
                        

                        
                        
                        
                     

                     
                     
                  

                  
                  
               
               
               
            

            
            
            
               
                  
                  
                     Related reference

                     
                     
                        	System requirements for a multisite disk solution

                        
                     

                  

                  
               
            
         
      
   
      
         
            
            System requirements for a multisite disk solution

            
            
            
            
               After you select the IBM Spectrum Protect
                  solution that best fits your data protection requirements, review the system requirements
                  to plan
                  for implementation of the data protection solution.
               

               
               
               
                  
                  
                  Ensure that your system meets the hardware and software prerequisites for the size
                     of server that you plan to use.
                  

                  
                  
                  
                  
               
               
               
            

            
            
         
      
   
      
         
            
            Completing recovery drills

            
            
            
            
            
            
               Schedule disaster recovery drills to prepare for audits that certify the
                  recoverability of the IBM Spectrum Protect server and to ensure
                  that data can be restored and operations can resume after an outage. A drill also
                  helps you ensure
                  that all data can be restored and operations resumed before a critical situation occurs.
               

               
               
               
                  
                     About this task

                  

                  
                  With a multisite disk solution, use node replication to ensure that data is
                     available on a target server at recovery site and recovery time is fast. When there
                     is an outage,
                     the source server can automatically fail over to a target server for data recovery.
                     If a disaster
                     occurs and the source server is unavailable, client nodes can automatically record
                     information about
                     the target replication server in the client options file. You might need to manually
                     update the
                     client options file for older clients.
                  

                  
                  
               
               
               
               
                  Procedure

               

               
                  	
                     Manually restore data from a target replication server, update the client options
                        file to point
                        to the target replication server. Changes to node replication settings are not required.
                     
                  

                  
                  	
                     Configure a client node to store data on a target replication server. 
                     
                     
                        
                        Restriction: Client nodes that normally back up data to a source replication server
                           cannot back up data to the client nodes that are replicated on the target replication
                           server.
                        

                        
                        
                     

                     
                  

                  
                  	
                     Test client data recovery by completing the following steps: 
                     
                     
                        
                        
                           
                           	Restore the client system to a similar operating system. Use the same file system
                              names with
                              same amount of file space in the file system
                           

                           
                           
                           	On a system that has enough space for the data, restore the data.

                           
                           
                           	Verify that the client restored successfully. For example, if you restore a virtual
                              machine,
                              verify that the virtual machine powers on and check that the files are available.
                           

                           
                           
                        

                        
                        
                     

                     
                  

                  
               

               
               
            

            
            
            
               
                  
                  
                     Related tasks

                     
                     
                        	Managing replication

                        
                     

                  

                  
               
            
         
      
   
      
         
            
            Managing replication

            
            
            Use replication to recover data at a disaster recovery site and to
               maintain the same level of files on the source and target servers. You can manage
               replication at the
               node level. You can also protect data at the storage-pool level.
            

            
            
            
         
      
   
      
         
            
            Changing the hub server

            
            
            
            
               You can use the Operations Center
                  to remove the hub server of IBM Spectrum Protect, and configure
                  another hub server.
               

               
               
               
                  Procedure

               

               
                  	
                     Restart the initial configuration wizard of the Operations Center. 
                     
                     As part of this procedure, you delete the existing hub server connection.

                     
                  

                  
                  	
                     Use the wizard to configure the Operations Center to
                        connect to the new hub server.
                     
                  

                  
               

               
               
               
            

            
            
            
            
               
                  
                  
                     Related tasks

                     
                     
                        	Restarting the initial configuration wizard

                        
                     

                  

                  
               
            
         
      
   
      
         
            
            Restarting the initial configuration wizard

            
            
            
            
               You might need to restart the initial configuration
                  wizard of the Operations Center,
                  for example, to make configuration changes.
               

               
               
               
                  
                     Before you begin

                  

                  To change the following settings, use the Settings page
                     in the Operations Center rather
                     than restarting the initial configuration wizard:
                     
                        
                        	The frequency at which status data is refreshed

                        
                        
                        	The duration that alerts remain active, inactive, or closed

                        
                        
                        	The conditions that indicate that clients are at risk

                        
                        
                     

                     The Operations Center help
                     includes more information about how to change these settings.
                  

                  
               
               
               
               
                  
                     About this task

                  
To restart the initial configuration wizard, you must delete
                  a properties file that includes information about the hub server connection.
                  However, any alerting, monitoring, at-risk, or multiserver settings
                  that were configured for the hub server are not deleted. These settings
                  are used as the default settings in the configuration wizard when
                  the wizard restarts.
               
               
               
               
                  Procedure

               

               
                  	Stop the Operations Center web
                        server.

                  
                  	On the computer where the Operations Center is installed,
                        go to the following directory, where installation_dir represents
                        the directory in which the Operations Center is installed: 
                     
                     
                        
                        	installation_dir/ui/Liberty/usr/servers/guiServer

                        
                        
                        	installation_dir\ui\Liberty\usr\servers\guiServer

                        
                        
                     

                     
                     
                     For example:
                        
                           
                           	/opt/tivoli/tsm/ui/Liberty/usr/servers/guiServer

                           
                           
                           	c:\Program Files\Tivoli\TSM\ui\Liberty\usr\servers\guiServer

                           
                           
                        

                        
                     

                  

                  
                  	In the guiServer directory, delete
                        the serverConnection.properties file.

                  
                  	Start the Operations Center web server.
                     
                  

                  
                  	Open the Operations Center.
                     
                  

                  
                  	Use the configuration wizard to reconfigure the Operations Center. 
                     Specify
                        a new password for the monitoring administrator ID.
                     

                  

                  
                  	
                     On any spoke servers that were previously connected to the hub server, update the
                        password for
                        the monitoring administrator ID by issuing the following command from the 
                        IBM Spectrum Protect command-line interface: 
                     
                     
                        UPDATE ADMIN IBM-OC-hub_server_name new_password

                        
                           
                           Restriction: Do not change any other settings for this administrator ID. After you
                              specify the initial password, this password is managed automatically by the Operations Center.
                           

                           
                           
                        

                        
                        
                     

                     
                  

                  
               

               
               
            

            
            
            
         
      
   
      
         
            
            Restoring the configuration to the preconfiguration state

            
            
            
            
               If certain problems occur, you might want to restore the Operations Center configuration to the preconfigured state where the
                  IBM Spectrum Protect servers are not defined as hub or spoke
                  servers.
               

               
               
               
                  Procedure

               

               To restore the configuration, complete the following steps:

               
                  	
                     Stop the Operations Center web server.
                     
                  

                  
                  	
                     Unconfigure the hub server by completing the following steps: 
                     
                     
                        
                        	
                           On the hub server, issue the following commands: 
                           
                           
                              SET MONITORINGADMIN ""
SET MONITOREDSERVERGROUP ""
SET STATUSMONITOR OFF
SET ALERTMONITOR OFF
REMOVE ADMIN IBM-OC-hub_server_name

                              Tip: IBM-OC-hub_server_name represents the
                                 monitoring administrator ID that was automatically created when you initially configured
                                 the
                                 hub server.
                              

                              
                              
                           

                           
                        

                        
                        
                        	
                           Reset the password for the hub server by issuing the following command on the hub
                              server: 
                           
                           
                              SET SERVERPASSWORD ""

                              Attention: Do not complete this step if the hub server is configured with other
                                 servers for other purposes, such as library sharing, exporting and importing of data,
                                 or
                                 node replication.
                              

                              
                              
                           

                           
                        

                        
                        
                     

                     
                     
                  

                  
                  	
                     Unconfigure any spoke servers by completing the following steps: 
                     
                     
                        
                        	
                           On the hub server, to determine whether any spoke servers remain as members of the
                              server
                              group, issue the following command: 
                           
                           
                              QUERY SERVERGROUP IBM-OC-hub_server_name

                              Tip: IBM-OC-hub_server_name represents the
                                 name of the monitored server group that was automatically created when you configured
                                 the
                                 first spoke server. This server group name is also the same as the monitoring administrator
                                 ID that was automatically created when you initially configured the hub server.
                              

                              
                              
                           

                           
                        

                        
                        
                        	
                           On the hub server, to delete spoke servers from the server group, issue the following
                              command for each spoke server: 
                           
                           
                              DELETE GRPMEMBER IBM-OC-hub_server_name spoke_server_name

                              

                           
                        

                        
                        
                        	
                           After all spoke servers are deleted from the server group, issue the following commands
                              on the hub server: 
                           
                           
                              DELETE SERVERGROUP IBM-OC-hub_server_name
SET MONITOREDSERVERGROUP ""

                              

                           
                        

                        
                        
                        	
                           On each spoke server, issue the following commands: 
                           
                           
                              REMOVE ADMIN IBM-OC-hub_server_name
SETOPT PUSHSTATUS NO
SET ALERTMONITOR OFF
SET STATUSMONITOR OFF

                              

                           
                        

                        
                        
                        	
                           On each spoke server, delete the definition of the hub server by issuing the following
                              command: 
                           
                           
                              DELETE SERVER hub_server_name

                              Attention: Do not complete this step if the definition is used for other
                                 purposes, such as library sharing, exporting and importing of data, or node
                                 replication.
                              

                              
                              
                           

                           
                        

                        
                        
                        	
                           On the hub server, delete the definition of each spoke server by issuing the following
                              command: 
                           
                           
                              DELETE SERVER spoke_server_name

                              Attention: Do not complete this step if the server definition is used for other
                                 purposes, such as library sharing, exporting and importing of data, or node
                                 replication.
                              

                              
                              
                           

                           
                        

                        
                        
                     

                     
                     
                  

                  
                  	
                     Restore the default settings on each server by issuing the following commands: 
                     
                     
                        SET STATUSREFRESHINTERVAL 5
SET ALERTUPDATEINTERVAL 10
SET ALERTACTIVEDURATION 480
SET ALERTINACTIVEDURATION 480
SET ALERTCLOSEDDURATION 60
SET STATUSATRISKINTERVAL TYPE=AP INTERVAL=24
SET STATUSATRISKINTERVAL TYPE=VM INTERVAL=24
SET STATUSATRISKINTERVAL TYPE=SY INTERVAL=24
SET STATUSSKIPASFAILURE YES TYPE=ALL

                        

                     
                  

                  
                  	
                     Restart the initial configuration wizard of the Operations Center.
                     
                  

                  
               

               
               
            

            
            
            
            
               
                  
                  
                     Related tasks

                     
                     
                        	Restarting the initial configuration wizard

                        
                        	Starting and stopping the web server

                        
                     

                  

                  
               
            
         
      
   
      
         
            
            Starting and stopping the web server

            
            
            
            
               The web server of the Operations Center runs as a service and starts automatically. You might
                  have to stop and start the web server, for example, to make configuration changes.
               

               
               
               
                  Procedure

               

               
                  	
                     Stop the web server. 
                     
                     
                        
                        	From the /installation_dir/ui/utils
                           directory, where installation_dir represents the directory
                           where the Operations Center is installed, issue the following
                           command:./stopserver.sh


                        
                        
                        	Issue the following
                           command:service opscenter.rc stop


                        
                        
                        	From the Services window, stop the
                           IBM Spectrum Protect Operations Center
                           service.
                        

                        
                        
                        
                     

                     
                     
                  

                  
                  	
                     Start the web server. 
                     
                     
                        
                        	From the /installation_dir/ui/utils
                           directory, where installation_dir represents the directory
                           where the Operations Center is installed, issue the following
                           command:./startserver.sh


                        
                        
                        	Issue the following commands:
                           
                              
                              
                              	Start the server:

                              
                              
                              	
                                 service opscenter.rc start

                                 

                              
                              
                              
                              
                              	Restart the server:

                              
                              
                              	
                                 service opscenter.rc restart

                                 

                              
                              
                              
                              
                              	Determine whether the server is running:

                              
                              
                              	
                                 service opscenter.rc status

                                 

                              
                              
                              
                           

                           
                        

                        
                        
                        	From the Services window, start the
                           IBM Spectrum Protect Operations Center
                           service.
                        

                        
                        
                        
                     

                     
                     
                  

                  
               

               
               
            

            
            
            
         
      
   
      
         
            
            Changing the hub server

            
            
            
            
               You can use the Operations Center
                  to remove the hub server of IBM Spectrum Protect, and configure
                  another hub server.
               

               
               
               
                  Procedure

               

               
                  	
                     Restart the initial configuration wizard of the Operations Center. 
                     
                     As part of this procedure, you delete the existing hub server connection.

                     
                  

                  
                  	
                     Use the wizard to configure the Operations Center to
                        connect to the new hub server.
                     
                  

                  
               

               
               
               
            

            
            
            
            
               
                  
                  
                     Related tasks

                     
                     
                        	Restarting the initial configuration wizard

                        
                     

                  

                  
               
            
         
      
   
      
         
            
            Restarting the initial configuration wizard

            
            
            
            
               You might need to restart the initial configuration
                  wizard of the Operations Center,
                  for example, to make configuration changes.
               

               
               
               
                  
                     Before you begin

                  

                  To change the following settings, use the Settings page
                     in the Operations Center rather
                     than restarting the initial configuration wizard:
                     
                        
                        	The frequency at which status data is refreshed

                        
                        
                        	The duration that alerts remain active, inactive, or closed

                        
                        
                        	The conditions that indicate that clients are at risk

                        
                        
                     

                     The Operations Center help
                     includes more information about how to change these settings.
                  

                  
               
               
               
               
                  
                     About this task

                  
To restart the initial configuration wizard, you must delete
                  a properties file that includes information about the hub server connection.
                  However, any alerting, monitoring, at-risk, or multiserver settings
                  that were configured for the hub server are not deleted. These settings
                  are used as the default settings in the configuration wizard when
                  the wizard restarts.
               
               
               
               
                  Procedure

               

               
                  	Stop the Operations Center web
                        server.

                  
                  	On the computer where the Operations Center is installed,
                        go to the following directory, where installation_dir represents
                        the directory in which the Operations Center is installed: 
                     
                     
                        
                        	installation_dir/ui/Liberty/usr/servers/guiServer

                        
                        
                        	installation_dir\ui\Liberty\usr\servers\guiServer

                        
                        
                     

                     
                     
                     For example:
                        
                           
                           	/opt/tivoli/tsm/ui/Liberty/usr/servers/guiServer

                           
                           
                           	c:\Program Files\Tivoli\TSM\ui\Liberty\usr\servers\guiServer

                           
                           
                        

                        
                     

                  

                  
                  	In the guiServer directory, delete
                        the serverConnection.properties file.

                  
                  	Start the Operations Center web server.
                     
                  

                  
                  	Open the Operations Center.
                     
                  

                  
                  	Use the configuration wizard to reconfigure the Operations Center. 
                     Specify
                        a new password for the monitoring administrator ID.
                     

                  

                  
                  	
                     On any spoke servers that were previously connected to the hub server, update the
                        password for
                        the monitoring administrator ID by issuing the following command from the 
                        IBM Spectrum Protect command-line interface: 
                     
                     
                        UPDATE ADMIN IBM-OC-hub_server_name new_password

                        
                           
                           Restriction: Do not change any other settings for this administrator ID. After you
                              specify the initial password, this password is managed automatically by the Operations Center.
                           

                           
                           
                        

                        
                        
                     

                     
                  

                  
               

               
               
            

            
            
            
         
      
   
      
         
            
            Restoring the configuration to the preconfiguration state

            
            
            
            
               If certain problems occur, you might want to restore the Operations Center configuration to the preconfigured state where the
                  IBM Spectrum Protect servers are not defined as hub or spoke
                  servers.
               

               
               
               
                  Procedure

               

               To restore the configuration, complete the following steps:

               
                  	
                     Stop the Operations Center web server.
                     
                  

                  
                  	
                     Unconfigure the hub server by completing the following steps: 
                     
                     
                        
                        	
                           On the hub server, issue the following commands: 
                           
                           
                              SET MONITORINGADMIN ""
SET MONITOREDSERVERGROUP ""
SET STATUSMONITOR OFF
SET ALERTMONITOR OFF
REMOVE ADMIN IBM-OC-hub_server_name

                              Tip: IBM-OC-hub_server_name represents the
                                 monitoring administrator ID that was automatically created when you initially configured
                                 the
                                 hub server.
                              

                              
                              
                           

                           
                        

                        
                        
                        	
                           Reset the password for the hub server by issuing the following command on the hub
                              server: 
                           
                           
                              SET SERVERPASSWORD ""

                              Attention: Do not complete this step if the hub server is configured with other
                                 servers for other purposes, such as library sharing, exporting and importing of data,
                                 or
                                 node replication.
                              

                              
                              
                           

                           
                        

                        
                        
                     

                     
                     
                  

                  
                  	
                     Unconfigure any spoke servers by completing the following steps: 
                     
                     
                        
                        	
                           On the hub server, to determine whether any spoke servers remain as members of the
                              server
                              group, issue the following command: 
                           
                           
                              QUERY SERVERGROUP IBM-OC-hub_server_name

                              Tip: IBM-OC-hub_server_name represents the
                                 name of the monitored server group that was automatically created when you configured
                                 the
                                 first spoke server. This server group name is also the same as the monitoring administrator
                                 ID that was automatically created when you initially configured the hub server.
                              

                              
                              
                           

                           
                        

                        
                        
                        	
                           On the hub server, to delete spoke servers from the server group, issue the following
                              command for each spoke server: 
                           
                           
                              DELETE GRPMEMBER IBM-OC-hub_server_name spoke_server_name

                              

                           
                        

                        
                        
                        	
                           After all spoke servers are deleted from the server group, issue the following commands
                              on the hub server: 
                           
                           
                              DELETE SERVERGROUP IBM-OC-hub_server_name
SET MONITOREDSERVERGROUP ""

                              

                           
                        

                        
                        
                        	
                           On each spoke server, issue the following commands: 
                           
                           
                              REMOVE ADMIN IBM-OC-hub_server_name
SETOPT PUSHSTATUS NO
SET ALERTMONITOR OFF
SET STATUSMONITOR OFF

                              

                           
                        

                        
                        
                        	
                           On each spoke server, delete the definition of the hub server by issuing the following
                              command: 
                           
                           
                              DELETE SERVER hub_server_name

                              Attention: Do not complete this step if the definition is used for other
                                 purposes, such as library sharing, exporting and importing of data, or node
                                 replication.
                              

                              
                              
                           

                           
                        

                        
                        
                        	
                           On the hub server, delete the definition of each spoke server by issuing the following
                              command: 
                           
                           
                              DELETE SERVER spoke_server_name

                              Attention: Do not complete this step if the server definition is used for other
                                 purposes, such as library sharing, exporting and importing of data, or node
                                 replication.
                              

                              
                              
                           

                           
                        

                        
                        
                     

                     
                     
                  

                  
                  	
                     Restore the default settings on each server by issuing the following commands: 
                     
                     
                        SET STATUSREFRESHINTERVAL 5
SET ALERTUPDATEINTERVAL 10
SET ALERTACTIVEDURATION 480
SET ALERTINACTIVEDURATION 480
SET ALERTCLOSEDDURATION 60
SET STATUSATRISKINTERVAL TYPE=AP INTERVAL=24
SET STATUSATRISKINTERVAL TYPE=VM INTERVAL=24
SET STATUSATRISKINTERVAL TYPE=SY INTERVAL=24
SET STATUSSKIPASFAILURE YES TYPE=ALL

                        

                     
                  

                  
                  	
                     Restart the initial configuration wizard of the Operations Center.
                     
                  

                  
               

               
               
            

            
            
            
            
               
                  
                  
                     Related tasks

                     
                     
                        	Restarting the initial configuration wizard

                        
                        	Starting and stopping the web server

                        
                     

                  

                  
               
            
         
      
   
      
         
            
            Starting and stopping the web server

            
            
            
            
               The web server of the Operations Center runs as a service and starts automatically. You might
                  have to stop and start the web server, for example, to make configuration changes.
               

               
               
               
                  Procedure

               

               
                  	
                     Stop the web server. 
                     
                     
                        
                        	From the /installation_dir/ui/utils
                           directory, where installation_dir represents the directory
                           where the Operations Center is installed, issue the following
                           command:./stopserver.sh


                        
                        
                        	Issue the following
                           command:service opscenter.rc stop


                        
                        
                        	From the Services window, stop the
                           IBM Spectrum Protect Operations Center
                           service.
                        

                        
                        
                        
                     

                     
                     
                  

                  
                  	
                     Start the web server. 
                     
                     
                        
                        	From the /installation_dir/ui/utils
                           directory, where installation_dir represents the directory
                           where the Operations Center is installed, issue the following
                           command:./startserver.sh


                        
                        
                        	Issue the following commands:
                           
                              
                              
                              	Start the server:

                              
                              
                              	
                                 service opscenter.rc start

                                 

                              
                              
                              
                              
                              	Restart the server:

                              
                              
                              	
                                 service opscenter.rc restart

                                 

                              
                              
                              
                              
                              	Determine whether the server is running:

                              
                              
                              	
                                 service opscenter.rc status

                                 

                              
                              
                              
                           

                           
                        

                        
                        
                        	From the Services window, start the
                           IBM Spectrum Protect Operations Center
                           service.
                        

                        
                        
                        
                     

                     
                     
                  

                  
               

               
               
            

            
            
            
         
      
   
      
         
            
            Tuning scheduled activities

            
            
            
            
            
               Schedule maintenance tasks daily to ensure that your solution operates
                  correctly. By tuning your solution, you maximize server resources and effectively
                  use different
                  functions available within your solution.
               

               
               
               
                  Procedure

               

               
                  	
                     Monitor system performance regularly to ensure that client backup and server maintenance
                        tasks
                        are completing successfully. Follow the instructions in Monitoring a multisite disk solution.
                     
                  

                  
                  	Optional: 
                     If the monitoring information shows that the server workload increased, review the
                        planning
                        information. Review whether the capacity of the system is adequate in the following
                        cases: 
                     
                     
                        
                        
                           
                           	The number of clients increases

                           
                           
                           	The amount of data that is being backed up increases

                           
                           
                           	The amount of time that is available for backups changes

                           
                           
                        

                        
                        
                     

                     
                  

                  
                  	
                     Determine whether your solution is performing at the level you expect. 
                     
                     Review the client schedules to check whether tasks are completing within the scheduled
                        time frame:
                        
                           
                           	On the Clients page of the Operations Center, select the client.
                           

                           
                           
                           	Click Details.
                           

                           
                           
                           	From the client Summary page, review the Backed up
                              and Replicated activity to identify any risks.
                           

                           
                           
                        

                        
                     

                     
                     Adjust the time and frequency of client backup operations, if necessary.

                     
                  

                  
                  	
                     Schedule enough time for the following maintenance tasks to complete successfully
                        within a
                        24-hour period: 
                     
                     
                        
                        
                           
                           	Protect storage pools.

                           
                           
                           	Replicate node data.

                           
                           
                           	Back up the database.

                           
                           
                           	Run expiration processing to remove client backups and archive file copies from server
                              storage.
                           

                           
                           
                        

                        
                        
                        Tip: Schedule maintenance tasks to start at an appropriate time and in the correct
                           sequence. For example, schedule replication tasks after client backups complete successfully.
                           
                        

                        
                        
                     

                     
                  

                  
               

               
               
            

            
            
            
               
                  
                  
                     Related tasks

                     
                     
                        	Defining schedules for server maintenance activities

                        
                     

                  

                  
               
            
         
      
   
      
         
            
            Defining schedules for server maintenance activities

            
            
            
            
               Create schedules for each server maintenance operation by using the
                  DEFINE SCHEDULE command in the Operations Center command builder.
               

               
               
               
                  
                     About this task

                  

                  
                  Schedule server maintenance operations to run after client backup operations. You
                     can control the timing of schedules by setting the start time in combination with
                     the duration time
                     for each operation.
                  

                  
                  
                  The following example shows how you can schedule server maintenance
                     processes in combination with the client backup schedule for a multisite disk solution.
                     
                     
                        
                           
                              
                              
                           
                           
                              
                              
                                 
                                 	Operation
                                 
                                 
                                 	Schedule
                                 
                                 
                              

                              
                              
                           
                           
                           
                              
                              
                                 
                                 	Client backup
                                 
                                 
                                 	Starts at 22:00.
                                 
                                 
                              

                              
                              
                              
                                 
                                 	Node replication
                                 
                                 
                                 	Starts at 08:00, or 10 hours after the beginning of the client backup.
                                 
                                 
                              

                              
                              
                              
                                 
                                 	Processing for database and disaster recovery files
                                 
                                 
                                 	
                                    
                                    
                                       
                                       	Database backup starts at 11:00, or 13 hours after the beginning of the client backup.
                                          This process runs until completion.
                                       

                                       
                                       
                                       	Device configuration information and volume history backup starts at 17:00, or 6 hours
                                          after the start of the database backup.
                                       

                                       
                                       
                                       	Volume history deletion starts at 20:00, or 9 hours after the start of the database
                                          backup. 
                                       

                                       
                                       
                                    

                                    
                                    
                                 
                                 
                                 
                              

                              
                              
                              
                                 
                                 	Inventory expiration 
                                 
                                 
                                 	Starts at 12:00, or 14 hours after the beginning of the client backup window. This
                                    process runs until completion.
                                 
                                 
                                 
                              

                              
                              
                           
                           
                        

                        
                     

                     
                  

                  
                  
               
               
               
               
                  Procedure

               

               After you configure the device class for the database backup operations,
                  create schedules for database backup and other required maintenance operations by
                  using the
                  DEFINE SCHEDULE command. Depending on the size of your environment, you might
                  need to adjust the start times for each schedule in the example.
               

               
                  	
                     Define a device class for the backup operations. 
                     
                     For example, use the DEFINE DEVCLASS command to create a device class that
                        is named
                        DBBACK_FILEDEV:define devclass dbback_filedev devtype=file 
  directory=db_backup_directories
where
                        db_backup_directories is a list of the directories that you created for the
                        database backup.
                     

                     
                     
                        
                        For example, if you have four directories for database backups, starting
                           with /tsminst1/TSMbkup00, issue the following
                           command:define devclass dbback_filedev devtype=file 
  directory=/tsminst1/TSMbkup00,
  /tsminst1/TSMbkup01,/tsminst1/TSMbkup02,
  /tsminst1/TSMbkup03"


                        
                        
                        For example, if you have four directories for database backups, starting with
                           C:\tsminst1\TSMbkup00, issue the following
                           command:define devclass dbback_filedev devtype=file 
  directory="c:\tsminst1\TSMbkup00,
  c:\tsminst1\TSMbkup01,c:\tsminst1\TSMbkup02,
  c:\tsminst1\TSMbkup03"


                        
                        
                     

                     
                  

                  
                  	
                     Set the device class for automatic database backup operations. Use the SET
                           DBRECOVERY command to specify the device class that you created in the preceding
                        step. 
                     
                     For example, if the device class is dbback_filedev, issue the following
                        command:set dbrecovery dbback_filedev


                     
                  

                  
                  	
                     Create schedules for the maintenance operations by using the DEFINE
                           SCHEDULE command. See the following table for the required operations with examples of the
                        commands. 
                     
                     
                        
                        Tip: You create the schedule for replication separately in a later
                           step, when you use the Operations Center to configure
                           replication.
                        

                        
                        
                        
                        
                           
                              
                                 
                                 
                              
                              
                                 
                                 
                                    
                                    	Operation
                                    
                                    
                                    	Example command
                                    
                                    
                                 

                                 
                                 
                              
                              
                              
                                 
                                 
                                    
                                    	Back up the database.
                                       

                                       
                                    
                                    
                                    
                                    	Create a schedule to run the BACKUP DB command. If you are configuring a
                                       small system, set the COMPRESS parameter to YES.
                                       For
                                          example, on a small system, issue the following command to create a backup schedule
                                          that uses the
                                          new device
                                          class:define schedule DBBACKUP type=admin cmd="backup db 
  devclass=dbback_filedev type=full numstreams=3 wait=yes 
  compress=yes" active=yes desc="Back up the database." 
  startdate=today starttime=11:00:00 duration=45 durunits=minutes


                                       
                                       

                                       
                                    
                                    
                                    
                                 

                                 
                                 
                                 
                                    
                                    	Back up the device configuration information. 
                                       

                                       
                                    
                                    
                                    
                                    	Create a schedule to run the BACKUP DEVCONFIG
                                       command:define schedule DEVCONFIGBKUP type=admin cmd="backup devconfig 
  filenames=devconfig.dat" active=yes desc="Backup the device 
  configuration file." startdate=today starttime=17:00:00 
  duration=45 durunits=minutes


                                       
                                    
                                    
                                    
                                 

                                 
                                 
                                 
                                    
                                    	Back up the volume history. 
                                       

                                       
                                    
                                    
                                    
                                    	Create a schedule to run the BACKUP VOLHISTORY
                                       command:define schedule VOLHISTBKUP type=admin cmd="backup volhistory
  filenames=volhist.dat" active=yes desc="Back up the volume 
  history." startdate=today starttime=17:00:00 duration=45 
  durunits=minutes


                                       
                                    
                                    
                                    
                                 

                                 
                                 
                                 
                                    
                                    	Remove older versions of database backups that are no longer required. 
                                       

                                       
                                    
                                    
                                    
                                    	Create a schedule to run the DELETE VOLHISTORY
                                       command:define schedule DELVOLHIST type=admin cmd="delete volhistory 
  type=dbb todate=today-6 totime=now" active=yes desc="Remove 
  old database backups." startdate=today starttime=20:00:00 
  duration=45 durunits=minutes

                                    
                                    
                                 

                                 
                                 
                                 
                                    
                                    	Remove objects that exceed their allowed retention. 
                                       

                                       
                                    
                                    
                                    
                                    	Create a schedule to run the EXPIRE INVENTORY command. 
                                       Set the
                                          RESOURCE parameter based on the system size that you are configuring: 
                                          
                                             
                                             	Small systems: 10

                                             
                                             
                                             	Medium systems: 30

                                             
                                             
                                             	Large systems: 40

                                             
                                             
                                          

                                          
                                       

                                       
                                       For example, on a medium-sized system, issue the following command to create a schedule
                                          that is named
                                          EXPINVENTORY:define schedule EXPINVENTORY type=admin cmd="expire inventory 
  wait=yes resource=30 duration=120" active=yes desc="Remove expired 
  objects." startdate=today starttime=12:00:00 duration=45 
  durunits=minutes


                                       
                                    
                                    
                                    
                                 

                                 
                                 
                              
                              
                           

                           
                        

                        
                        
                     

                     
                  

                  
               

               
               
               
                  
                     What to do next

                  
After you create schedules for the server maintenance tasks, you can view them
                  in the Operations Center by completing the following steps: 
                  
                     
                     	On the Operations Center menu bar, hover over
                        Servers.
                     

                     
                     
                     	Click Maintenance.
                     

                     
                     
                  

                  
               
               
               
            

            
            
         
      
   
      
         
            
            Defining data retention rules for your business

            
            
            
            
            
               After you create a directory-container storage pool for data deduplication,
                  update the default server policy to use the new storage pool. The Add Storage
                     Pool wizard opens the Services page in the Operations Center to complete this task.
               

               
               
               
                  Procedure

               

               
                  	
                     On the Services page of the Operations Center, select the STANDARD domain and click
                        Details.
                     
                  

                  
                  	
                     On the Summary page for the policy domain, click the
                        Policy Sets tab. 
                     
                     The Policy Sets page indicates the name of the active policy set
                        and lists all of the management classes for that policy set.
                     

                     
                  

                  
                  	
                     Click the Configure toggle, and make the following
                        changes: 
                     
                     
                        
                        
                           
                           	Change the backup destination for the STANDARD management class to the
                              directory-container storage pool.
                           

                           
                           
                           	Change the value for the Backups column to No limit.
                           

                           
                           
                           	Change the retention period. Set the Keep Extra Backups column to 30 days or more,
                              depending on your business requirements.
                           

                           
                           
                        

                        
                        
                     

                     
                  

                  
                  	
                     Save your changes and click the Configure toggle again so that
                        the policy set is no longer editable.
                     
                  

                  
                  	
                     Activate the policy set by clicking Activate.
                     
                  

                  
               

               
               
            

            
            
            
               
                  
                  
                     Related tasks

                     
                     
                        	Specifying rules for backing up and archiving client data

                        
                     

                  

                  
               
            
         
      
   
      
         
            
            Specifying rules for backing up and archiving client data

            
            
            
            
            
               Before you add a client, ensure that appropriate rules are specified for
                  backup and archive operations for the client data. During the client registration
                  process, you
                  assign the client node to a policy domain, which has the rules that control how and
                  when client data
                  is stored.
               

               
               
               
                  
                     Before you begin

                  

                  
                  Determine how to proceed:
                     
                        
                        	If you are familiar with the policies that are configured for your solution and you
                           know that
                           they do not require changes, continue with Scheduling backup and archive operations.
                        

                        
                        
                        	If you are not familiar with the policies, follow the steps in this procedure.

                        
                        
                     

                     
                     
                  

                  
                  
               
               
               
               
                  
                     About this task

                  

                  
                  Policies affect how much data is stored over time, and how long data is retained and
                     available
                     for clients to restore. To meet objectives for data protection, you can update the
                     default policy
                     and create your own policies. A policy includes the following rules:
                  

                  
                  
                  
                     
                     	How and when files are backed up and archived to server storage.

                     
                     
                     	The number of copies of a file and the length of time copies are kept in server storage.

                     
                     
                  

                  
                  
                  During the client registration process, you assign a client to a policy domain. The
                     policy for a specific client is determined by the rules in the policy domain to which
                     the client is
                     assigned. In the policy domain, the rules that are in effect are in the active policy
                        set. 
                  

                  
                  
                  When a client backs up or archives a file, the file is bound to a management class
                     in the active
                     policy set of the policy domain. A management class is the key set of rules for
                     managing client data. The backup and archive operations on the client use the settings
                     in the
                     default management class of the policy domain unless you further customize policy.
                     A policy can be
                     customized by defining more management classes and assigning their use through client
                     options.
                  

                  
                  
                  Client options can be specified in a local, editable file on the client system and
                     in a client
                     option set on the server. The options in the client option set on the server can override
                     or add to
                     the options in the local client option file.
                  

                  
                  
               
               
               
               
                  Procedure

               

               
                  	
                     Review the policies that are configured for your solution by following the instructions
                        in
                        Viewing policies.
                     
                  

                  
                  	
                     If you need to make minor changes to meet data retention requirements, follow the
                        instructions
                        in Editing policies.
                     
                  

                  
                  	Optional: 
                     If you need to create policy domains or make extensive changes to policies to meet
                        data
                        retention requirements, see Customizing policies.
                     
                  

                  
               

               
               
            

            
            
         
      
   
      
         
            
            Securing communications between the Operations Center and the hub server
            

            
            
            
            
            
               To secure communications between the Operations Center and the hub server, add the Transport Layer Security (TLS) certificate of the hub
                  server to the truststore file of the Operations Center. 
               

               
               
               
                  
                     Before you begin

                  
The truststore file of the Operations Center is a container for certificates that the Operations Center
                  can access.
                  During
                  the installation of the Operations Center, you must create a
                  password for the truststore file. To secure communications between the Operations Center and the hub server, you must use the same password to
                  add the certificate of the hub server to the truststore file. If you do not remember
                  this password,
                  you must now re-create and configure the truststore file. For instructions, see Deleting and
                     reassigning the password for the Operations Center truststore file.
                  
                  The
                     following figure illustrates the components for setting up a Secure Sockets Layer
                     (SSL) connection
                     between the hub server and the Operations Center. 
                     
                        
                        [image: The image shows secure communications between the hub server and the Operations Center when the hub server SSL certificate is added to the truststore file of the Operations Center.]

                        
                     

                     
                  

                  
               
               
               
               
                  
                     About this task

                  
This procedure provides steps to implement secure communications by using
                  self-signed certificates.
                  
                  If you use
                     certificates that are signed by a certificate authority (CA), follow the instructions
                     in Securing communications
                        between the Operations Center and the hub server by using CA-signed
                        certificates.
                  

                  
               
               
               
               
                  Procedure

               

               To set up SSL communication by using self-signed certificates, complete the following
                  steps:
               

               
                  	
                     Stop the Operations Center web server.
                     
                  

                  
                  	
                     Open the operating system command line on the system where the Operations Center is installed, and change to the following
                        directory: 
                     
                     
                        
                        
                           
                           	installation_dir/ui/jre/bin

                           
                           
                           	installation_dir\ui\jre\bin

                           
                           
                        

                        where installation_dir represents the directory in which the Operations Center is installed.
                     

                     
                  

                  
                  	
                     Open the IBM Key Management window by issuing the
                        following command: 
                     
                     
                        ikeyman

                        

                     
                  

                  
                  	
                     Click Key Database File > Open.
                     
                  

                  
                  	
                     Click Browse, and go to the following directory, where
                        installation_dir represents the directory in which the Operations Center is installed: 
                     
                     
                        
                        
                           
                           	installation_dir/ui/Liberty/usr/servers/guiServer

                           
                           
                           	installation_dir\ui\Liberty\usr\servers\guiServer

                           
                           
                        

                        
                        
                     

                     
                  

                  
                  	
                     In the guiServer directory, select the
                        gui-truststore.jks file.
                     
                  

                  
                  	
                     Click Open, and click OK.
                     
                  

                  
                  	
                     Enter the password for the truststore file, and click OK.
                     
                  

                  
                  	
                     In the Key database content area of the IBM Key Management window, click the arrow, and select Signer
                           Certificates from the list. Click Add.
                     
                  

                  
                  	
                     In the Open window, click Browse, and go to the hub server instance
                        directory, which was specified by the administrator who created the instance. For
                        example: 
                     
                     
                        
                           
                           	home/tsminst1

                           
                           
                           	c:\Program Files\Tivoli\TSM\server1

                           
                           
                        

                        The directory contains the cert256.arm certificate.
                        If you cannot access
                           the hub server instance directory from the Open window, complete the following steps:
                        

                        
                     

                     
                     
                        
                        	
                           Use FTP or another file-transfer method to copy the cert256.arm files from
                              the hub server's instance directory to the following directory on the computer where
                              the Operations Center is installed: 
                           
                           
                              
                              
                                 
                                 	installation_dir/ui/Liberty/usr/servers/guiServer

                                 
                                 
                                 	installation_dir\ui\Liberty\usr\servers\guiServer 

                                 
                                 
                              

                              
                              
                           

                           
                        

                        
                        
                        	
                           In the Open window, go to the guiServer directory.
                           
                        

                        
                        
                     

                     
                     
                  

                  
                  	
                     Select the cert256.arm certificate as the SSL certificate.
                     
                  

                  
                  	
                     Click Open, and click OK.
                     
                  

                  
                  	
                     Enter a label for the certificate. For example, enter the name of the hub server.
                     
                  

                  
                  	
                     Click OK. The SSL certificate of the hub server is added to the
                        truststore file, and the label is displayed in the Key database content area
                        of the IBM Key Management window.
                     
                  

                  
                  	
                     Close the IBM Key Management window.
                     
                  

                  
                  	
                     Start the Operations Center web server. 
                     
                     When you connect to the Operations Center for the first time, you are prompted to identify the IP address or network name of
                        the hub server, and the port number for communicating with the hub server. If the
                        ADMINONCLIENTPORT server option is enabled for the IBM Spectrum Protect server, enter the port number that is specified by the TCPADMINPORT server option.
                        If the ADMINONCLIENTPORT server option is not enabled, enter the port number that
                        is specified by the TCPPORT server option. 
                     

                     
                  

                  
               

               
               
            

            
            
            
               
                  
                  
                     Related tasks

                     
                     
                        	Starting and stopping the web server

                        
                     

                  

                  
               
            
         
      
   
      
         
            
            Securing communications between the Operations Center and the hub server
            

            
            
            
            
            
               To secure communications between the Operations Center and the hub server, add the Transport Layer Security (TLS) certificate of the hub
                  server to the truststore file of the Operations Center. 
               

               
               
               
                  
                     Before you begin

                  
The truststore file of the Operations Center is a container for certificates that the Operations Center
                  can access.
                  During
                  the installation of the Operations Center, you must create a
                  password for the truststore file. To secure communications between the Operations Center and the hub server, you must use the same password to
                  add the certificate of the hub server to the truststore file. If you do not remember
                  this password,
                  you must now re-create and configure the truststore file. For instructions, see Deleting and
                     reassigning the password for the Operations Center truststore file.
                  
                  The
                     following figure illustrates the components for setting up a Secure Sockets Layer
                     (SSL) connection
                     between the hub server and the Operations Center. 
                     
                        
                        [image: The image shows secure communications between the hub server and the Operations Center when the hub server SSL certificate is added to the truststore file of the Operations Center.]

                        
                     

                     
                  

                  
               
               
               
               
                  
                     About this task

                  
This procedure provides steps to implement secure communications by using
                  self-signed certificates.
                  
                  If you use
                     certificates that are signed by a certificate authority (CA), follow the instructions
                     in Securing communications
                        between the Operations Center and the hub server by using CA-signed
                        certificates.
                  

                  
               
               
               
               
                  Procedure

               

               To set up SSL communication by using self-signed certificates, complete the following
                  steps:
               

               
                  	
                     Stop the Operations Center web server.
                     
                  

                  
                  	
                     Open the operating system command line on the system where the Operations Center is installed, and change to the following
                        directory: 
                     
                     
                        
                        
                           
                           	installation_dir/ui/jre/bin

                           
                           
                           	installation_dir\ui\jre\bin

                           
                           
                        

                        where installation_dir represents the directory in which the Operations Center is installed.
                     

                     
                  

                  
                  	
                     Open the IBM Key Management window by issuing the
                        following command: 
                     
                     
                        ikeyman

                        

                     
                  

                  
                  	
                     Click Key Database File > Open.
                     
                  

                  
                  	
                     Click Browse, and go to the following directory, where
                        installation_dir represents the directory in which the Operations Center is installed: 
                     
                     
                        
                        
                           
                           	installation_dir/ui/Liberty/usr/servers/guiServer

                           
                           
                           	installation_dir\ui\Liberty\usr\servers\guiServer

                           
                           
                        

                        
                        
                     

                     
                  

                  
                  	
                     In the guiServer directory, select the
                        gui-truststore.jks file.
                     
                  

                  
                  	
                     Click Open, and click OK.
                     
                  

                  
                  	
                     Enter the password for the truststore file, and click OK.
                     
                  

                  
                  	
                     In the Key database content area of the IBM Key Management window, click the arrow, and select Signer
                           Certificates from the list. Click Add.
                     
                  

                  
                  	
                     In the Open window, click Browse, and go to the hub server instance
                        directory, which was specified by the administrator who created the instance. For
                        example: 
                     
                     
                        
                           
                           	home/tsminst1

                           
                           
                           	c:\Program Files\Tivoli\TSM\server1

                           
                           
                        

                        The directory contains the cert256.arm certificate.
                        If you cannot access
                           the hub server instance directory from the Open window, complete the following steps:
                        

                        
                     

                     
                     
                        
                        	
                           Use FTP or another file-transfer method to copy the cert256.arm files from
                              the hub server's instance directory to the following directory on the computer where
                              the Operations Center is installed: 
                           
                           
                              
                              
                                 
                                 	installation_dir/ui/Liberty/usr/servers/guiServer

                                 
                                 
                                 	installation_dir\ui\Liberty\usr\servers\guiServer 

                                 
                                 
                              

                              
                              
                           

                           
                        

                        
                        
                        	
                           In the Open window, go to the guiServer directory.
                           
                        

                        
                        
                     

                     
                     
                  

                  
                  	
                     Select the cert256.arm certificate as the SSL certificate.
                     
                  

                  
                  	
                     Click Open, and click OK.
                     
                  

                  
                  	
                     Enter a label for the certificate. For example, enter the name of the hub server.
                     
                  

                  
                  	
                     Click OK. The SSL certificate of the hub server is added to the
                        truststore file, and the label is displayed in the Key database content area
                        of the IBM Key Management window.
                     
                  

                  
                  	
                     Close the IBM Key Management window.
                     
                  

                  
                  	
                     Start the Operations Center web server. 
                     
                     When you connect to the Operations Center for the first time, you are prompted to identify the IP address or network name of
                        the hub server, and the port number for communicating with the hub server. If the
                        ADMINONCLIENTPORT server option is enabled for the IBM Spectrum Protect server, enter the port number that is specified by the TCPADMINPORT server option.
                        If the ADMINONCLIENTPORT server option is not enabled, enter the port number that
                        is specified by the TCPPORT server option. 
                     

                     
                  

                  
               

               
               
            

            
            
            
               
                  
                  
                     Related tasks

                     
                     
                        	Starting and stopping the web server

                        
                     

                  

                  
               
            
         
      
   
      
         
            
            Enabling node replication

            
            
            
            
            
               You can enable node replication to protect your data.

               
               
               
                  
                     Before you begin

                  
Ensure that the source and target servers are compatible for
                  replication.
               
               
               
               
                  
                     About this task

                  
Replicate the client node to replicate all client data, including metadata. By
                  default, node replication is disabled when you start the server for the first time.
                  
                  Tips: 
                     
                     
                        
                        	To reduce replication processing time, protect the storage pool before you replicate
                           client
                           nodes. When node replication is started, the data extents that are already replicated
                           through
                           storage pool protection are skipped.
                        

                        
                        
                        	Replication requires increased amounts of memory and sufficient bandwidth to complete
                           processing. Size the database and its logs to ensure that transactions can complete.
                        

                        
                        
                     

                     
                     
                  

                  
               
               
               
               
                  Procedure

               

               
                   To enable node replication, complete the following steps in the Operations Center: 
                  
                  
                     
                     	
                        On the Servers page, click Details.
                        
                     

                     
                     
                     	
                        On the Details page, click Properties.
                        
                     

                     
                     
                     	
                        In the Replication section, select Enabled in the
                           Outbound replication field.
                        
                     

                     
                     
                     	
                        Click Save.
                        
                     

                     
                     
                  

                  
                  
               

               
               
               
                  
                     What to do next

                  

                  
                  
                  Optionally, take one or both of the following actions:
                     
                        
                        	To verify that replication was successful, review the Daily monitoring checklist.
                        

                        
                        
                        	If the IBM Spectrum Protect server
                           replicates nodes to a remote server, determine whether Aspera Fast Adaptive Secure
                           Protocol (FASP) technology
                           can improve data throughput to the remote server. Follow the instructions in Determining whether Aspera FASP technology can optimize data transfer in your system
                              environment.
                        

                        
                        
                     

                     
                  

                  
                  
               
               
               
            

            
            
            
               
                  
                  
                     Related reference

                     
                     
                        	Replication compatibility

                        
                     

                  

                  
               
            
         
      
   
      
         
            
            Replication compatibility

            
            
            
            
            
               Before you set up replication operations with IBM Spectrum Protect, you must ensure that the
                  source and target replication servers are compatible for replication.
               

               
               
               
                  
                  
                  
                     
                        Replication compatibility of server versions
                        
                           
                           
                        
                        
                           
                           
                              
                              	Source replication server version 
                              
                              
                              	Compatible versions for the target replication server
                              
                              
                           

                           
                           
                        
                        
                        
                           
                           
                              
                              	V7.1
                              
                              
                              	V7.1 or later
                              
                              
                           

                           
                           
                           
                              
                              	V7.1.1
                              
                              
                              	V7.1 or later
                              
                              
                           

                           
                           
                           
                              
                              	V7.1.3
                              
                              
                              	V7.1.3 or later
                              
                              
                           

                           
                           
                           
                              
                              	V7.1.4
                              
                              
                              	V7.1.3 or later
                              
                              
                           

                           
                           
                           
                              
                              	V7.1.5
                              
                              
                              	V7.1.3 or later
                              
                              
                           

                           
                           
                           
                              
                              	V7.1.6
                              
                              
                              	V7.1.3 or later
                              
                              
                           

                           
                           
                           
                              
                              	V7.1.7
                              
                              
                              	V7.1.3 or later
                              
                              
                           

                           
                           
                           
                              
                              	V7.1.8
                              
                              
                              	V7.1.3 or later
                              
                              
                           

                           
                           
                           
                              
                              	V8.1
                              
                              
                              	V7.1.3 or later
                              
                              
                           

                           
                           
                           
                              
                              	V8.1.1
                              
                              
                              	V7.1.3 or later
                              
                              
                           

                           
                           
                           
                              
                              	V8.1.2
                              
                              
                              	V7.1.3 or later
                              
                              
                           

                           
                           
                           
                              
                              	V8.1.3
                              
                              
                              	V7.1.3 or later
                              
                              
                           

                           
                           
                           
                              
                              	V8.1.4
                              
                              
                              	V7.1.3 or later
                              
                              
                           

                           
                           
                           
                              
                              	V8.1.5
                              
                              
                              	V7.1.3 or later
                              
                              
                           

                           
                           
                           
                              
                              	V8.1.6
                              
                              
                              	V7.1.3 or later
                              
                              
                           

                           
                           
                           
                              
                              	V8.1.7
                              
                              
                              	V7.1.3 or later
                              
                              
                           

                           
                           
                           
                              
                              	V8.1.8
                              
                              
                              	V8.1.8, V8.1.7, V8.1.6, V8.1.1, V7.1.9, V7.1.8, and V7.1.7
                              
                              
                           

                           
                           
                           
                              
                              	V8.1.9
                              
                              
                              	V8.1.9, V8.1.8, V8.1.7, V8.1.6, V8.1.1, V7.1.9, V7.1.8, and V7.1.7
                              
                              
                           

                           
                           
                           
                              
                              	V8.1.10
                              
                              
                              	V8.1.10, V8.1.9, V8.1.8, V8.1.7, V8.1.6, V8.1.1, V7.1.9, V7.1.8, and
                                 V7.1.7
                              
                              
                              
                           

                           
                           
                           
                              
                              	V8.1.11
                              
                              
                              	V8.1.11, V8.1.10, V8.1.9, V8.1.8, V8.1.7, V8.1.6, V8.1.1, V7.1.9, V7.1.8, and
                                 V7.1.7
                              
                              
                              
                           

                           
                           
                        
                        
                     

                     
                  

                  
                  
               
               
               
            

            
            
         
      
   
      
         
            
            Limiting access through port restrictions

            
            
            
            
            
            
               Limit access to the server by applying port restrictions. 

               
               
               
                  
                     About this task

                  
 
                  You might have to restrict access to specific servers, based on your security requirements.
                     The
                     IBM Spectrum Protect server can be configured to listen on four
                     TCP/IP ports: two that can be used for either regular TCP/IP protocols
                     or Secure Sockets Layer (SSL)/Transport Layer Security (TLS) protocols and two that
                     can be used only
                     for the SSL/TLS protocol. 
                  

                  
               
               
               
               
                  Procedure

               

               
                  You can set the server options to specify the port that you require, as listed in
                     Table 1. 
                  
                  
                     
                     
                     
                        
                           Server options and port access
                           
                              
                              
                           
                           
                              
                              
                                 
                                 	Server option
                                 
                                 
                                 	Port access
                                 
                                 
                              

                              
                              
                           
                           
                           
                              
                              
                                 
                                 	TCPPORT
                                 
                                 
                                 	Specifies the port number on which the server TCP/IP communication driver is to wait
                                    for
                                    requests for client sessions. This port listens for
                                    both TCP/IP and SSL-enabled sessions. The default value is 1500.
                                 
                                 
                                 
                              

                              
                              
                              
                                 
                                 	TCPADMINPORT
                                 
                                 
                                 	Specifies the port number on which the server TCP/IP communication driver is to wait
                                    for
                                    requests for sessions other than client sessions. This
                                    port listens for both TCP/IP and SSL-enabled sessions. The default is the value of
                                    TCPPORT.
                                    Use this option to separate administrative client traffic from
                                       regular client traffic that uses the TCPPORT and
                                       SSLTCPPORT options.
                                    

                                    
                                 
                                 
                                 
                              

                              
                              
                              
                                 
                                 	SSLTCPPORT
                                 
                                 
                                 	Specifies the SSL TCP/IP port address for a server. This port listens for SSL-enabled
                                    sessions only. A default port value is not
                                    available.
                                 
                                 
                                 
                              

                              
                              
                              
                                 
                                 	SSLTCPADMINPORT
                                 
                                 
                                 	Specifies the port address on which the server TCP/IP communication driver waits for
                                    requests
                                    for SSL-enabled sessions. A default port value is not available.
                                    Use this option to separate
                                       administrative client traffic from regular client traffic that uses the TCPPORT
                                       and SSLTCPPORT options.
                                    

                                    
                                 
                                 
                                 
                              

                              
                              
                           
                           
                        

                        
                     

                     
                     
                     Restrictions: 
                        
                        The following restrictions apply when you specify the SSL-only server ports
                           (SSLTCPPORT and SSLTCPADMINPORT):
                           
                              
                              	When you specify the server's SSL-only port for the LLADDRESS on the
                                 DEFINE SERVER or UPDATE SERVER command, you must also specify
                                 the SSL=YES parameter.
                              

                              
                              
                              	When you specify the server's SSL-only port for the client's TCPPORT
                                 option, you must also specify YES for the SSL client option.
                              

                              
                              
                           

                           
                        

                        
                        
                     

                     
                     
                  

                  
               

               
               
            

            
            
            
               
                  
                  
                     Related reference

                     
                     
                        	Planning firewall access

                        
                     

                  

                  
               
            
         
      
   
      
         
            
            Planning firewall access

            
            
            
            
            
               Determine the firewalls that are set and the ports that must be
                  open for the IBM Spectrum Protect solution to work.
               

               
               
               
                  
                  Table 1 describes the ports that are used by
                     the server, client, and Operations Center.
                  

                  
                  
                  
                  
                     
                        Ports that are used by the server, client, and Operations Center
                        
                           
                           
                           
                           
                        
                        
                           
                           
                              
                              	Item
                              
                              
                              	Default
                              
                              
                              	Direction
                              
                              
                              	Description
                              
                              
                           

                           
                           
                        
                        
                        
                           
                           
                              
                              	Base port (TCPPORT)
                              
                              
                              
                              	1500
                              
                              
                              	Outbound/inbound
                              
                              
                              	Each server instance requires a unique port. You can specify an alternative port number
                                 instead of using the default. The TCPPORT option listens for both TCP/IP and
                                 SSL-enabled sessions from the client. For administrative client traffic, you can use
                                 the
                                 TCPADMINPORT and ADMINONCLIENTPORT options to set port
                                 values.
                              
                              
                              
                           

                           
                           
                           
                              
                              	SSL-only port (SSLTCPPORT)
                              
                              
                              
                              	No default
                              
                              
                              	Outbound/inbound
                              
                              
                              	This port is used if you want to restrict communication on the port to SSL-enabled
                                 sessions
                                 only. To support both SSL and non-SSL communications, use the TCPPORT or
                                 TCPADMINPORT options.
                              
                              
                              
                           

                           
                           
                           
                              
                              	SMB
                              
                              
                              	45
                              
                              
                              	Inbound/outbound
                              
                              
                              	This port is used by configuration wizards that communicate by using native protocols
                                 with
                                 multiple hosts.
                              
                              
                              
                           

                           
                           
                           
                              
                              	SSH
                              
                              
                              	22
                              
                              
                              	Inbound/outbound
                              
                              
                              	This port is used by configuration wizards that communicate by using native protocols
                                 with
                                 multiple hosts.
                              
                              
                              
                           

                           
                           
                           
                              
                              	SMTP
                              
                              
                              	25
                              
                              
                              	Outbound
                              
                              
                              	This port is used to send email alerts from the server.
                              
                              
                           

                           
                           
                           
                              
                              	NDMP
                              
                              
                              	No default
                              
                              
                              	Inbound/outbound
                              
                              
                              	
                                 
                                 The server must be able to open an outbound NDMP control port connection to the NAS
                                    device. The
                                    outbound control port is the Low-Level Address in the data mover definition for the
                                    NAS device.
                                 

                                 
                                 
                                 During an NDMP filer-to-server restore, the server must be able to open an outbound
                                    NDMP data
                                    connection to the NAS device. The data connection port that is used during a restore
                                    can be
                                    configured on the NAS device.
                                 

                                 
                                 
                                 During NDMP filer-to-server backups, the NAS device must be able to open outbound
                                    data
                                    connections to the server and the server must be able to accept inbound NDMP data
                                    connections. You
                                    can use the server option NDMPPORTRANGE to restrict the set of ports available
                                    for use as NDMP data connections. You can configure a firewall for connections to
                                    these ports.
                                 

                                 
                                 
                              
                              
                              
                           

                           
                           
                           
                              
                              	Replication
                              
                              
                              	No default
                              
                              
                              	Outbound/inbound
                              
                              
                              	
                                 
                                 The port and protocol for the outbound port for replication are set by the DEFINE
                                       SERVER command that is used to set up replication.
                                 

                                 
                                 
                                 The inbound ports for replication are the TCP ports and SSL ports that the source
                                    server names in
                                    the DEFINE SERVER command.
                                 

                                 
                                 
                              
                              
                              
                           

                           
                           
                           
                              
                              	Client schedule port
                              
                              
                              	Client port: 1501
                              
                              
                              	Outbound
                              
                              
                              	The client listens on the port that is named and communicates the port number to the
                                 server.
                                 The server contacts the client if server prompted scheduling is used. You can specify
                                 an alternative
                                 port number in the client options file.
                              
                              
                              
                           

                           
                           
                           
                              
                              	Long running sessions
                              
                              
                              	KEEPALIVE setting: YES
                              
                              
                              
                              	Outbound
                              
                              
                              	When the KEEPALIVE option is enabled, keepalive packets are sent during
                                 client-server sessions to prevent the firewall software from closing long-running,
                                 inactive
                                 connections.
                              
                              
                              
                           

                           
                           
                           
                              
                              	Operations Center
                              
                              
                              	HTTPS: 11090
                              
                              
                              	Inbound
                              
                              
                              	These ports are used for the Operations Center web
                                 browser. You can specify an alternative port number.
                              
                              
                              
                           

                           
                           
                           
                              
                              	Client management service port
                              
                              
                              	Client port: 9028
                              
                              
                              	Inbound
                              
                              
                              	The client management service port must be accessible from the Operations Center. Ensure that firewalls cannot prevent connections.
                                 The client management service uses the TCP port of the server for the client node
                                 for authentication
                                 by using an administrative session.
                              
                              
                              
                           

                           
                           
                        
                        
                     

                     
                  

                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
               
               
               
            

            
            
            
         
      
   
      
         
            
            Limiting access through port restrictions

            
            
            
            
            
               Limit access to the server by applying port restrictions. 

               
               
               
                  
                     About this task

                  
 
                  You might have to restrict access to specific servers, based on your security requirements.
                     The
                     IBM Spectrum Protect server can be configured to listen on four
                     TCP/IP ports: two that can be used for either regular TCP/IP protocols
                     or Secure Sockets Layer (SSL)/Transport Layer Security (TLS) protocols and two that
                     can be used only
                     for the SSL/TLS protocol. 
                  

                  
               
               
               
               
                  Procedure

               

               
                  You can set the server options to specify the port that you require, as listed in
                     Table 1. 
                  
                  
                     
                     
                     
                        
                           Server options and port access
                           
                              
                              
                           
                           
                              
                              
                                 
                                 	Server option
                                 
                                 
                                 	Port access
                                 
                                 
                              

                              
                              
                           
                           
                           
                              
                              
                                 
                                 	TCPPORT
                                 
                                 
                                 	Specifies the port number on which the server TCP/IP communication driver is to wait
                                    for
                                    requests for client sessions. This port listens for
                                    both TCP/IP and SSL-enabled sessions. The default value is 1500.
                                 
                                 
                                 
                              

                              
                              
                              
                                 
                                 	TCPADMINPORT
                                 
                                 
                                 	Specifies the port number on which the server TCP/IP communication driver is to wait
                                    for
                                    requests for sessions other than client sessions. This
                                    port listens for both TCP/IP and SSL-enabled sessions. The default is the value of
                                    TCPPORT.
                                    Use this option to separate administrative client traffic from
                                       regular client traffic that uses the TCPPORT and
                                       SSLTCPPORT options.
                                    

                                    
                                 
                                 
                                 
                              

                              
                              
                              
                                 
                                 	SSLTCPPORT
                                 
                                 
                                 	Specifies the SSL TCP/IP port address for a server. This port listens for SSL-enabled
                                    sessions only. A default port value is not
                                    available.
                                 
                                 
                                 
                              

                              
                              
                              
                                 
                                 	SSLTCPADMINPORT
                                 
                                 
                                 	Specifies the port address on which the server TCP/IP communication driver waits for
                                    requests
                                    for SSL-enabled sessions. A default port value is not available.
                                    Use this option to separate
                                       administrative client traffic from regular client traffic that uses the TCPPORT
                                       and SSLTCPPORT options.
                                    

                                    
                                 
                                 
                                 
                              

                              
                              
                           
                           
                        

                        
                     

                     
                     
                     Restrictions: 
                        
                        The following restrictions apply when you specify the SSL-only server ports
                           (SSLTCPPORT and SSLTCPADMINPORT):
                           
                              
                              	When you specify the server's SSL-only port for the LLADDRESS on the
                                 DEFINE SERVER or UPDATE SERVER command, you must also specify
                                 the SSL=YES parameter.
                              

                              
                              
                              	When you specify the server's SSL-only port for the client's TCPPORT
                                 option, you must also specify YES for the SSL client option.
                              

                              
                              
                           

                           
                        

                        
                        
                     

                     
                     
                  

                  
               

               
               
            

            
            
            
               
                  
                  
                     Related reference

                     
                     
                        	Planning firewall access

                        
                     

                  

                  
               
            
         
      
   
      
         
            
            Planning firewall access

            
            
            
            
            
               Determine the firewalls that are set and the ports that must be
                  open for the IBM Spectrum Protect solution to work.
               

               
               
               
                  
                  Table 1 describes the ports that are used by
                     the server, client, and Operations Center.
                  

                  
                  
                  
                  
                     
                        Ports that are used by the server, client, and Operations Center
                        
                           
                           
                           
                           
                        
                        
                           
                           
                              
                              	Item
                              
                              
                              	Default
                              
                              
                              	Direction
                              
                              
                              	Description
                              
                              
                           

                           
                           
                        
                        
                        
                           
                           
                              
                              	Base port (TCPPORT)
                              
                              
                              
                              	1500
                              
                              
                              	Outbound/inbound
                              
                              
                              	Each server instance requires a unique port. You can specify an alternative port number
                                 instead of using the default. The TCPPORT option listens for both TCP/IP and
                                 SSL-enabled sessions from the client. For administrative client traffic, you can use
                                 the
                                 TCPADMINPORT and ADMINONCLIENTPORT options to set port
                                 values.
                              
                              
                              
                           

                           
                           
                           
                              
                              	SSL-only port (SSLTCPPORT)
                              
                              
                              
                              	No default
                              
                              
                              	Outbound/inbound
                              
                              
                              	This port is used if you want to restrict communication on the port to SSL-enabled
                                 sessions
                                 only. To support both SSL and non-SSL communications, use the TCPPORT or
                                 TCPADMINPORT options.
                              
                              
                              
                           

                           
                           
                           
                              
                              	SMB
                              
                              
                              	45
                              
                              
                              	Inbound/outbound
                              
                              
                              	This port is used by configuration wizards that communicate by using native protocols
                                 with
                                 multiple hosts.
                              
                              
                              
                           

                           
                           
                           
                              
                              	SSH
                              
                              
                              	22
                              
                              
                              	Inbound/outbound
                              
                              
                              	This port is used by configuration wizards that communicate by using native protocols
                                 with
                                 multiple hosts.
                              
                              
                              
                           

                           
                           
                           
                              
                              	SMTP
                              
                              
                              	25
                              
                              
                              	Outbound
                              
                              
                              	This port is used to send email alerts from the server.
                              
                              
                           

                           
                           
                           
                              
                              	NDMP
                              
                              
                              	No default
                              
                              
                              	Inbound/outbound
                              
                              
                              	
                                 
                                 The server must be able to open an outbound NDMP control port connection to the NAS
                                    device. The
                                    outbound control port is the Low-Level Address in the data mover definition for the
                                    NAS device.
                                 

                                 
                                 
                                 During an NDMP filer-to-server restore, the server must be able to open an outbound
                                    NDMP data
                                    connection to the NAS device. The data connection port that is used during a restore
                                    can be
                                    configured on the NAS device.
                                 

                                 
                                 
                                 During NDMP filer-to-server backups, the NAS device must be able to open outbound
                                    data
                                    connections to the server and the server must be able to accept inbound NDMP data
                                    connections. You
                                    can use the server option NDMPPORTRANGE to restrict the set of ports available
                                    for use as NDMP data connections. You can configure a firewall for connections to
                                    these ports.
                                 

                                 
                                 
                              
                              
                              
                           

                           
                           
                           
                              
                              	Replication
                              
                              
                              	No default
                              
                              
                              	Outbound/inbound
                              
                              
                              	
                                 
                                 The port and protocol for the outbound port for replication are set by the DEFINE
                                       SERVER command that is used to set up replication.
                                 

                                 
                                 
                                 The inbound ports for replication are the TCP ports and SSL ports that the source
                                    server names in
                                    the DEFINE SERVER command.
                                 

                                 
                                 
                              
                              
                              
                           

                           
                           
                           
                              
                              	Client schedule port
                              
                              
                              	Client port: 1501
                              
                              
                              	Outbound
                              
                              
                              	The client listens on the port that is named and communicates the port number to the
                                 server.
                                 The server contacts the client if server prompted scheduling is used. You can specify
                                 an alternative
                                 port number in the client options file.
                              
                              
                              
                           

                           
                           
                           
                              
                              	Long running sessions
                              
                              
                              	KEEPALIVE setting: YES
                              
                              
                              
                              	Outbound
                              
                              
                              	When the KEEPALIVE option is enabled, keepalive packets are sent during
                                 client-server sessions to prevent the firewall software from closing long-running,
                                 inactive
                                 connections.
                              
                              
                              
                           

                           
                           
                           
                              
                              	Operations Center
                              
                              
                              	HTTPS: 11090
                              
                              
                              	Inbound
                              
                              
                              	These ports are used for the Operations Center web
                                 browser. You can specify an alternative port number.
                              
                              
                              
                           

                           
                           
                           
                              
                              	Client management service port
                              
                              
                              	Client port: 9028
                              
                              
                              	Inbound
                              
                              
                              	The client management service port must be accessible from the Operations Center. Ensure that firewalls cannot prevent connections.
                                 The client management service uses the TCP port of the server for the client node
                                 for authentication
                                 by using an administrative session.
                              
                              
                              
                           

                           
                           
                        
                        
                     

                     
                  

                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
               
               
               
            

            
            
            
         
      
   
      
         
            
            Attaching an automated library device to your system

            
            
            
            
            
            
               You can attach an automated library device to your system to store your data on tapes.

               
               
               
                  
                     About this task

                  

                  
                  Before you attach an automated library device, consider the following restrictions:
                     
                     
                        
                        	Attached devices must be on their own Host Bus Adapter (HBA). 

                        
                        
                        	An HBA must not be shared with other device types, such as a disk. 

                        
                        
                        	For multiport Fibre Channel HBAs, devices must be attached on their own port. These
                           ports must not be shared with other device types.
                        

                        
                        
                        	IBM tape drives have some special requirements on HBA and associated drivers. For
                           more information about devices, see the website for your operating system:
                           
                              
                              	IBM Spectrum Protect Supported Devices for AIX

                              
                              
                              	IBM Spectrum Protect Supported Devices for Linux and Windows

                              
                              
                           

                           
                           
                        

                        
                        
                     

                     
                  

                  
                  
               
               
               
               
                  Procedure

               

               To use the Fibre Channel (FC) adapter, complete the following steps:

               
                  	
                     Install the FC adapter and associated drivers.
                     
                  

                  
                  	
                     Install the appropriate device drivers for attached medium changer devices.
                     
                  

                  
               

               
               
            

            
            
            
            
               
                  
                  
                     Related concepts

                     
                     
                        	Selecting a tape device driver

                        
                     

                  

                  
               
            
         
      
   
      
         
            
            Selecting a tape device driver

            
            To use tape devices with IBM Spectrum Protect, you
               must install the appropriate tape device driver.
            

            
            
            
            
            
            
               
                  
                  
                     Related reference

                     
                     
                        	Installing and configuring tape device drivers

                        
                     

                  

                  
               
            
         
      
   
      
         
            
            Planning for administrator roles

            
            
            
               Define the authority levels that you want to assign to
                  administrators who have access to the IBM Spectrum Protect
                  solution.
               

               
               
               You can assign one of the following levels of authority to administrators:
                  
                     
                     
                     	System

                     
                     
                     	Administrators with system authority have the highest level of authority. Administrators
                        with
                        this level of authority can complete any task. They can manage all policy domains
                        and storage pools,
                        and grant authority to other administrators.
                     

                     
                     
                     
                     
                     	Policy

                     
                     
                     	Administrators who have policy authority can manage all of the tasks that are related
                        to policy
                        management. This privilege can be unrestricted, or can be restricted to specific policy
                        domains.
                     

                     
                     
                     
                     
                     	Storage

                     
                     
                     	Administrators who have storage authority can allocate and control storage resources
                        for the
                        server.
                     

                     
                     
                     
                     
                     	Operator

                     
                     
                     	Administrators who have operator authority can control the immediate operation of
                        the server and
                        the availability of storage media such as tape libraries and drives.
                     

                     
                     
                     
                  

                  
               

               
               
               The scenarios in Table 1 provide examples about why you might want to assign varying levels of authority so
                  that
                  administrators can perform tasks:
                  
                  
                     
                        Scenarios for administrator roles 
                        
                           
                           
                        
                        
                           
                           
                              
                              	Scenario
                              
                              
                              	Type of administrator ID to set up
                              
                              
                           

                           
                           
                        
                        
                        
                           
                           
                              
                              	An administrator at a small company manages the server and is responsible for all
                                 server
                                 activities.
                              
                              
                              
                              	
                                 
                                 
                                    
                                    	System authority: 1 administrator ID

                                    
                                    
                                 

                                 
                                 
                              
                              
                              
                           

                           
                           
                           
                              
                              	An administrator for multiple servers also manages the overall system. Several other
                                 administrators manage their own storage pools.
                              
                              
                              
                              	
                                 
                                 
                                    
                                    	System authority on all servers: 1 administrator ID for the overall system administrator

                                    
                                    
                                    	Storage authority for designated storage pools: 1 administrator ID for each of the
                                       other
                                       administrators
                                    

                                    
                                    
                                 

                                 
                                 
                              
                              
                              
                           

                           
                           
                           
                              
                              	An administrator manages 2 servers. Another person helps with the administration tasks.
                                 Two
                                 assistants are responsible for helping to ensure that important systems are backed
                                 up. Each
                                 assistant is responsible for monitoring the scheduled backups on one of the IBM Spectrum Protect servers.
                              
                              
                              
                              	
                                 
                                 
                                    
                                    	System authority on both servers: 2 administrator IDs

                                    
                                    
                                    	Operator authority: 2 administrator IDs for the assistants with access to the server
                                       that each
                                       person is responsible for
                                    

                                    
                                    
                                 

                                 
                                 
                              
                              
                              
                           

                           
                           
                        
                        
                     

                     
                  

                  
               

               
               
            

            
            
            
               
                  
                  
                     Related tasks

                     
                     
                        	Managing administrators

                        
                     

                  

                  
               
            
         
      
   
      
         
            
            Managing administrators

            
            
            
            
            
            
               An administrator who has system authority can complete any task with the
                  IBM Spectrum Protect server, including assigning
                  authority levels to other administrators. To complete some tasks, you must be granted
                  authority by
                  being assigned one or more authority levels.
               

               
               
               
                  Procedure

               

               Complete the following tasks to modify administrator settings. 
                  
                  
                     
                     
                     
                        
                           
                              
                              
                           
                           
                              
                              
                                 
                                 	Task
                                 
                                 
                                 	Procedure
                                 
                                 
                              

                              
                              
                           
                           
                           
                              
                              
                                 
                                 	Add an administrator.
                                 
                                 
                                 	To add an administrator, ADMIN1, with system authority and specify a password, complete
                                    the
                                    following steps:
                                    
                                       
                                       	Register the administrator and specify Pa$#$twO as the password by
                                          issuing the following command:register admin admin1 Pa$#$twO


                                       
                                       
                                       	Grant system authority to the administrator by issuing the following
                                          command:grant authority admin1 classes=system


                                       
                                       
                                    

                                    
                                 
                                 
                                 
                              

                              
                              
                              
                                 
                                 	Change administrative authority.
                                 
                                 
                                 	Change the authority level for an administrator, ADMIN1.
                                    
                                       
                                       	Grant system authority to the administrator by issuing the following
                                          command:grant authority admin1 classes=system


                                       
                                       
                                       	Revoke system authority for the administrator by issuing the following
                                          command:revoke authority admin1 classes=system


                                       
                                       
                                    

                                    
                                 
                                 
                                 
                              

                              
                              
                              
                                 
                                 	Remove administrators.
                                 
                                 
                                 	Remove an administrator, ADMIN1, from accessing the IBM Spectrum Protect server by issuing the following
                                    command:remove admin admin1

                                 
                                 
                              

                              
                              
                              
                                 
                                 	Temporarily prevent access to the server.
                                 
                                 
                                 	Lock or unlock an administrator by using the LOCK ADMIN or UNLOCK
                                       ADMIN command.
                                 
                                 
                                 
                              

                              
                              
                           
                           
                        

                        
                     

                     
                     
                  

               

               
               
            

            
            
            
               
                  
                  
                     Related concepts

                     
                     
                        	Planning for administrator roles

                        
                     

                  

                  
               
            
         
      
   
      
         
            
            Planning for secure communications

            
            
            
               Plan for protecting communications among the IBM Spectrum Protect solution
                  components.
               

               
               
               
                  
                  Determine the level of protection that is required for your data, based on regulations
                     and business requirements under which your company operates.
                  

                  
                  
                  If your business requires a high level of security for passwords and data transmission,
                     plan on
                     implementing secure communication with Transport Layer Security (TLS) or Secure Sockets
                     Layer (SSL)
                     protocols.
                  

                  
                  
                  TLS and SSL provide secure communications between the server and client, but can affect
                     system
                     performance. To improve system performance, use TLS for authentication without encrypting
                     object
                     data. To specify whether the server uses TLS for the entire session or only for authentication,
                     see
                     the SSL client option for client-to-server communication, and the UPDATE
                        SERVER=SSL parameter for server-to-server communication. 
                  

                  
                  
                  Beginning in V8.1.2, TLS is used for authentication by default. If you decide to use
                     TLS to
                     encrypt entire sessions, use the protocol only for sessions where it is necessary
                     and add processor
                     resources on the server to manage the increase in network traffic. You can also try
                     other options.
                     For example, some networking devices such as routers and switches provide the TLS
                     or SSL
                     function.
                  

                  
                  
                  You can use TLS and SSL to protect some or all of the different possible communication
                     paths, for example:
                     
                        
                        	Operations Center: browser to hub; hub to spoke
                        

                        
                        
                        	Client to server

                        
                        
                        	Server to server: node replication

                        
                        
                     

                     
                  

                  
                  
               
               
               
            

            
            
            
            
               
                  
                  
                     Related tasks

                     
                     
                        	Configuring secure communications with Transport Layer Security

                        
                     

                  

                  
               
            
         
      
   
      
         
            
            Configuring secure communications with Transport Layer Security

            
            
            
            
               To encrypt data and secure communications in your environment,
                  Secure Sockets Layer (SSL) or Transport Layer Security (TLS) is enabled on the IBM Spectrum Protect server and backup-archive client. An SSL
                  certificate is used to verify communication requests between the server and client.
               

               
               
               
                  
                     About this task

                  

                  
                  As shown in the following figure, you can manually configure
                     secure communications between the server and backup-archive client by setting options
                     in the server
                     and client options files, and then transferring the self-signed certificate that is
                     generated on the
                     server to the client. Alternatively, you can obtain and transfer a unique certificate
                     that is signed
                     by a certificate authority (CA). 
                     
                        
                        [image: The image is described in the introduction text to the figure.]

                        
                     

                     
                  

                  
                  
                  
                  For more information about configuring the server and clients for SSL or TLS
                     communications, see Configuring storage agents, servers, clients, and the Operations Center to connect
                        to the
                        server by using SSL.
                  

                  
                  
               
               
               
            

            
            
         
      
   
      
         
            
            Configuring the storage hardware

            
            
            
            
            
               To optimize disk storage, review the guidelines for setting up disk storage with IBM
                  Spectrum Protect. Then, provide a connection between the server and the disk storage
                  devices and
                  complete other configuration tasks.
               

               
               
               
                  
                     Before you begin

                  
For guidelines about setting up disk storage, see Checklist for storage pools on DISK or FILE
                  
               
               
               
               
                  Procedure

               

               
                  	
                     Provide a connection between the server and the storage devices by following these
                        guidelines: 
                     
                     
                        
                        
                           
                           	Use a switch or direct connection for Fibre Channel connections.

                           
                           
                           	Consider the number of ports that are connected and account for the amount of bandwidth
                              that is
                              needed.
                           

                           
                           
                           	Consider the number of ports on the server and the number of host ports on the disk
                              system that
                              are connected.
                           

                           
                           
                        

                        
                        
                     

                     
                  

                  
                  	
                     Verify that device drivers and firmware for the server system, adapters, and operating
                        system are current and at the recommended levels.
                     
                  

                  
                  	
                     Configure storage arrays. Make sure that you planned properly to ensure optimal
                        performance. 
                     
                     For more information, see Planning for disk storage.
                     

                     
                  

                  
                  	
                     Ensure that the server system has access to disk volumes that are created. Complete
                        the
                        following steps: 
                     
                     
                        
                        	
                           If the system is connected to a Fibre Channel switch, zone the server to see the disks.
                           
                        

                        
                        
                        	
                           Map all of the volumes to tell the disk system that this specific server is allowed
                              to see each
                              disk.
                           
                        

                        
                        
                     

                     
                     
                  

                  
                  	
                     Ensure that tape and disk devices use different Host Bus Adapter (HBA) ports. Control
                        tape and
                        disk I/O by using the SAN. Use separate Fibre Channel ports for tape and disk I/O.
                     
                  

                  
               

               
               
            

            
            
            
               
                  
                  
                     Related tasks

                     
                     
                        	Configuring multipath I/O

                        
                     

                  

                  
               
            
         
      
   
      
         
            
            Configuring multipath I/O

            
            
            
            
               You can enable and configure multipathing for disk storage. Use the
                  documentation that is provided with your hardware for detailed instructions.
               

               
            

            
            
         
      
   
      
         
            
            Enabling and disabling drive encryption for LTO
               Generation 4 or later tape drives
            

            
            
            
               IBM Spectrum Protect supports the three types of
                  drive encryption that are available with LTO Generation 4 or
                  later drives: Application, System, and Library. These methods are defined through
                  the
                  hardware.
               

               
               
               
                  
                     About this task

                  

                  
                  The DRIVEENCRYPTION parameter on the DEFINE DEVCLASS
                     command specifies whether drive encryption is allowed for IBM and HP LTO
                     Generation 4 or later, Ultrium 4, and Ultrium 4C formats. This parameter ensures IBM Spectrum Protect compatibility with hardware encryption settings for
                     empty volumes. You cannot use this parameter for storage pool volumes that are full
                     or are
                     filling.
                  

                  
                  
                  IBM Spectrum Protect supports the Application method of
                     encryption with IBM and HP LTO-4 or later drives. Only IBM
                     LTO-4 or later supports the System and Library methods. The
                     Library method of encryption can be used only if your system hardware (for example,
                     IBM
                     TS3500) supports it.
                     
                  

                  
                  
                  Restriction: You cannot use drive encryption with write-once, read-many (WORM)
                     media.
                  

                  
                  
                  The Application method is defined through the hardware. To use the Application method,
                     in which
                     IBM Spectrum Protect generates and manages encryption keys, set
                     the DRIVEENCRYPTION parameter to ON. This action enables data
                     encryption for empty volumes. If the parameter is set to ON and the hardware is
                     configured for another encryption method, backup operations fail. 
                  

                  
                  
                  
               
               
               
               
                  Procedure

               

               The following simplified example shows the steps that you would take to enable and
                  disable data encryption for empty volumes in a storage pool:
               

               
                  	
                     Define a library by issuing the DEFINE LIBRARY command: 
                     
                     
                        define library 3584 libtype=SCSI

                        

                     
                  

                  
                  	
                     Define a device class, LTO_ENCRYPT, by issuing the DEFINE DEVCLASS command
                        and specifying IBM Spectrum Protect as the key manager: 
                     
                     
                        define devclass lto_encrypt library=3584 devtype=lto driveencryption=on 

                        

                     
                  

                  
                  	
                     Define a storage pool by issuing the DEFINE STGPOOL command: 
                     
                     
                        define stgpool lto_encrypt_pool lto_encrypt 

                        

                     
                  

                  
                  	
                     To disable encryption on new volumes, set the DRIVEENCRYPTION parameter to
                        OFF. The default value is ALLOW. Drive encryption for empty
                        volumes is allowed if another method of encryption is enabled.
                     
                  

                  
               

               
               
            

            
            
            
            
               
                  
                  
                     Related concepts

                     
                     
                        	Tape encryption methods

                        
                     

                  

                  
               
            
         
      
   
      
         
            
            Tape encryption methods

            
            
            
            
            
               Deciding on the encryption method to use depends on how you want to manage your data.
                  
               

               
               
               It is critical to secure client data, especially when that data is sensitive. To ensure
                  that data in onsite and offsite volumes is protected, IBM tape encryption technology
                  is available.
               

               
               
               This technology uses a stronger level of encryption by requiring 256-bit Advanced
                  Encryption
                  Standard (AES) encryption keys. Keys are passed to the drive by a key manager to encrypt
                  and decrypt
                  data.
               

               
               
               IBM tape technology supports different methods of drive encryption for the following
                  devices:
               

               
               
               
                  
                  	IBM 3592 Generation 2 and Generation 3

                  
                  
                  	IBM Linear Tape-Open Generation 4 and Generation 5
                  

                  
                  
               

               
               
               The methods of drive encryption that you can use with IBM Spectrum Protect are set up at the hardware level. IBM Spectrum Protect cannot control or change which encryption method is
                  used in the hardware configuration. If the hardware is set up for the Application
                  method, IBM Spectrum Protect can turn encryption on or off depending on the
                  DRIVEENCRYPTION value on the device class. 
               

               
               
               To encrypt all data in a particular logical library or to encrypt data on more than
                  just storage
                  pool volumes, use the Library or System method. If the encryption key manager is set
                  up to share
                  keys, the Library and System methods can share the encryption key, which allows the
                  two methods to
                  be interchanged. IBM Spectrum Protect cannot share or use
                  encryption keys between the Application method and either the Library or the System
                  methods of
                  encryption.
               

               
               
               
               
                  
                     Encryption methods
                     
                        
                        
                     
                     
                        
                        
                           
                           	Encryption method
                           
                           
                           	Description
                           
                           
                        

                        
                        
                     
                     
                     
                        
                        
                           
                           	Application encryption
                           
                           
                           	
                              
                              With application-managed encryption, you can create dedicated storage pools that contain
                                 encrypted volumes only. This way, you can use storage pool hierarchies and policies
                                 to manage the
                                 way data is encrypted.
                              

                              
                              
                              Encryption keys are managed by the application, in this case, IBM Spectrum Protect. IBM Spectrum Protect generates and stores the keys in the server
                                 database. Data is encrypted during write operations, when the encryption key is passed
                                 from the
                                 server to the drive. Data is decrypted for read operations.
                              

                              
                              
                              To encrypt storage pool volumes and eliminate some encryption processing on your system,
                                 enable
                                 the Application method. Use application-managed encryption only for storage pool volumes.
                                 Other
                                 volumes, such as backup-set tapes, export volumes, and database backups, are not encrypted
                                 by using
                                 the Application method.
                              

                              
                              
                              Requirement: When application encryption is enabled, you must take
                                 extra care to secure database backups because the encryption keys that are used to
                                 encrypt and
                                 decrypt data are stored in the server database. To restore your data, you must have
                                 the correct
                                 database backup and corresponding encryption keys to access your information. Ensure
                                 that you back
                                 up the database frequently and safeguard the backups to prevent data loss or theft.
                                 Anyone who has
                                 access to both the database backup and the encryption keys has access to your data.
                              

                              
                              
                           
                           
                           
                        

                        
                        
                        
                           
                           	Library encryption
                           
                           
                           	
                              
                              With library-managed encryption, you can control which volumes are encrypted by using
                                 their
                                 serial numbers. You can specify a range or set of volumes to encrypt.
                              

                              
                              
                              Encryption keys are managed by the library. Keys are stored in an encryption key manager
                                 and
                                 provided to the drive. If you set up the hardware to use library-managed encryption,
                                 you can use
                                 this method by running the DEFINE DEVCLASS command and specifying the
                                 DRIVEENCRYPTION=ALLOW parameter.
                              

                              
                              
                              Restriction: Only certain IBM libraries support
                                 IBM
                                 LTO-4 and later encryption. For more information, see Configuring tape drive encryption. 
                              

                              
                              
                           
                           
                           
                        

                        
                        
                        
                           
                           	System encryption
                           
                           
                           	System-managed encryption is available only on the AIX®
                              operating system. Encryption keys that are provided to the drive are managed by the
                              device driver or
                              operating system and stored in an encryption key manager. If the hardware is set up
                              to use system
                              encryption, you can use this method by running the DEFINE DEVCLASS command and
                              specifying the DRIVEENCRYPTION=ALLOW parameter.
                           
                           
                           
                        

                        
                        
                     
                     
                  

                  
               

               
               
               To determine whether a volume is encrypted and which method was used, run the QUERY
                     VOLUME command and specify the FORMAT=DETAILED parameter.
               

               
               
            

            
            
         
      
   
      
         
            
            Installing and configuring tape device drivers

            
            
            
            
               Before you can use tape devices with IBM Spectrum Protect, you must install the correct tape device driver.
               

               
               
               
                  
                  IBM Spectrum Protect supports all devices that are supported by IBM tape device drivers. However, IBM Spectrum Protect does not support all the operating-system levels that are supported by IBM tape device
                     drivers.
                  

                  
                  
               
               
               
               
            

            
            
            
         
      
   
      
         
            
            Installing and configuring IBM device drivers for IBM tape devices

            
            
            
            
            
               Install and configure an IBM tape device driver to use an IBM tape device.

               
               
               
                  
                     About this task

                  

                  
                  
                  
                  For instructions about installing and configuring IBM tape
                     device drivers, see the IBM Tape Device Drivers Installation and User's Guide.
                     
                  

                  
                  
                  After you complete the installation procedure in the IBM Tape Device Drivers Installation and User's Guide, different messages are issued, depending on the device driver that you are installing.
                     If you are installing the device driver for an IBM tape drive or library, the following
                     messages are returned:rmtx Available
or smcx Available
Note the value of x, which is assigned by the IBM tape device driver. To determine the special file name
                     of your device, issue one of the following commands:
                     
                        
                        	For tape drives, ls -l /dev/rmt*

                        
                        
                        	For tape libraries, ls -l /dev/smc*

                        
                        
                     

                     The file name might have more characters at the end to indicate different operating
                     characteristics, but these characters are not needed by IBM Spectrum Protect. For IBM device drivers, use the base file name in the DEVICE parameter of the DEFINE PATH command to assign a device to a drive (/dev/rmtx) or a library (/dev/smcx). 
                  

                  
                  
                  After you install the device driver, you can use the System Management Interface Tool
                     (SMIT) to configure non-IBM tape drives and tape libraries. Complete the following
                     steps:
                     
                        
                        	Run the SMIT program.

                        
                        
                        	Click Devices.
                        

                        
                        
                        	Click IBM Spectrum Protect Devices.
                        

                        
                        
                        	Click Fibre Channel SAN Attached devices.
                        

                        
                        
                        	Click Discover Devices Supported by IBM Spectrum Protect. Wait for the discovery process to be completed.
                        

                        
                        
                        	Go back to the Fibre Channel SAN Attached devices menu, and click List Attributes of a Discovered Device.
                        

                        
                        
                     

                     
                  

                  
                  
                  After you complete the installation procedure in the IBM Tape Device Drivers Installation and User's Guide, different messages are issued, depending on the device driver that you are installing.
                     If you are installing the device driver for an IBM
                     LTO or 3592  device, the following messages are returned: IBMtapex Available
or IBMChangerx Available
Note the value of x, which is assigned by the IBM tape device driver. To determine the special file name
                     of your device, issue one of the following commands:
                     
                        
                        	For tape drives, ls -l /dev/IBMtape*

                        
                        
                        	For tape libraries, ls -l /dev/IBMChange*

                        
                        
                        
                     

                     The file name might have more characters at the end to indicate different operating
                     characteristics, but these characters are not needed by IBM Spectrum Protect. For IBM device drivers, use the base file name in the DEVICE parameter of the DEFINE PATH command to assign a device to a drive (/dev/IBMtapex) or a library (/dev/IBMChangerx). 
                     Restriction: The device type of this class must not be GENERICTAPE.
                     

                     
                  

                  
                  
                  For Windows operating systems, IBM Spectrum Protect provides two device drivers:
                     
                        
                        
                        	Passthru device driver

                        
                        
                        	If the tape device manufacturer provides a SCSI device driver, install the IBM Spectrum Protect passthru device driver.
                        

                        
                        
                        
                        
                        	SCSI device driver for tape devices

                        
                        
                        	If the tape device manufacturer does not provide a SCSI device driver, install the
                           IBM Spectrum Protect SCSI device driver for tape devices. The driver file name is tsmscsi64.sys.
                        

                        
                        
                        
                     

                     For instructions about installing and configuring IBM tape device drivers, see the
                     IBM Tape Device Drivers Installation and User's Guide. After you install the IBM tape device driver, the server specifies a special file
                     name, TapeX, for IBM tape drives, or ChangerY, for IBM medium changers. For an IBM Spectrum Protect SCSI device driver or an IBM Spectrum Protect passthru device driver, you can issue the Windows operating system command, regedit, to verify the device special file name and driver. The IBM Spectrum Protect server also provides a utility to check the device for the Windows operating system.
                     The utility, tsmdlst, is packaged with the server package. To use the utility, complete the following
                     steps:
                     
                        
                        	Ensure that the host bus adapter application programming interface (API) is installed.

                        
                        
                        	To obtain device information from the host system, type:tsmdlst


                        
                        
                     

                     
                  

                  
                  
                  
               
               
               
            

            
            
            
            
               
                  
                  
                     Related concepts

                     
                     
                        	Multipath I/O access with IBM tape devices

                        
                     

                  

                  
               
            
         
      
   
      
         
            
            Multipath I/O access with IBM tape devices
            

            
            
            
            
               Multipath I/O is a technique that uses different paths to access the same physical
                  device, for example through multiple host bus adapters (HBA) or switches. The use
                  of the multipath technique helps to ensure that a single point of failure does not
                  occur.
               

               
               
               The IBM tape device driver provides multipathing support so that if one path fails, the server
                  can use a different path to access data on a storage device. The failure and transition
                  to a different path are undetected by the running server or by a storage agent. The
                  IBM tape device driver also uses multipath I/O to provide dynamic load balancing for
                  enhanced I/O performance.
               

               
               
               To provide redundant paths for
                  IBM tape devices, connect each device in one
                  of the following configurations: 
                  
                     
                     	Connect to two or more ports on a multiport Fibre Channel.

                     
                     
                     	Connect to an SAS Host Bus Adapter, if available on your operating system.

                     
                     
                     	Connect to different single Fibre Channel Host Bus Adapters.

                     
                     
                  

                  If multipath I/O is enabled and a permanent error occurs on one path, such as a malfunctioning
                  HBA or cable, device drivers provide automatic path failover to an alternative path.
               

               
               
               After multipath I/O is enabled, the IBM
                  tape device driver detects all paths for a device on the host system. One path is
                  designated as the
                  primary path. The rest of the paths are alternative paths. The maximum number of alternative
                  paths
                  for a device is 16. For each path, the IBM
                  tape device driver creates a special file with a unique name. A path must exist on
                  the system before
                  the driver can create a special file for the path. If a path does not exist, the driver
                  does not
                  create a special file. When you use the DEFINE PATH command to specify the path
                  to a destination, specify the file that is associated with the primary path as the
                  value of the
                  DEVICE parameter.
               

               
               
               
               
               
                  
                  On AIX, multipath I/O is not enabled automatically when the
                     IBM tape device driver is installed. You must
                     configure it for each logical device after installation. Multipath I/O remains enabled
                     until the
                     device is deleted or the support is unconfigured. For configuration instructions,
                     see the IBM Tape Device Drivers Installation and User's
                              Guide.
                  

                  
                  
                  To obtain the names of special files, use the ls -l command, for example,
                     ls -l /dev/rmt*. Primary paths and alternative paths are identified by
                     PRI and ALT, as seen in the following example:
                     rmt0 Available 20-60-01-PRI IBM 3590 Tape Drive and Medium Changer (FCP)
rmt1 Available 30-68-01-ALT IBM 3590 Tape Drive and Medium Changer (FCP)


                     

                  
                  
                  In this example, the following paths are associated with the IBM 3590 tape drive: 
                     
                        
                        
                        	20-60-01-PRI

                        
                        
                        	30-68-01-ALT

                        
                        
                     

                     The name of the special file that is associated with the primary path is /dev/rmt0. Specify /dev/rmt0 as the value of the DEVICE parameter in the DEFINE PATH command.
                  

                  
                  
                  
                  To display path-related details about a particular tape drive, you can also use the
                     itdt -f /dev/rmtx path command, where x is the number of the configured tape drive. To display path-related details about
                     a particular medium changer, use the itdt -f /dev/smcy path command, where y is the number of the configured medium changer.
                  

                  
                  
               
               
               
               
               
               
               
                  
                  On Linux, multipath I/O for medium changers and tape
                     drives is not enabled automatically when the device driver is installed. For instructions
                     about
                     configuring multipath I/O, see the IBM Tape Device Drivers Installation and
                              User's Guide.
                  

                  
                  
                  
                  When multipath I/O is enabled for a logical device, it remains enabled until the device
                     is deleted or the support is unconfigured.
                  

                  
                  
                  To display the names of special file for IBM tape drives and medium changers, use the ls -l /dev/IBMx command, where
                     x is the index number of the device. You can also enter the cat
                        /proc/scsi/IBMtape command for tape drives. As shown in the IBMtape
                     file, primary paths, and alternative paths are identified as Primary or
                     Alternate:
                      Number     Model       SN              HBA            FO Path
  0         03592       IBM1234567      qla2xxx        Primary
  1         03592       IBM1234567      qla2xxx        Alternate

                     The
                     name of the special file that is associated with the primary path for this tape drive
                     is
                     /dev/IBMtape0. Specify /dev/IBMTape0 as the value of the
                     DEVICE parameter in the DEFINE PATH command for this device. 
                  

                  
                  
                  To obtain the names of the special files that are associated with the primary paths
                     for all
                     medium changers that are configured on the system, run the cat
                        /proc/scsi/IBMchanger command. The following example is taken from the
                     IBMchanger file:
                      Number     Model          SN              HBA            FO Path
  3         03584L22       IBM1002345      qla2xxx        Primary
  4         03584L22       IBM1002345      qla2xxx        Alternate

                     The
                     name of the special file that is associated with the primary path for this medium
                     changer is
                     /dev/IBMchanger3. Specify /dev/IBMchanger3 as the value of
                     the DEVICE parameter in the DEFINE PATH command for this
                     device. 
                  

                  
                  
                  To display path-related details about a particular tape drive on the system, use the
                     itdt -f /dev/IBMtapex path command, where x is the number of a configured tape device. To display path-related details about
                     a particular medium changer on the system, use the itdt -f /dev/IBMchangerx path command, where x is the number of a configured medium changer.
                  

                  
                  
               
               
               
               
               
               On Windows, multipath I/O for
                  medium changers and tape drives is not enabled automatically when the device driver
                  is installed.
                  For instructions about configuring multipath I/O, see the IBM Tape Device Drivers Installation and User's
                           Guide. If multipath I/O is configured, a device has two matching device names with
                  different locations. To obtain detailed information about the primary path and the
                  alternative path,
                  run the IBM Tape Diagnostic Tool with the
                  qrypath function. The output is similar to the following
                  example:C:\Users\Administrator\Downloads\ITDT> .\itdt.exe qrypath -f \\.\Tape0
Querying SCSI paths...
Total paths configured........... 2

Alternate Path
Logical Device................. Tape0
Serial Number.................. 0000078F7612
SCSI Host ID.................... 8
SCSI Channel................... 0
Target ID.......................... 3
Logical Unit....................... 0
Path Enabled................... Yes

Primary Path
Logical Device................. Tape0
Serial Number.................. 0000078F7612
SCSI Host ID................... 8
SCSI Channel.................. 0
Target ID......................... 1
Logical Unit...................... 0
Path Enabled................... Yes


Exit with code: 0

               
               
            

            
            
         
      
   
      
         
            
            Labeling tape volumes

            
            
            
            
            
            
            
               You must label tape volumes before the server can use them. 

               
               
               
                  
                     About this task

                  

                  
                  
                  For automated libraries, you are prompted to insert the volume in the entry/exit slot
                     of the library. If no convenience input/output (I/O) station is available, insert
                     the volume into an empty slot. You can label the volumes when you check them in or
                     before you check them in. 
                  

                  
                  
               
               
               
               
                  Procedure

               

               To label tape volumes before you check them in, complete the following steps:

               
                  	
                     Label tape volumes by issuing the LABEL LIBVOLUME command. 
                     
                     For example, to name a library volume VOLUME1 in a library that is named LIBRARY 1,
                        issue
                        the following command:label libvolume library1 volume1
Requirement: At least one drive must be available. The drive cannot be used by another
                           IBM Spectrum Protect process. If a drive is idle, the drive is
                           considered to be unavailable.
                        

                        
                     

                     
                  

                  
                  	
                     To overwrite an existing label, specify the OVERWRITE=YES parameter. By
                        default, the LABEL LIBVOLUME command does not overwrite an existing label. 
                     
                  

                  
               

               
               
            

            
            
            
            
               
                  
                  
                     Related tasks

                     
                     
                        	Labeling new volumes by using AUTOLABEL

                        
                     

                  

                  
               
            
         
      
   
      
         
            
            Labeling new volumes by using AUTOLABEL

            
            
            
            
            
            
               Using the AUTOLABEL parameter on the DEFINE
                     LIBRARY or UPDATE LIBRARY command is more efficient than using the
                  LABEL LIBVOLUME command, which requires you to mount volumes
                  separately.
               

               
               
               
                  Procedure

               

               
                  Issue the DEFINE LIBRARY or UPDATE LIBRARY command and
                     specify the AUTOLABEL parameter. 
                  
                  
                     
                     Tip: If you use the AUTOLABEL parameter with a SCSI library, you
                        must check in tapes by specifying CHECKLABEL=BARCODE parameter on the
                        CHECKIN LIBVOLUME command. The AUTOLABEL parameter defaults
                        to YES for all non-SCSI libraries and to NO for SCSI libraries. The
                        CHECKLABEL=BARCODE parameter is honored only if the library has a bar code
                        reader. 
                     

                     
                     
                  

                  
               

               
               
            

            
            
            
         
      
   
      
         
            
            Offsite data storage

            
            
            
            
               To facilitate data recovery and as part of your disaster recovery strategy, store
                  tape
                  copies offsite. 
               

               
               
               Use the disaster recovery manager (DRM) function to configure and automatically generate a
                  disaster recovery plan that contains the information, scripts, and procedures that
                  are required to
                  automatically restore the server and recover client data after a disaster. Choose
                  from one of the
                  following offsite data storage options as a disaster recovery strategy to protect
                  tape copies:
               

               
               
               
                  
                  
                  	Offsite vaulting from a single production site

                  
                  
                  	Storage volumes, such as tape cartridges and media volumes, are vaulted at an offsite
                     location.
                     A courier transports the data from the offsite storage facility to the recovery site.
                     If a disaster
                     occurs, the volumes are sent back to the production site after hardware and the IBM Spectrum Protect server are restored.
                  

                  
                  
                  
               

               
               
               
                  
                  
                  	Offsite vaulting with a recovery site

                  
                  
                  	A courier moves storage volumes from the production site to an offsite storage facility.
                     By
                     having a dedicated recovery site, you can reduce recovery time compared to the single
                     production
                     site. However, this option increases the cost of disaster recovery because more hardware
                     and
                     software must be maintained. For example, the recovery site must have compatible tape
                     devices and
                     IBM Spectrum Protect server software. Before the production
                     site can be recovered, the hardware and software at the recovery site must be set
                     up and
                     running.
                  

                  
                  
                  
               

               
               
               
                  
                  
                  	Electronic vaulting

                  
                  
                  	To use electronic vaulting as a disaster recovery strategy, the recovery site must
                     have a
                     running IBM Spectrum Protect server. Critical data is vaulted
                     electronically from the production site to the recovery site. DRM is also used for offsite vaulting of noncritical
                     data. Electronic vaulting moves critical data offsite faster and more frequently than
                     traditional
                     courier methods. Recovery time is reduced because critical data is already stored
                     at the recovery
                     site. However, because the recovery site runs continuously, the cost of the disaster
                     recovery
                     strategy is more expensive than offsite vaulting.
                  

                  
                  
                  
               

               
               
            

            
            
            
               
                  
                  
                     Related concepts

                     
                     
                        	Preparing for and recovering from a disaster by using DRM

                        
                     

                  

                  
               
            
         
      
   
      
         
            
            Preparing for and recovering from a disaster by using DRM

            
            
            
            
            
               IBM Spectrum Protect provides a disaster recovery manager (DRM) function to recover your server and client data
                  during a disaster.
               

               
               
               DRM tracks the movement of offsite media and registers that information in the IBM Spectrum Protect database. DRM consolidates plans, scripts, and other information in a plan file that is required
                  to recover the IBM Spectrum Protect server when a disaster or unplanned outage occurs. If you are concerned about possible malware attacks, including ransomware, consider
                     using DRM because it can help you recover your servers after an attack.

               
               
               Restriction: DRM is available only
                  in the IBM Spectrum Protect Extended Edition product.
               

               
               
            

            
            
         
      
   
      
         
            
            Checking volumes into an automated library

            
            
            
            
            
            
               You can check in a volume to an automated library by using the CHECKIN
                     LIBVOLUME command.
               

               
               
               
                  
                     Before you begin

                  
To automatically label tapes before you check them in, issue the DEFINE
                     LIBRARY command and specify the AUTOLABEL=YES parameter. By using the
                  AUTOLABEL parameter, you eliminate the need to prelabel a set of
                  tapes.
               
               
               
               
                  
                     About this task

                  

                  
                  Each volume that is used by a server for any purpose must have a unique name. This
                     requirement
                     applies to all volumes, whether the volumes are used for storage pools, or used for
                     operations such
                     as database backup or export. The requirement also applies to volumes that are in
                     different
                     libraries but that are used by the same server.
                  

                  
                  
                  Tips: 
                     
                     
                        
                        	Do not use a single library for volumes that have bar code labels and volumes that
                           do not have
                           bar code labels. Bar code scanning can take a long time for unlabeled volumes.
                        

                        
                        
                        	The server accepts only tapes that are labeled with IBM
                           standard labels.
                        

                        
                        
                        	Any volume that has a bar code that begins with CLN is treated as a cleaning
                           tape.
                        

                        
                        
                        	If a volume has an entry in volume history, you cannot check it in as a scratch volume.

                        
                        
                     

                     
                     
                  

                  
                  
               
               
               
               
                  Procedure

               

               
                  	
                     To check a storage volume into a library, issue the CHECKIN LIBVOLUME
                        command. 
                     
                     
                        
                        Tip: The command always runs as a background process. Wait for the CHECKIN
                              LIBVOLUME process to complete processing before you define volumes, or the defining
                           process fails. You can save time by checking in volumes as part of the labeling operation.
                        

                        
                        
                     

                     
                  

                  
                  	
                     Name the library and specify whether the volume is a private volume or a scratch volume.
                        Depending on whether you use scratch volumes or private volumes, complete one of the
                        following
                        steps:  
                     
                     
                        
                        	If you use only scratch volumes, ensure that enough scratch volumes are available.
                           For
                           example, you might need to label more volumes. As volumes are used, you might also
                           need to increase
                           the number of scratch volumes that are allowed in the storage pool that you defined
                           for this
                           library.
                        

                        
                        
                        	If you want to use private volumes in addition to or instead of scratch volumes in
                           the
                           library, define volumes to the storage pool by using the DEFINE VOLUME command.
                           You must label and check in the volumes that you define. 
                        

                        
                        
                     

                     
                     
                  

                  
               

               
               
            

            
            
            
            
               
                  
                  
                     Related tasks

                     
                     
                        	Labeling tape volumes

                        
                     

                  

                  
               
            
         
      
   
      
         
            
            Manage the volume inventory in automated libraries

            
            
            
            
               The IBM Spectrum Protect server uses a library
                  volume inventory to track scratch and private volumes that are available in an automated
                  library.
                  You must ensure that the inventory is consistent with the volumes that are physically
                  in the
                  library.
               

               
               
               
                  
                  The library volume inventory is separate from the inventory of volumes for each storage
                     pool. To
                     add a volume to a library volume inventory, you check in a volume to that IBM Spectrum Protect library.
                  

                  
                  
                  A list of volumes in the library volume inventory might not be identical to a list
                     of volumes in
                     the storage pool inventory for the device. For example, you can check in scratch volumes
                     to the
                     library but you cannot define them to a storage pool. If scratch volumes are not selected
                     for backup
                     operations, you can define private volumes to a storage pool but you cannot check
                     them into the
                     volume inventory for the device.
                  

                  
                  
                  To ensure that the volume inventory for the server library remains accurate, check
                     out volumes to physically remove the volumes from a SCSI library. When you check out
                     a volume that is used by a storage pool, the volume remains in the storage pool. If
                     you must mount the volume when it is checked out, a message to the mount operator's
                     console is displayed with a request to check in the volume. If the check-in operation
                     is unsuccessful, the server marks the volume as unavailable.
                  

                  
                  
                  When a volume is in the library volume inventory, you can change the status of the
                     volume from
                     scratch to private.
                  

                  
                  
                  To check whether the volume inventory for the server library is consistent with the
                     volumes that
                     are physically in the library, you can audit the library. The inventory can become
                     inaccurate if
                     volumes are moved in and out of the library without informing the server by using
                     volume check-in or
                     check-out operations.
                  

                  
                  
               
               
               
            

            
            
            
               
                  
                  
                     Related tasks

                     
                     
                        	Checking volumes into an automated library

                        
                     

                  

                  
               
            
         
      
   
      
         
            
            Configuring tape drive encryption

            
            
            
            
            
            
               You can use drive encryption to protect tapes that contain critical or sensitive data,
                  for example, tapes that contain confidential financial information. Drive encryption
                  can be useful
                  when you move tapes from the IBM Spectrum Protect server
                  environment to an onsite or offsite location.
               

               
               
               
                  
                     About this task

                  
 To determine which encryption methods can be used with various drive types, see the
                  following table. 
                  
                  
                     
                        Available encryption methods
                        
                           
                           
                           
                           
                        
                        
                           
                           
                              
                              	 
                              
                              
                              	Application method
                              
                              
                              	Library method
                              
                              
                              	System method
                              
                              
                           

                           
                           
                        
                        
                        
                           
                           
                              
                              	3592 Generation 2 and
                                 later
                              
                              
                              
                              	Yes
                              
                              
                              	Yes.
                              
                              
                              	Yes
                              
                              
                           

                           
                           
                           
                              
                              	HP LTO-4 and later
                              
                              
                              	Yes
                              
                              
                              	No.
                              
                              
                              	No
                              
                              
                           

                           
                           
                           
                              
                              	IBM LTO-4 and later
                              
                              
                              	Yes
                              
                              
                              	Yes, but only if your system hardware (for example, a  TS3500 tape library) supports
                                 it.
                              
                              
                              
                              	Yes
                              
                              
                           

                           
                           
                           
                              
                              	Oracle StorageTek T10000B
                              
                              
                              	Yes
                              
                              
                              	No.
                              
                              
                              	No
                              
                              
                           

                           
                           
                           
                              
                              	Oracle StorageTek T10000C
                              
                              
                              	Yes
                              
                              
                              	No.
                              
                              
                              	No
                              
                              
                           

                           
                           
                           
                              
                              	Oracle StorageTek T10000D
                              
                              
                              	Yes
                              
                              
                              	No.
                              
                              
                              	No
                              
                              
                           

                           
                           
                        
                        
                     

                     
                  

                  
                  A library can contain a mixture of drives, some of which support encryption and some
                     of which do not. For example, a library might contain two LTO-2 drives, two LTO-3
                     drives, and two LTO-4 drives. You can also mix media in a library by using, for example,
                     encrypted and non-encrypted device classes that have different tape and drive technologies.
                     Restrictions: 
                        
                        
                           
                           	To apply encryption to LTO-4 or later drives, all of the
                              drives must support encryption.
                           

                           
                           
                           	To apply encryption to a logical library, you must use the same method of encryption
                              for all
                              drives within the library. Do not create an environment in which some drives use the
                              Application
                              method and some drives use the Library or System methods of encryption.
                           

                           
                           
                        

                        
                        
                     

                     
                  

                  
                  For more information about setting up your hardware environment to use
                     drive encryption, see your hardware documentation.
                  

                  
                  
               
               
               
               
                  Procedure

               

               
                  	
                     Install a device driver that supports drive encryption: 
                     
                     
                        
                        
                           
                           	To enable encryption for an IBM
                              LTO-4 or later drive, you must install the IBM RMSS Ultrium device driver. SCSI
                              drives do not support IBM
                              LTO-4 or later encryption. 
                           

                           
                           
                           	To enable encryption for an HP LTO-4 or later drive, you
                              must install the IBM Spectrum Protect device driver.
                           

                           
                           
                        

                        
                        
                     

                     
                  

                  
                  	
                     Enable drive encryption by specifying the DRIVEENCRYPTION parameter on the
                        DEFINE DEVCLASS or UPDATE DEVCLASS command for the 3592, LTO, or ECARTRIDGE device types.
                     
                     
                  

                  
               

               
               
               
                  
                     What to do next

                  
When you use encryption-capable drives with a supported encryption method, a different
                  format is used to write encrypted data to tapes. When data is written to volumes that
                  use the
                  different format and if the volumes are then returned to scratch, they contain labels
                  that can be
                  read only by encryption-enabled drives. To use these scratch volumes in a drive that
                  is not enabled
                  for encryption, either because the hardware is not capable of encryption or because
                  the encryption
                  method is set to NONE, you must relabel the volumes.
               
               
               
            

            
            
            
            
               
                  
                  
                     Related tasks

                     
                     
                        	Enabling and disabling 3592 Generation 2 and later drive encryption

                        
                        	Enabling and disabling drive encryption for LTO Generation 4 or later tape drives

                        
                     

                  

                  
               
            
         
      
   
      
         
            
            Enabling and disabling 3592 Generation 2 and later drive encryption

            
            
            
            
            
               With IBM Spectrum Protect, you can use the following
                  types of drive encryption with drives that are 3592 Generation 2 and later: Application,
                  System, and
                  Library. These methods are defined through the hardware.
               

               
               
               
                  
                     About this task

                  
The DRIVEENCRYPTION parameter on the DEFINE
                     DEVCLASS command specifies whether drive encryption is allowed for drives that are 3592
                  Generation 2 and later. Use this parameter to ensure IBM Spectrum Protect compatibility with hardware encryption settings for
                  empty volumes. You cannot use this parameter for storage pool volumes that are full
                  or are filling.
                  
                     
                     	To use the Application method, in which IBM Spectrum Protect generates and manages encryption keys, set the DRIVEENCRYPTION parameter to
                        ON. This enables the encryption of data for empty volumes. If the parameter is set
                        to ON and if the hardware is configured for another encryption method, backup
                        operations fail.
                     

                     
                     
                     	To use the Library or System methods of encryption, set the parameter to
                        ALLOW. This specifies that IBM Spectrum Protect is not the key manager for drive encryption, but
                        allows the hardware to encrypt the volume's data through one of the other methods.
                        Specifying
                        this parameter does not automatically encrypt volumes. Data can be encrypted only
                        by specifying the
                        ALLOW parameter and configuring the hardware to use one of these methods.
                     

                     
                     
                  

                  
                  The DRIVEENCRYPTION parameter is optional. The default value is to
                     allow the Library or System methods of encryption.
                  

                  
               
               
               
               
                  Procedure

               

               The following simplified example shows how to encrypt data for empty volumes in a
                  storage pool, by using IBM Spectrum Protect as the key
                  manager:
               

               
                  	
                     Define a library by issuing the DEFINE LIBRARY command. 
                     
                     For example, issue the following
                        command:define library 3584 libtype=SCSI


                     
                  

                  
                  	
                     Define a device class, 3592_ENCRYPT, by issuing the DEFINE DEVCLASS command
                        and specifying the value ON for the DRIVEENCRYPTION
                        parameter. 
                     
                     For example, issue the following
                        command:define devclass 3592_encrypt library=3584 devtype=3592 driveencryption=on 


                     
                  

                  
                  	
                     Define a storage pool. 
                     
                     For example, issue the following
                        command:define stgpool 3592_encrypt_pool 3592_encrypt


                     
                  

                  
               

               
               
               
                  
                     What to do next

                  
To disable any method of encryption on new volumes, set the
                  DRIVEENCRYPTION parameter to OFF. If the hardware is
                  configured to encrypt data through either the Library or System method and
                  DRIVEENCRYPTION is set to OFF, backup operations
                  fail.
               
               
               
            

            
            
         
      
   
      
         
            
            Checking in volumes by using a bar code reader

            
            
            
            
            
            
               You can save time when you check in volumes by using a bar code reader, if your library
                  has one.
               

               
               
               
                  
                     About this task

                  

                  
                  When you check in a volume, you can specify whether the media labels are read during
                     check-in
                     processing. When label-checking is on, IBM Spectrum Protect
                     mounts each volume to read the internal label and checks in a volume only if it is
                     correctly
                     labeled. Label-checking can prevent future errors when volumes are used in storage
                     pools, but also
                     increases processing time at check-in.
                  

                  
                  
                  If a volume has no bar code label, IBM Spectrum Protect
                     mounts the volumes in a drive and attempts to read the recorded label.
                  

                  
                  
               
               
               
               
                  Procedure

               

               
                  To check in volumes by using a bar code reader, issue the CHECKIN LIBVOLUME
                     command and specify CHECKLABEL=BARCODE. For example, to use the bar code reader
                     to check in all volumes as scratch volumes in a library that is named TAPELIB, issue
                     the following
                     command: 
                  
                  
                     checkin libvolume tapelib search=yes status=scratch checklabel=barcode

                     

                  
               

               
               
            

            
            
            
            
               
                  
                  
                     Related tasks

                     
                     
                        	Preparing removable media

                        
                     

                  

                  
               
            
         
      
   
      
         
            
            Preparing removable media

            
            
            
            
            
               You must prepare removable media before it can be used to store data. Typical preparation
                  tasks include labeling and checking in volumes.
               

               
               
               
                  
                     About this task

                  
When IBM Spectrum Protect accesses a removable media
                  volume, it verifies the volume name in the label header to ensure that the correct
                  volume is
                  accessed. 
                  Tape volumes must be labeled before the server can use them. 

                  
               
               
               
               
                  Procedure

               

               To prepare a volume for use, complete the following steps: 

               
                  	
                     Label the volume by issuing the LABEL LIBVOLUME command. 
                     
                  

                  
                  	
                     For automated libraries, check the volume into the library. For instructions, see
                        Checking volumes into an automated library, 
                     
                     
                        
                        Tip: When you use the LABEL LIBVOLUME command with
                           drives in an automated library, you can label and check in the volumes with one command.
                        

                        
                        
                     

                     
                  

                  
                  	
                     If the storage pool cannot contain scratch volumes (MAXSCRATCH=0), identify
                        the volume to IBM Spectrum Protect by name so that the volume
                        can be accessed later. 
                     
                     
                        
                        If the storage pool can contain scratch volumes (MAXSCRATCH is set to a
                           non-zero value), skip this step.
                        

                        
                        
                     

                     
                  

                  
               

               
               
            

            
            
            
            
         
      
   
      
         
            
            
            Private volumes and scratch volumes

            
            
            
            
               To optimize tape storage, review the information about private volumes and scratch
                  volumes. Use private volumes and scratch volumes appropriately.
               

               
               
               Private volumes cannot be overwritten when a scratch mount is requested. You cannot
                  check in a
                  volume with scratch status when that volume is used by a storage pool, to export data,
                  to back up a
                  database or to back up to a backup set volume.
               

               
               
               Partially written volumes are always private volumes. Volumes have a status of either
                  scratch or
                  private, but when IBM Spectrum Protect stores data on them,
                  their status becomes private.
                  
               

               
               
               
                  
                  
                  
                     
                        Private volume and scratch volume uses
                        
                           
                           
                        
                        
                           
                           
                              
                              	Type of volume
                              
                              
                              	When to use
                              
                              
                           

                           
                           
                        
                        
                        
                           
                           
                              
                              	Private volumes
                              
                              
                              	Use private volumes to regulate the volumes that are used by individual storage pools,
                                 and to
                                 manually control the volumes. To define private volumes, issue the DEFINE VOLUME
                                 command. For database restore, memory dumps, or loads, or for server import operations,
                                 you must
                                 specify private volumes.
                              
                              
                              
                           

                           
                           
                           
                              
                              	Scratch volumes
                              
                              
                              	
                                 
                                 In some cases, you can simplify volume management by using scratch volumes. You can
                                    use scratch
                                    volumes in the following circumstances: 
                                    
                                       
                                       	When you do not need to define each storage pool volume.

                                       
                                       
                                       	When you want to take advantage of the automation of robotic devices.

                                       
                                       
                                       	When different storage pools share an automated library, and the storage pools can
                                          dynamically
                                          acquire volumes from the scratch volumes in the library. The volumes do not have to
                                          be preallocated
                                          to the storage pools.
                                       

                                       
                                       
                                    

                                    
                                 

                                 
                                 
                              
                              
                              
                           

                           
                           
                        
                        
                     

                     
                  

                  
                  
               

               
               
            

            
            
            
            
               
                  
                  
                     Related tasks

                     
                     
                        	Changing the status of a volume in an automated library

                        
                     

                  

                  
               
            
         
      
   
      
         
            
            
            Changing the status of a volume in an automated library

            
            
            
            
               You can change the status of a volume from private to scratch or from scratch to
                  private.
               

               
               
               
                  Procedure

               

               
                  To change the status of a volume, issue the UPDATE LIBVOLUME command. 
                  
                  For example, to change the status of a volume that is named VOL1 to a private volume,
                     issue
                     the following command:update libvolume lib1 vol1 status=private
Restrictions: 
                        
                        
                           
                           	You cannot change the status of a volume from private to scratch if the volume belongs
                              to a
                              storage pool or is defined in the volume history file.
                           

                           
                           
                           	Private volumes must be administrator-defined volumes with either no data or invalid
                              data. They
                              cannot be partially written volumes that contain active data. Volume statistics are
                              lost when volume
                              statuses are modified.
                           

                           
                           
                        

                        
                        
                     

                     
                  

                  
               

               
               
            

            
            
            
         
      
   
      
         
            
            
            Checking volumes into a full library with swapping

            
            
            
            
               If no empty slots are available in the library when you are checking in volumes, the
                  check-in operation fails unless you enable swapping. If you enable swapping and the
                  library is full, the server selects a volume to eject and then checks in the volume
                  that you
                  requested.
               

               
               
               
                  
                     About this task

                  
The server selects the volume to eject by checking first for any available scratch
                  volume,
                  then for the volume that is least frequently mounted. The server ejects the volume
                  that it selects
                  for the swap operation from the library and replaces the ejected volume with the volume
                  that is
                  being checked in. 
               
               
               
               
                  Procedure

               

               
                  To swap volumes if an empty library slot is not available to check in a volume, issue
                     the
                     CHECKIN LIBVOLUME command and specify the SWAP=YES
                     parameter.  
                  
                  For example, to check in a volume that is named VOL1 into a
                     library that is named AUTO and specify swapping, issue the following
                     command:checkin libvolume auto vol1 swap=yes

                     

                  
               

               
               
            

            
            
            
            
               
                  
                  
                     Related tasks

                     
                     
                        	Managing a full library with an overflow location

                        
                     

                  

                  
               
            
         
      
   
      
         
            
            Managing a full library with an overflow location

            
            
            
            
            
               As the demand for storage grows, the number of volumes that you need for a storage
                  pool
                  might exceed the physical capacity of an automated library. To make space available
                  for new volumes
                  and to monitor existing volumes, you can define an overflow location for a storage
                  pool. 
               

               
               
               
                  
                     About this task

                  

                  
                  The server tracks the volumes that are moved to the overflow area and makes storage
                     slots
                     available for new volumes.
                  

                  
                  
               
               
               
               
                  Procedure

               

               
                  	
                     Create a volume overflow location. Define or update the storage pool that is associated
                        with
                        the automated library by issuing the DEFINE STGPOOL or UPDATE
                           STGPOOL command and specifying the OVFLOCATION parameter. 
                     
                     For example, to create an overflow location that is named ROOM2948 for a
                        storage pool that is named ARCHIVEPOOL, issue the following command:
                        update stgpool archivepool ovflocation=Room2948


                     
                  

                  
                  	
                     When you need to create space in the library for scratch volumes, move full volumes
                        to the
                        overflow location by issuing the MOVE MEDIA command. 
                     
                     For example, to move all full volumes in the specified storage pool out of the library,
                        issue the following command: move media * stgpool=archivepool


                     
                  

                  
                  	
                     Check in scratch volumes as needed. 
                     
                     
                        
                        Restriction: If a volume has an entry in the volume history file, you cannot check it in
                           as a scratch volume. For more information, see Checking volumes into an automated library. 
                        

                        
                        
                     

                     
                  

                  
                  	
                     Identify the empty scratch tapes in the overflow location by issuing the QUERY
                           MEDIA command. 
                     
                     For example, issue the following command:
                        query media * stg=* whereovflocation=Room2948 wherestatus=empty



                     
                  

                  
                  	
                     If the server requests additional volumes, locate and check in volumes from the overflow
                        location. 
                     
                     
                        
                        To find volumes in an overflow location, issue the QUERY MEDIA command. You
                           can also use the QUERY MEDIA command to generate commands by checking in volumes. 
                        

                        
                        
                        For example, to list the volumes in the overflow location, and at the same time generate
                           the
                           commands to check those volumes into the library, issue a command that is similar
                           to the following
                           example:query media format=cmd stgpool=archivepool whereovflocation=Room2948
cmd="checkin libvol autolib &vol status=private"
cmdfilename="\storage\move\media\checkin.vols"



                        
                        
                     

                     
                     
                        
                        Tips: 
                           
                           
                              
                              	Mount requests from the server include the location of the volumes.

                              
                              
                              	To specify the number of days that must elapse before the volumes are eligible for
                                 processing,
                                 issue the UPDATE STGPOOL command and specify the REUSEDELAY
                                 parameter.
                              

                              
                              
                              	The file that contains the generated commands can be run by using the IBM Spectrum Protect
                                 MACRO command.
                              

                              
                              
                           

                           
                           
                        

                        
                        
                     

                     
                  

                  
               

               
               
            

            
            
            
         
      
   
      
         
            
            Reusing tapes

            
            
            
            
            
               To ensure an adequate supply of tapes, you can expire old files, reclaim volumes,
                  and
                  delete volumes that reach end of life. You can also maintain a supply of scratch
                  volumes.
               

               
               
               
                  
                     About this task

                  

                  
                  Over time, media age, and you might not need some of the backup data that is stored
                     on the media.
                     You can define server policies to determine how many backup versions are retained
                     and how long they
                     are retained. You can use expiration processing to delete files that you no longer
                     require. You can
                     keep the data that you require on the media. When you no longer require the data,
                     you can then
                     reclaim and reuse the media.
                  

                  
                  
               
               
               
               
                  Procedure

               

               
                  	
                     Delete unnecessary client data by regularly running expiration processing. Expiration
                        processing deletes data that is no longer valid either because it exceeds the retention
                        specifications in the policy or because users or administrators deleted the active
                        versions of the
                        data.
                     
                  

                  
                  	
                     Reuse volumes in storage pools by running reclamation processing. 
                     
                     
                        
                        Reclamation processing consolidates any unexpired data by moving it from multiple
                           volumes onto
                           fewer volumes. The media can then be returned to the storage pool and reused. 
                        

                        
                        
                     

                     
                  

                  
                  	
                     Reuse volumes that contain outdated database backups or exported data that is no longer
                        required by deleting volume history. 
                     
                     
                        
                        Before the server can reuse volumes that are tracked in the volume history, you must
                           delete the
                           volume information from the volume history file by issuing the DELETE VOLHISTORY
                           command.
                        

                        
                        
                        Tip: If your server uses the disaster recovery manager
                           (DRM) function, the volume information is
                           automatically deleted during MOVE DRMEDIA command processing.
                        

                        
                        
                     

                     
                  

                  
                  	
                     Determine when tape volumes reach end of life. You can use the server to display statistics
                        about volumes, including the number of write operations that are completed on the
                        media and the
                        number of write errors. Private volumes and scratch volumes display the following
                        statistical
                        data: 
                     
                     
                        
                        
                           
                           
                           	Private volumes

                           
                           
                           	For media initially defined as private volumes, the server maintains this statistical
                              data, even
                              as the volume is reclaimed. You can compare the information with the number of write
                              operations and
                              write errors that are recommended by the manufacturer. 
                           

                           
                           
                           
                        

                        
                        
                        
                           
                           
                           	Scratch volumes

                           
                           
                           	For media initially defined as scratch volumes, the server overwrites this statistical
                              data each
                              time the volumes are reclaimed.
                           

                           
                           
                           
                        

                        
                        
                     

                     
                  

                  
                  	
                     Reclaim any valid data from volumes that reach end of life. If the volumes are in
                        automated
                        libraries, check them out of the volume inventory. Delete private volumes from the
                        database with the
                        DELETE VOLUME command.
                     
                  

                  
                  	
                     Ensure that volumes are available for tape rotation so that the storage pool does
                        not run out
                        of space. You can use the Operations Center to monitor the
                        availability of scratch volumes. Ensure that the number of scratch volumes is high
                        enough to meet
                        demand. For more information, see Maintaining a supply of volumes in a library that contains WORM media. 
                     
                     
                        
                        WORM media: Write Once Read Many (WORM) drives can waste media when
                           the server cancels transactions because volumes are unavailable to complete the backup
                           operation.
                           After the server writes to WORM volumes, the space on the volumes cannot be reused,
                           even if the
                           transactions are canceled (for example, if a backup is canceled because of a shortage
                           of media in
                           the device). To minimize wasted WORM media, complete the following actions:
                           
                              
                              	Ensure that the maximum number of scratch volumes for the device storage pool is at
                                 least equal
                                 to the number of storage slots in the library.
                              

                              
                              
                              	Check enough volumes into the device's volume inventory for the expected load.

                              
                              
                              
                           

                           If most backup operations are for small files, controlling the transaction size can
                           affect how
                           WORM platters are used. Smaller transactions mean that less space is wasted when a
                           transaction such
                           as a backup operation must be canceled. Transaction size is controlled by a server
                           option,
                           TXNGROUPMAX, and a client option, TXNBYTELIMIT.
                        

                        
                        
                     

                     
                  

                  
               

               
               
            

            
            
            
            
               
                  
                  
                     Related tasks

                     
                     
                        	Migrating data to upgraded drives

                        
                        	Managing server requests for volumes

                        
                     

                  

                  
               
            
         
      
   
      
         
            
            
            Migrating data to upgraded drives

            
            
            
            
            
               If you upgrade all of the tape drives in a library, you can preserve your existing
                  policy
                  definitions to migrate and expire existing data, and you can use the new drives to
                  store
                  data.
               

               
               
               
                  
                     Before you begin

                  
The following scenario assumes that you already have a primary storage pool for a
                  DISK
                  device class that is named POOL1.
               
               
               
               
                  Procedure

               

               
                  	
                     To migrate data to a storage pool that is created for the new drives, specify the
                        NEXTSTGPOOL parameter. For example, to migrate data from an existing storage
                        pool, POOL1, to the new storage pool, POOL2, issue the following command: 
                     
                     
                        update stgpool pool1 nextstgpool=pool2

                        

                     
                  

                  
                  	
                     Update the management-class definitions to store data in the DISK storage pool by
                        using the
                        UPDATE MGMTCLASS command.
                     
                  

                  
               

               
               
            

            
            
            
         
      
   
      
         
            
            Managing server requests for volumes

            
            
            
            
            
            
               IBM Spectrum Protect displays requests and status
                  messages to all administrative command-line clients that are started in console mode.
                  These request
                  messages often have a time limit. Successful server operations must be completed within
                  the time
                  limit that is specified; otherwise, the operation times out.
               

               
               
               
                  
                     About this task

                  

                  
                  For automated libraries, use the CHECKIN LIBVOLUME and LABEL
                        LIBVOLUME commands to insert cartridges into slots. If you specify a value for the
                     WAITTIME parameter, a reply message is displayed. If the value of the parameter
                     is 0, no reply is required. When you issue the CHECKOUT LIBVOLUME command, you
                     must insert cartridges into slots and, in all cases, a reply message is displayed.
                  

                  
                  
               
               
               
               
               
                  Procedure

               

               
                  The following table provides information about how to handle different server media
                     tasks. 
                  
                  
                     
                     
                     
                        
                           
                              
                              
                           
                           
                              
                              
                                 
                                 	Task
                                 
                                 
                                 	Details
                                 
                                 
                              

                              
                              
                           
                           
                           
                              
                              
                                 
                                 	Use the administrative client for mount messages
                                 
                                 
                                 	The server sends mount request status messages to the server console and to
                                    all administrative command-line clients in mount mode or console mode.
                                    To start an administrative
                                       command-line client in mount mode, issue the dsmadmc -mountmode command on the
                                       administrative command-line
                                       client.
                                    

                                    
                                 
                                 
                                 
                              

                              
                              
                              
                                 
                                 	Receive messages about automated libraries
                                 
                                 
                                 	You can view mount messages and error messages about automated libraries on
                                    administrative command-line clients in mount mode or console mode. Mount messages
                                    are sent to the
                                    library and not to an operator. Messages about problems with the library are sent
                                    to the mount
                                    message queue.
                                 
                                 
                                 
                              

                              
                              
                              
                                 
                                 	Get information about pending operator requests
                                 
                                 
                                 	To get information about pending operator requests, issue the QUERY
                                       REQUEST command or view the mount message queue on an administrative command-line client
                                    that is started in mount mode. When you issue the QUERY REQUEST command, the
                                    server displays requested actions and the amount of time that is remaining before
                                    the requests time
                                    out.
                                 
                                 
                                 
                              

                              
                              
                              
                                 
                                 	Reply to operator requests
                                 
                                 
                                 	When the server requires an explicit reply to a completed mount request, use
                                    the REPLY command.
                                    The request_number parameter specifies
                                       the request identification number that tells the server which pending operator request
                                       is completed.
                                       This three-digit number is always displayed as part of the request message. 
                                    

                                    
                                 
                                 
                                 
                              

                              
                              
                              
                                 
                                 	Cancel an operator request
                                 
                                 
                                 	To cancel a mount request for a library, issue the CANCEL
                                       REQUEST command. For most requests that are associated with automated SCSI libraries, an
                                    operator must complete a hardware or system action to cancel the requested mount.
                                    For such requests,
                                    the CANCEL REQUEST command is not accepted by the server.
                                    The CANCEL
                                          REQUEST command must include the request identification number. This number is included in
                                       the request message.
                                    

                                    
                                    If you want to mark the requested volume as
                                       UNAVAILABLE, issue the CANCEL REQUEST command and specify
                                       the PERMANENT parameter. If you specify the PERMANENT
                                       parameter, the server does not try to mount the requested volume again. This is useful
                                       if, for
                                       example, the volume is at a remote site or is otherwise unavailable. 
                                    

                                    
                                 
                                 
                                 
                              

                              
                              
                              
                                 
                                 	Respond to a volume check-in request
                                 
                                 
                                 	If the server cannot find a particular volume to mount in an automated
                                    library, the server requests that the operator check in the volume. 
                                    If the requested volume is
                                       available, place the volume in the library and check it in. For more information,
                                       see Checking volumes into an automated library.
                                    

                                    
                                    If the requested volume is unavailable, update the access
                                       mode of the volume by issuing the UPDATE VOLUME command and specifying the
                                       ACCESS=UNAVAILABLE parameter. Then, cancel the check-in request by using the
                                       CANCEL REQUEST command. Do not cancel the client process that caused the request.
                                       Use the QUERY REQUEST command to obtain the ID of the request that you want to
                                       cancel.
                                    

                                    
                                    If you do not respond to the check-in request from the server within the mount-wait
                                       period that is specified for the device class for the storage pool, the server marks
                                       the volume as
                                       unavailable.
                                    

                                    
                                 
                                 
                                 
                              

                              
                              
                              
                                 
                                 	Determine which volumes are mounted
                                 
                                 
                                 	For a report about all volumes that are currently mounted for use by the
                                    server, issue the QUERY MOUNT command. The report shows which volumes are
                                    mounted, which drives accessed them, and whether the volumes are in use.
                                 
                                 
                                 
                              

                              
                              
                              
                                 
                                 	Dismount idle volumes
                                 
                                 
                                 	When a volume is idle, the server keeps it mounted for a time that is
                                    specified by the mount retention parameter for the device class. Using a mount retention
                                    value can
                                    reduce the access time when volumes are used repeatedly.
                                    To dismount an idle volume from the drive
                                       where it is mounted, issue the DISMOUNT VOLUME command.
                                    

                                    
                                    For information
                                       about setting mount retention times, see Controlling the amount of time that a volume remains mounted.
                                    

                                    
                                 
                                 
                                 
                              

                              
                              
                           
                           
                        

                        
                     

                     
                     
                  

                  
               

               
               
            

            
            
            
         
      
   
      
         
            
            
            Maintaining a supply of scratch volumes

            
            
            
            
            
            
               You must set the maximum number of scratch volumes for a storage pool high enough
                  for the
                  expected usage. 
               

               
               
               
                  
                     About this task

                  

                  
                  When you define a storage pool, you must specify the maximum number of scratch volumes
                     that the
                     storage pool can use. The server automatically requests a scratch volume when needed.
                     When the
                     number of scratch volumes that the server is using for the storage pool exceeds the
                     specified
                     maximum, the storage pool can run out of space.
                  

                  
                  
               
               
               
               
                  Procedure

               

               When a storage pool needs more than the maximum number of scratch volumes, you can
                  take
                  one or both of the following actions: 
               

               
                  	
                     Increase the maximum number of scratch volumes by issuing the UPDATE STGPOOL
                        command and specifying the MAXSCRATCH parameter.
                     
                  

                  
                  	
                     Make volumes available for reuse by running expiration processing and reclamation
                        to
                        consolidate data onto fewer volumes. 
                     
                     
                        
                        	
                           Issue the EXPIRE INVENTORY command to run expiration processing. 
                           
                           
                              
                              Tip: By default this process automatically runs every day. You can also specify the
                                 EXPINTERVAL server option in the server options file,
                                 dsmserv.opt, to run expiration processing automatically. A value of 0 means
                                 that you must use the EXPIRE INVENTORY command to run expiration
                                 processing.
                              

                              
                              
                           

                           
                        

                        
                        
                        	
                           Issue the RECLAIM STGPOOL command to run reclamation processing. 
                           
                           
                              
                              Tip: You can also specify reclamation thresholds when you define the storage pool by
                                 using the DEFINE STGPOOL command and specifying the
                                 RECLAIMPROCESS parameter.
                              

                              
                              
                           

                           
                        

                        
                        
                     

                     
                     
                  

                  
               

               
               
               
                  
                     What to do next

                  
If you need more volumes for future backup operations, label more scratch volumes
                  by using
                  the LABEL LIBVOLUME command.
               
               
               
            

            
            
            
            
               
                  
                  
                     Related tasks

                     
                     
                        	Maintaining a supply of scratch volumes in an automated library

                        
                     

                  

                  
               
            
         
      
   
      
         
            
            
            Maintaining a supply of scratch volumes in an automated library

            
            
            
            
            
            
               When you define a storage pool that is associated with an automated library, you can
                  specify a maximum number of scratch volumes equal to the physical capacity of the
                  library. If the
                  server is using a greater number of scratch volumes for the storage pool, you must
                  ensure that
                  enough volumes are available.
               

               
               
               
                  Procedure

               

               If the number of scratch volumes that the server is using for the storage pool exceeds
                  the number that is specified in the storage pool definition, complete the following
                  steps:
               

               
                  	
                     Add scratch volumes to the library by issuing the CHECKIN LIBVOLUME
                        command. 
                     
                     
                        
                        Tip: You might have to use an overflow location to move volumes out of the library to
                           make room for these scratch volumes. For more information, see Managing a full library with an overflow location.
                        

                        
                        
                     

                     
                  

                  
                  	
                     Increase the maximum number of scratch volumes that can be added to a storage pool
                        by issuing
                        the UPDATE STGPOOL command and specifying the MAXSCRATCH
                        parameter.
                     
                  

                  
               

               
               
               
                  
                     What to do next

                  

                  
                  You might need more volumes for future recovery operations, so consider labeling and
                     setting
                     aside extra scratch volumes.
                  

                  
                  
               
               
               
            

            
            
            
            
               
                  
                  
                     Related tasks

                     
                     
                        	Maintaining a supply of scratch volumes

                        
                     

                  

                  
               
            
         
      
   
      
         
            
            
            Partially written volumes

            
            
            
            
            
            
               Partially written volumes are always private volumes, even if their status was scratch
                  before the server mounted them. The server tracks the original status of scratch volumes
                  and returns
                  them to scratch status when they are empty.
               

               
               
               Except for volumes in automated libraries, the server is unaware of a scratch volume
                  until after
                  the volume is mounted. Then, the volume status changes to private, and the volume
                  is automatically
                  defined as part of the storage pool for which the mount request was made.
               

               
               
            

            
            
            
            
               
                  
                  
                     Related tasks

                     
                     
                        	Changing the status of a volume in an automated library

                        
                     

                  

                  
               
            
         
      
   
      
         
            
            Auditing the volume inventory in a library

            
            
            
            
            
            
               You can audit an automated library to ensure that the library volume inventory is
                  consistent with the volumes that are physically in the library. You might want to
                  audit a library if
                  the library volume inventory is distorted due to manual movement of volumes in the
                  library or to
                  database problems. 
               

               
               
               
                  Procedure

               

               
                  	
                     Ensure that no volumes are mounted in the library drives. If any volumes are mounted
                        in the
                        IDLE state, issue the DISMOUNT VOLUME command to dismount them.
                     
                  

                  
                  	
                     Audit the volume inventory by issuing the AUDIT LIBRARY command. Take one of
                        the following actions: 
                     
                     
                        
                        	If the library has a bar code reader, you can save time by using the bar code reader
                           to
                           identify volumes. For example, to audit the TAPELIB library by using its bar code
                           reader, issue the
                           following command: audit library tapelib checklabel=barcode


                        
                        
                        	If the library does not have a bar code reader, issue the AUDIT LIBRARY
                           command without specifying CHECKLABEL=BARCODE. The server mounts each volume to
                           verify the label. After the label is verified, the server completes auditing any remaining
                           volumes. 
                        

                        
                        
                     

                     
                     
                  

                  
               

               
               
               
                  
                     Results

                  

                  
                  The server deletes missing volumes from the inventory and updates the locations of
                     volumes that
                     moved since the last audit. 
                  

                  
                  
                  Restriction: The server cannot add new volumes to the inventory during an audit
                     operation.
                  

                  
                  
               
               
               
            

            
            
            
            
               
                  
                  
                     Related tasks

                     
                     
                        	Labeling tape volumes

                        
                     

                  

                  
               
            
         
      
   
      
         
            
            Running a disaster recovery drill

            
            
            
            
            
               Schedule disaster recovery drills to prepare for audits that certify the
                  recoverability of the IBM Spectrum Protect server and to ensure
                  that data can be restored and operations can resume after an outage. A drill also
                  helps you ensure
                  that all data can be restored and operations resumed before a critical situation occurs.
               

               
               
               
                  
                     Before you begin

                  
Complete the following tasks:
                  
                     
                     	Schedule activities regularly to manage, protect, and maintain the server. For more
                        information
                        about scheduling activities, see t_tape_srvscheds_define_d19621.html#t_tape_srvscheds_define. Ensure that you schedule the following tasks:
                        
                           
                           	Backing up the database.

                           
                           
                           	Moving media offsite.

                           
                           
                           	Backing up the device configuration file, the volume history file, and the
                              dsmserv.opt server options file.
                           

                           
                           
                           	Optional: Issuing the PREPARE command to create the disaster recovery
                              plan file.
                           

                           
                           
                        

                        
                        Tip: 
                           
                           When you issue the PREPARE command, the IBM Spectrum Protectdisaster recovery manager (DRM) function creates one copy of the disaster recovery
                              plan file.
                           

                           
                           
                           You can manage offsite disaster recovery without using DRM, however, DRM helps to consolidate plans, scripts, and other
                              information that is required during disaster recovery.
                           

                           
                           
                           Create multiple copies of the plan for safekeeping. For example, keep copies in print,
                              on a USB
                              flash drive, on disk space that is located offsite, or on a remote server. The disaster
                              recovery
                              plan file is moved offsite daily with the tapes. For more information about DRM, see Preparing for and recovering from a disaster by using DRM.
                           

                           
                           
                        

                        
                     

                     
                     
                     	Configure the following resources at the disaster recovery site:
                        
                           
                           	A recovery IBM Spectrum Protect server. The server at the
                              disaster recovery site must be at the same level as the server on the production site.
                           

                           
                           
                           	A tape library to store the media that is shipped from the production site. For more
                              information
                              about offsite recovery locations, see Offsite data storage.
                           

                           
                           
                           	Disk storage space for the database, archive log, active logs, and storage pools.

                           
                           
                           	Clients to test restore operations.

                           
                           
                        

                        
                     

                     
                     
                  

                  
               
               
               
               
                  
                     About this task

                  

                  
                  Test the disaster recovery plan and the IBM Spectrum Protect
                     server recoverability often, in an environment that is similar to the production environment.
                  

                  
                  
               
               
               
               
                  Procedure

               

               
                  	
                     Ensure that tapes are available onsite. Issue the QUERY LIBVOLUME command to
                        identify volumes that are checked into an automated library.
                     
                  

                  
                  	
                     Back up the database to the onsite tapes by completing the following steps: 
                     
                     
                        
                        
                           
                           	On the Servers page of the Operations Center, select the server whose database you want to back
                              up. 
                           

                           
                           
                           	Click Back Up, and follow the instructions in the Back Up
                                 Database window.
                           

                           
                           
                        

                        
                        
                     

                     
                  

                  
                  	
                     Copy the following files to the home directory of the server at the recovery site: 
                     
                     
                        
                        
                           
                           	Disaster recovery plan file

                           
                           
                           	Volume history file

                           
                           
                           	Device configuration file

                           
                           
                           	Optional: dsmserv.opt server options file 
                           

                           
                           
                        

                        
                        
                     

                     
                  

                  
                  	
                     Move the tape to the offsite recovery location.
                     
                  

                  
                  	
                     Restore the server database by using the DSMSERV RESTORE DB utility on the
                        recovery server.
                     
                  

                  
                  	
                     Issue the UPDATE VOLUME command and specify the
                        ACCESS=DESTROYED parameter to indicate that an entire volume must be
                        restored.

                  
                  	
                     On the recovery server, restore the storage pool volumes by using the RESTORE
                           STGPOOL command.
                     
                  

                  
               

               
               
               
                  
                     What to do next

                  
Ensure that you can access the data in the library by auditing a tape volume in the
                  restored storage pool to verify that the data is consistent. Issue the AUDIT
                     VOLUME command to audit a tape volume. For faster performance, audit restored data
                  only.
               
               
               
            

            
            
            
            
               
                  
                  
                     Related tasks

                     
                     
                        	Auditing the volume inventory in a library
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