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About this publication

This publication provides overview, planning, installation, and user instructions for IBM Spectrum Protect
Plus.

Who should read this publication

This publication is intended for administrators and users who are responsible for implementing a backup
and recovery solution with IBM Spectrum Protect Plus in one of the supported environments.

Publications

The IBM Spectrum Protect product family includes IBM Spectrum Protect Plus, IBM Spectrum Protect
for Virtual Environments, IBM Spectrum Protect for Databases, and several other storage management
products from IBM®,

To view IBM product documentation, see IBM Documentation.
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Getting involved in product development

You can influence the future of IBM Storage products by sharing your insights with the design and
development teams. To get involved, join the sponsor user program or the beta program.

Sponsor user program

The IBM Storage sponsor user program allows you to work directly with designers and developers to
influence the direction of products that you use.

IBM invites you to share your experience and expertise. By joining the program, you can help us to
explore, and potentially implement, new product features that are important to you and your business.

Do you use an IBM Storage software product, such as IBM Spectrum Protect Plus?
Are you ready to share your vision?

Then sign up for the sponsor user program to participate in the product innovation process. In addition, as
a Sponsor user, you can preview upcoming storage releases and participate in beta programs to test new
product features.

To join the sponsor user program or to obtain additional information, complete the following form:

IBM Storage Sponsor User survey

Your information will remain confidential and will be used by the IBM design and development teams only
for product development purposes.

Beta program

The IBM Spectrum Protect Plus beta program gives you a first glance at upcoming product features and
a chance to influence design changes. You can test new software in your environment and have a direct
voice in the product development process.

The beta program attracts a broad range of participants, including customers, IBM Business Partners, and
IBM employees.

The program offers the following benefits:

Gain access to early code and evaluate new product features and enhancements
You get access to the beta code before general availability of the product release to determine
whether the new features and enhancements are a good fit for your organization. After the code is
downloaded, you can run and validate the new software in your environment. You can then identify
and resolve any concerns before the code is available, thus saving time and helping to prevent
production issues later. When the code becomes available, you are ready to install it and take
advantage of the new capabilities.

Interact with design and development teams
The product designers, architects, developers, and testers help to plan the beta release and support
its participants. These experts can assist you with resolving any issues.

Become an IBM reference customer
After your positive beta experience, IBM invites you to participate in the reference program. The IBM
marketing team helps you craft a message to let other potential beta testers know about your success
in adopting and using early code.

Contact and enrollment information

You can enroll by completing the IBM Spectrum Protect Plus Beta Program Signup Form.
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What's new in version 10.1.16

IBM Spectrum Protect Plus 10.1.16 introduces new features and updates.

For a list of new features and updates in previous versions, see IBM Spectrum Protect Plus updates.

If changes were made in the documentation, they are indicated by a vertical bar (]) in the margin.
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Chapter 1. IBM Spectrum Protect Plus overview

Dep

IBM Spectrum Protect Plus is a data protection and availability solution for virtual environments and
database applications that can be deployed in minutes and protect your environment within an hour.

IBM Spectrum Protect Plus can be implemented as a stand-alone solution or integrated with cloud
storage or a repository server such as an IBM Spectrum Protect server for long-term data storage.

loyment storyboard for IBM Spectrum Protect Plus

The deployment storyboard is designed to help you to successfully deploy IBM Spectrum Protect Plus in a
production environment.

The storyboard lists each task in the required sequence and provides links to task instructions, videos,
and guidelines in the IBM Spectrum Protect Plus Blueprints if applicable. The storyboard describes the
expected outcome of tasks so that you can verify your progress as you deploy the product.

Before you start, review the system requirements for your environment. For more information, see
technote 304861.

If you installed IBM Spectrum Protect Plus as a virtual appliance, see the stories in Table 1 and table
Table 2.

Tip: If IBM Spectrum Protect Plus is installed as a virtual appliance, the steps in Table 1 rely on the
information in the IBM Spectrum Protect Plus Blueprints and on the functioning of the Sizer tool.

Stories that reference the vSnap server apply only if a vSnap server is the primary backup storage
location. For information about the storage types that are available for workloads, see “Managing backup
storage” on page 139.

Table 1. IBM Spectrum Protect Plus installed as a virtual appliance

Story Procedure Expected outcome
Prepare for sizing | pownload the IBM Spectrum Protect Plus Blueprints. The You have the Sizer

your capacity download includes the Sizer Tool. Tool spreadsheet and
requirements by o o ) information you need to
downloading the For sizing guidelines, see Chapters 1-3 of the Blueprints. size your IBM Spectrum
Blueprints and Protect Plus capacity
the Sizer Tool requirements.
spreadsheet.
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Table 1. IBM Spectrum Protect Plus installed as a virtual appliance (continued)

Story Procedure

Expected outcome

Size the capacity | yse the Sizer to size the primary storage.
that is required

for the primary 1. Open the downloaded Sizer Tool spreadsheet and enable
storage in your macros. Save a copy of the spreadsheet to your local
environment. drive for primary storage.

2. Complete the Start Here sheet by specifying your choices
for global options for the primary storage.

3. Open the VMware tab and enter data for the vCenter
capacity that includes daily rate change and annual
growth.

4. Open the HyperV tab and enter data for your Hyper-V
capacity.

5. For each application that you are planning to use, open an
application tab and enter data for your capacity needs.

6. When all the data is entered, click the Sizing Results tab
to review the calculated results.

7. Set the preferred vSnap server size. To automatically
specify the value for the vSnap storage pool size, click
Automatic.

8. Enter the percentage of vSnap server reserve that
you require. This reserve is the percentage of the
vSnap server storage that is reserved for usage, restore
operations, and for any reuse.

9. Open IBM Spectrum Protect Plus, and navigate to System
Configuration > Global Preferences. Input the global
preferences percentages as shown in the Sizer Tool. Use
these percentages to set the following options:

- Target free space error (percentage)
- Target free space warning (percentage)

10. Review the results of the Sizer for your primary storage.
Save the Sizer, but leave it open for inputting settings that
are required for secondary storage.

The Sizer Tool
spreadsheet helps you
to calculate the sizing
information for primary
storage.

You saved a copy

of the Sizer sizing
spreadsheet. If capacity
requirements change,
you can update the
spreadsheet accordingly.

You also have details
about the required
number and size of
the vSnap servers and,
optionally, the number
of required VMware
vStorage API for Data
Protection proxies.

You have details about an
eight-year view of growth
based on your input

into the spreadsheet. You
set global preferences
for triggering warning
and errors from the
vSnap when it reaches a
specified threshold based
on percentage usage.
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Table 1. IBM Spectrum Protect Plus installed as a virtual appliance (continued)

Story

Procedure

Expected outcome

Size the capacity
that is required
for the secondary
storage in your
environment.

Use the Sizer to size the secondary storage by following these
steps. Refer to Chapter 5 of the Blueprints.

1. Download the sizing spreadsheet from the Blueprints page
and enable macros. Save a copy of the Sizer sheet to your
local drive for secondary storage.

2. If there are any values, reset the Sizer Tool spreadsheet by
clicking Click to reset.

3. Complete the Start Here sheet by specifying your choices
for global options for the secondary storage.

4. Go to the Results tab of the primary storage Sizer Tool
spreadsheet you previously saved. Copy the results that
are listed in the Replication workload table and enter the
values into the Optional Replication Input Workload table
on the Start Here tab of the secondary storage Sizer Tool
spreadsheet.

5. If you plan to protect application data, complete the
application tabs. For example, you can specify options for
copying data to object storage and replication policies.

6. Review the sizing results for your secondary storage. Save
and close both Sizer Tool spreadsheets.

You have the sizing

for the capacity for

the secondary storage

for your IBM Spectrum
Protect Plus environment.

You saved a copy

of the Sizer for the
secondary storage in your
environment. If anything
changes, you can alter the
Sizer and make changes
as required.

You also have details
about the vSnap server
quantity for each year, the
VADP proxy quantity, and
the size of each vSnap
server.

You have details of an
eight-year view of growth
based on your inputs into
the sizer. You set global
preferences for triggering
warning and errors from
the vSnap when it
reaches a percentage of
usage.

Install or upgrade
IBM Spectrum
Protect Plus by
using the ISO
image for the
version that you
require. If you
update the system
environment, a
new kernel is
installed, and a
restart is required.

Install IBM Spectrum Protect Plus, follow the instructions in
“Installing IBM Spectrum Protect Plus as a VMware virtual
appliance” on page 30 or “Installing IBM Spectrum Protect
Plus as a Hyper-V virtual appliance” on page 32.

IBM Spectrum Protect
Plus is installed.

Install or upgrade
the vSnap server
by using the ISO
image for the
version that you
require. If you

are using data
deduplication, the
vSnap server
restart can take up
to 15 minutes.

Install the vSnap server, follow the instructions in “Installing
a physical vSnap server” on page 35. If you are installing

a virtual vSnap server, follow the instructions in “Installing a
virtual vSnap server in a Hyper-V environment” on page 38.

The vSnap server is
installed. To verify that
the vSnap server is
installed, run the vsnap
show command.
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Table 1. IBM Spectrum Protect Plus installed as a virtual appliance (continued)

Story

Procedure

Expected outcome

Build the vSnap
server with
capacity that you
derived from sizing
by using the
Blueprints and the
Sizing Tool.

1. Create volumes and map vSnap devices.
2. Map volumes to VM cluster.

3. Refer to the steps for setting up a virtual or physical vSnap
server in the IBM Spectrum Protect Plus Blueprints.

The vSnap server is built.

Add log space.

Create a Linux® Multiple Device driver with three partitions

to store the vSnap server storage cache, cloud cache, and

log files. For the cloud cache, the capacity is set at 128 GB

by default. If you plan to copy data to the cloud, you must
increase the capacity. For physical vSnap servers copy data
to cloud storage, you must create the /opt/vsnap-data file
system with the required capacity.

For more information about this step, see Configuring a
physical vSnap server using storage software provided RAID,
and Chapter 7 Configuring Cloud Object Storage in the IBM
Spectrum Protect Plus Blueprints.

You have set up log space
for your virtual or physical
vSnap servers.

Table 2. Post Installation of IBM Spectrum Protect Plus as a virtual appliance

Story

Procedure

Expected outcome

Complete post
installation tasks.

After you install IBM Spectrum Protect Plus, complete post-
installation configuration tasks before you complete system
management tasks.

For more information and steps, see “Post installation tasks”
on page 22.

You are ready to complete
system management
tasks to configure your
IBM Spectrum Protect
Plus environment.

Register the vSnap
server.

Register the vSnap server. For more information and steps,
see “Registering a vSnap server as a backup storage provider”
on page 40.

The vSnap server is
registered and added to
IBM Spectrum Protect
Plus.

Initialize the vSnap
server.

After you install or upgrade IBM Spectrum Protect Plus,
and added vSnap servers, initialize the vSnap servers. For
information and steps, see “Completing a simple initialization’

on page 53.

Depending on your
choice, the vSnap server
is initialized with or
without encryption.

Configure the
vSnap server.

Configure vSnap server storage options such as adding
replication partners, see “Configuring backup storage options’

i

on page 44.

If you configured the
data replication feature,
replication partners are
set up.

(Optional)
Configure the
vSnap server as a
VADP proxy.

If you are using a VADP proxy to optimize data movement to
and from the vSnap server, you must register the vSnap server
as a VADP proxy. For more instructions, see “Registering a
VADP proxy on a vSnap server” on page 233.

The vSnap server is
configured as a VADP
proxy.
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Table 2. Post Installation of IBM Spectrum Protect Plus as a virtual appliance (continued)

Story

Procedure

Expected outcome

Set up the VMware
environment that
includes creating
a vCenter, and
registering a
hypervisor.

To protect VMware data, you must first set up a vCenter
Server. For instructions, see “Backing up and restoring
VMware data” on page 217. Ensure that the required vCenter
Server privileges are enabled. For more information about the
required privileges, see “Virtual machine privileges ” on page
220.

A vCenter is set up with
the required permissions
so that you can start to
protect VMware data.

Add users.

Add the users who will be required to use IBM Spectrum
Protect Plus. For more information, see “Creating a user
account for an individual user” on page 464 by using the Add
User form on the page.

The users are added and
granted permissions to
operate IBM Spectrum
Protect Plus.

Create a service
level agreement

Set up an SLA policy or policies for your IBM Spectrum Protect
Plus workloads. For more information about SLA policies, see

The SLA policies for your
IBM Spectrum Protect

(SLA) policy. Chapter 8, “Managing SLA policies for backup operations,” on | Plus workloads are set up
page 193. and you are ready to run
backup jobs.
Update global Administrators can edit the global preferences for all If global preferences are
preferences. operations such as deduplication or encryption. For more set, they apply to the

information about global preferences, see “Configuring global
preferences” on page 176.

entire IBM Spectrum
Protect Plus environment.

Video library

To learn more about the blueprints and other product features, see the IBM Spectrum Protect Plus video

library .

Product components

The IBM Spectrum Protect Plus solution is provided as a virtual appliance that includes storage and data
movement components.

Sizing component requirements: Some environments might require more instances of these
components to support greater workloads. For guidance about sizing, building, and integrating
components in your IBM Spectrum Protect Plus environment, see the IBM Spectrum Protect Plus

Blueprints.

The following are the base components of IBM Spectrum Protect Plus:

IBM Spectrum Protect Plus server
This component manages the entire system. The server consists of several catalogs that track various
system aspects such as restore points, configuration, permissions, and customizations. Typically,
there is one IBM Spectrum Protect Plus server in a deployment, even if the deployment is spread
across multiple locations.

Site

This component is an IBM Spectrum Protect Plus policy construct that is used to manage data
placement in the environment. A site can be physical, such as a data center, or logical, such as a
department or organization. IBM Spectrum Protect Plus components are assigned to sites to localize
and optimize data paths. A deployment always has at least one site per physical location. The
placement of backup data to a site is governed by service level agreement (SLA) policies.

If you are using a vSnap server as your primary backup storage location, the preferred method is to
localize data movement to sites by placing vSnap servers and VADP proxies together at a single site.
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vSnap server
This component is a pool of disk storage that receives data from production systems for data
protection or reuse. The vSnap server consists of one or more disks and can be scaled up (by adding
disks to increase capacity) or scaled out (by introducing multiple vSnap servers to improve overall
performance).

The vSnap server is the required primary backup storage location for most, but not all, workload types
in IBM Spectrum Protect Plus. For information about available primary backup storage by workload
type, see “Managing backup storage” on page 139.

In larger enterprise environments that use the vSnap server as the primary backup storage location,
additional vSnap servers might be required. Each site can include one or more vSnap servers.

vSnap pool
This component is the logical organization of disks into a pool of storage space, which is used by the
vSnap server component. This component is also referred to as a storage pool.

VADP proxy
This component is responsible for moving data from vSphere data stores to provide protection for
VMware virtual machines and is required only for protection of VMware resources. Each site can
include one or more VADP proxies.

User interfaces

IBM Spectrum Protect Plus provides the following interfaces for configuration, administrative, and
monitoring tasks:

IBM Spectrum Protect Plus user interface
The IBM Spectrum Protect Plus user interface is the primary interface for configuring, administering,
and monitoring data protection operations.

A key component of the interface is the dashboard, which provides summary information about the
health of your environment. For more information about the dashboard, see “Product dashboard” on

page 9.
The menu bar in the user interface contains the following items:
Item Description
IBM Spectrum Protect icon This icon opens IBM Spectrum Protect
Operations Center to provide expanded data
o protection. This icon is active only when the

URL is entered in the IBM Spectrum Protect
Operations Center URL preference field on
the Global Preferences page. For information
about this preference, see “Configuring global
preferences” on page 176.

Alerts icon This icon opens the Alerts window. For more
information about alerts, see “Alerts” on page
10.

Help icon This icon opens the online help system.
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Item Description

User menu This menu shows the name of the user who
e is logged on. The menu provides access to
product information and what's new, quick start,

and API documentation. You can also use this
menu to complete tasks such as accessing logs
and testing connections between IBM Spectrum
Protect Plus and nodes.

If you are logged on to IBM Spectrum Protect
Plus as the superuser, you also use this

menu to manage Transport Layer Security (TLS)
certificates and the product license.

The IBM Spectrum Protect Plus superuser is the
user who is assigned the SUPERUSER role. There
is only one IBM Spectrum Protect Plus superuser.
For more information about the superuser, see
“Managing the superuser account” on page 466.

Depending on the browser window size, the navigation panel might push the main panel to the side
for larger browser window sizes. For smaller browser window sizes, the navigation pane might overlap
the main pane. You can click the collapse icon to collapse the navigation pane.

Restriction: The IBM Spectrum Protect Plus product does not follow International Components for
Unicode (ICU) collation sorting for menus. Therefore, menus appear in code point order. In some
languages, letters are sorted differently from code point order. As such, the sorted order of characters
and words as they appear in menus when using these languages will appear out of expected order.

vSnap command-line interface
The vSnap command-line interface is a secondary interface for administering some data protection
tasks. Run the vsnap command to access the command-line interface. The command can be invoked
by the user ID sexrveradmin or any other operating system user who has vSnap administrator
privileges.

Administrative console
The administrative console is available when IBM Spectrum Protect Plus is installed as a virtual
appliance. The administrative console is used to complete administrative tasks such as updating,
starting and stopping IBM Spectrum Protect Plus, resetting the credentials for the superuser account,
changing the time zone for the application, and configuring network settings.

To log on to the administrative console, you can use the IBM Spectrum Protect Plus superuser account
or the serveradmin user. The serveradmin user is used only to access the administrative console
and the IBM Spectrum Protect Plus virtual appliance and is required in the following situations:

« To log on to the IBM Spectrum Protect Plus virtual appliance operating system when working with
IBM Support.

- To log on to the administrative console to complete tasks such a resetting the credentials for the
superuser account. For example, when the password for the superuser account is lost.

You cannot use the serveradmin user to log on to the IBM Spectrum Protect Plus.

Example VMware deployment

The following figure shows IBM Spectrum Protect Plus deployed in two active locations. Each location has
inventory that requires protection. Location 1 has a vCenter server and two vSphere datacenters (and an
inventory of virtual machines) and Location 2 has a single datacenter (and a smaller inventory of virtual
machines).
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The IBM Spectrum Protect Plus server is deployed in only one of the sites. VADP proxies and vSnap
servers (with their corresponding disks) are deployed in each site to localize data movement in the
context of the protected vSphere resources.

Bidirectional replication is configured to take place between the vSnap servers at the two sites.

Location 1
vCenter Datacenter

@ Datacenter

Primary Site Secondary Site
rO\l IBM Spectrum

Protect Plus server

@ VADP proxy @ VADP proxy @ VADP proxy

@ vSnap server @ vSnap server Replicate @ vSnap server
-—»

Location 2

Datacenter

Figure 1. IBM Spectrum Protect Plus deployment across two geographical locations

Overview of the serveradmin user account

The serveradmin user account is a system user account that is a preconfigured on IBM Spectrum
Protect Plus and the vSnap server. It is used to manage both virtual appliances deployed in VMware and
Microsoft Hyper-V environments.

The serveradmin account can be used to authenticate to the IBM Spectrum Protect Plus virtual
appliance administrative console, the virtual console and using secure shell (SSH). It can also be used
to access the vSnap server through the virtual console and using SSH. The initial password for the
serveradmin user account is sppDP758-SysXyz. When authenticating using the serveradmin user
account for the first time through the administrative console, the virtual console, or via SSH, you will be
prompted to set a new password. For default configuration, the sexrveradmin user account password
policy has these characteristics:

- The password for the user account does not expire.
» The user account is not locked after a number of failed attempts.

This may not be suitable for some environments. To harden the serveradmin user account password
policy for IBM Spectrum Protect Plus and the vSnap server, the configuration for the account must be
updated in the underlying Red Hat Enterprise Linux (RHEL) system.

Before modifying the serveradmin user account password properties, consider these statements:

« OnvSnap servers, the operating system credentials are used for authenticating management requests
from IBM Spectrum Protect Plus and for authenticating access to SMB/CIFS file shares during backup
and restore operations. If you enable and configure password aging and then later change an operating
system password when it expires, the change can cause interruptions to routine IBM Spectrum Protect
Plus operations. Use command vsnap user update tochange the operating system password for an
account that has been used to register the vSnap server into IBM Spectrum Protect Plus. This ensures
passwords used for application programming interface (API) access and SMB/CIFS access stay in sync
with the operating system password.

Note: Even if you have changed the password using other means, repeat the change by running vsnap
user update onthe vSnap server.

8 IBM Spectrum Protect Plus: Installation and User's Guide



- In IBM Spectrum Protect Plus, edit the registration of the vSnap server to update the credentials to
specify the new password.

« On IBM Spectrum Protect Plus and vSnap servers, if you enable account locking for the serveradmin
account, you may be unable to log in to the appliance if there are too many failed attempts. Depending
on how you configure the account locking, the access should unlock after a certain amount of time has
passed.

« You may want to log in and reset the serveradmin account password without waiting for the
configured time to pass. This can be done through using the root account. By default on IBM Spectrum
Protect Plus and vSnap server OVAs, the root account can only be accessed through the virtual console
and the password for the account is unknown. The root account password must first be reset in order
to reset the serveradmin account password. For more information, see “Resetting the serveradmin
password” on page 190.

Product dashboard

The IBM Spectrum Protect Plus dashboard summarizes the health of your virtual environment in three
sections: Jobs and Operations, Destinations, and Coverage.

Jobs and Operations
The Jobs and Operations section shows a summary of job activities for a selected time period. Select the
time period from the drop-down list. The following information is shown in this section:

Currently Running
The Currently Running section shows the total number of jobs that are running and the percentage
of central processor unit (CPU) usage in the IBM Spectrum Protect Plus virtual appliance. This
percentage is refreshed every 10 seconds.

To view detailed information about running jobs, click View.

History
The History section shows the total number of jobs that were completed within the selected time
period. This number does not include running jobs.

This section also shows the success rate for jobs over the selected time period. The success rate is
calculated by using the following formula:

100 x Successful Jobs / Total Jobs = Success Rate
Completed jobs are shown by job status:

Successful
The number of jobs that were completed with no warnings or critical errors.

Failed
The number of jobs that failed with critical errors or that failed to be completed.

Warning
The number of jobs that were partially completed, skipped, or otherwise resulted in warnings.

To view detailed information job history information, click View.

Destinations

The Destination section shows a summary of the devices that are used for backup operations. The
following information is shown in this section:

Capacity Summary
The Capacity Summary section shows the current usage and availability of the vSnap servers that are
available to IBM Spectrum Protect Plus.

To view information about vSnap servers, click View.

Device Status
The Device Status section shows the total number of devices that are available for use.
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The number of devices that are offline or otherwise unavailable is shown in the Inactive field.
The number of devices that are at capacity is shown in the Full field.

Data Reduction
The Data Reduction section shows data deduplication and data compression ratios.

The data deduplication ratio is the amount of data that is protected compared with the physical space
that is required to store the data after duplicates are removed. This ratio represents space savings
achieved in addition to the compression ratio. If deduplication is disabled, this ratio is 1.

Coverage

The Coverage section shows a summary of the resources that are inventoried by IBM Spectrum Protect
Plus and the service level agreement (SLA) policies that are assigned to the resources. The following
information is shown in this section:

Source Protection
The Source Protection section shows the total number of source resources, such as virtual machines
and application servers, that are inventoried in the IBM Spectrum Protect Plus catalog. The number of
protected and unprotected resources are shown.

This section also shows the ratio of resources that are protected in IBM Spectrum Protect Plus to the
total resources, expressed as a percent.

Policies
The Policies section shows the total number of SLA policies with associated protection jobs.

This section also shows the three SLA policies that have the highest count assigned resources.
To view detailed information about all SLA policies, click View.

Alerts

The Alerts menu displays current and recent warnings and errors in the IBM Spectrum Protect Plus
environment. The number of alerts is displayed in a red circle, indicating that alerts are available to view.

Click the Alerts menu to view the alerts list. Each item in the list includes a status icon, a summary of the
alert, the time the associated warning or error occurred, and a link to view associated logs.

The alert list can include the following alert types:
Alert types

Job failed
Is displayed when a job fails.

Job partially succeeded
Is displayed when a job partially succeeds.

System disk space low
Is displayed when the amount of free disk space is 10% or less.

vSnap storage space low
Is displayed when the amount of free disk space is 10% or less.

System memory low
Is displayed when memory usage exceeds 95%.

System CPU usage high
Is displayed when processor usage exceeds 95%.

Hypervisor VM not found
Is displayed when the VM is not found.

Replication storage snapshot locked exception
Is displayed when the replication storage snapshot is locked. Increase replication retention or
increase the replication frequency policy.
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Copy storage snapshot locked exception
Is displayed when the most recently copied storage snapshot is locked. Increase copy retention or
increase the copy frequency policy.

SQL log backup failure
Is displayed when log backup fails for a database.

SQL log SMO backup failure
Is displayed when there is a Server Management Object transaction log backup failure.

SQL log size too large
Is displayed when the transaction log size is larger than space available on disk.

Disabled deduplication on storage
Is displayed when deduplication gets disabled and displays the IP of the storage server. This will
occur when the vSnap auto disable deduplication table (DDT) option is enabled and the defined
size or percentage threshold is exceeded.

Role-based access control

Role-based access control defines the resources and permissions that are available to IBM Spectrum
Protect Plus user accounts.

Role-based access provides users with access to only the features and resources that they require. For
example, a role can allow a user to run backup and restore jobs for virtualized systems, but does not allow
the user to complete administrative tasks such as creating or modifying user accounts.

To complete the tasks that are described in this documentation, the user must be assigned a role that
has the required permissions. Ensure that your user account is assigned a role that has the required
permissions before you start the task.

To set up and manage user access, see Chapter 15, “Managing user access,” on page 453.

Creating a superuser account with the SUPERUSER role

The SUPERUSER role provides the user with access to all IBM Spectrum Protect Plus functions. The
SUPERUSER role can be assigned to only one account and that account is referred to as the superuser
account.

The IBM Spectrum Protect Plus administrator is prompted to create the superuser account the first time
that the administrator logs on to IBM Spectrum Protect Plus. This account is automatically assigned the
SUPERUSER role.

For the steps required to set the username and password for the superuser account, see “Start IBM
Spectrum Protect Plus” on page 98.

To manage the superuser account after it is created, see “Managing the superuser account” on page 466.

Security

Security features are provided to ensure secure communication between the IBM Spectrum Protect Plus
server and the IBM Spectrum Protect Plus agents for the data that you want to protect. The security
method that is used depends on the agent.

Security for file system, cloud management system, and database agents

File system, cloud management system, and database agents use one of the following security
verification methods. The security verification method depends on the operating system for the agent.

Linux operating systems
Provide a Secure Shell (SSH) key that matches the key of the certificate on the resource host.
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Windows operating systems
Provide a Secure Sockets Layer (SSL) certificate thumbprint that matches the thumbprint of the
certificate on the resource host.

For instructions about setting the security option for file systems, cloud management systems, and
databases, see the topics for adding resources in Chapter 10, “Protecting file systems,” on page 271, ,
and Chapter 11, “Protecting databases,” on page 285.

Incremental forever backup strategy

IBM Spectrum Protect Plus provides a backup strategy called incremental forever. Rather than scheduling
periodic full backup jobs, this backup solution requires only one initial full backup to the vSnap server.
Afterward, an ongoing sequence of incremental backup jobs occurs.

All subsequent backup jobs back up only new or changed data from the selected resources. The backups
are then reconstructed at each point in time that a backup is performed, making it possible to recover
data from any single backup point.

The incremental forever backup solution provides the following advantages:

« Reduces the amount of data that goes across the network

« Reduces data growth because all incremental backups contain only the blocks that changed since the
previous backup

« Reduces the duration of backup jobs

The IBM Spectrum Protect Plus incremental forever backup process creates a snapshot of selected
resources. The resources that are backed up depends on the agent type.

Virtualized systems
You can back up resource data for the following virtualized systems.

VMware vCenter server instances
Back up resources such as virtual machines (VMs), datastores, folders, vApps, and datacenters.
For more information about VMware backup operations, see “Backing up VMware data” on page
224,

Microsoft Hyper-V server instances
Back up resources such as VMs, virtual hard disks (VHDX), and VHDX files. For more information
about Hyper-V backup operations, see “Backing up Hyper-V data” on page 249.

File systems
You can back up the directories and files that are associated with physical and virtualized Windows file
system servers. For more information about Windows file system backup operations, see “Windows
file systems ” on page 271

Databases
You can back up database files for the following databases. You can also backup the database logs
for some databases, which enables you to select point-in-time restore options and recovery options
when you create a restore job.

Db2°

For more information about Db2 backup operations, see “Backing up Db2 data” on page 292.
Oracle

For more information about Oracle backup operations, see “Backing up Oracle data” on page 377.
MongoDB

For more information about MongoDB operations, see “MongoDB ” on page 350.

Microsoft Exchange Server
For more information about Exchange Server backup operations, see “Backing up Exchange
databases” on page 312.
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Microsoft SQL Server
For more information about SQL Server backup operations, see “Backing up SQL Server data” on
page 390.

SAP HANA
For more information about SAP HANA operations, see “SAP HANA ” on page 402.

Backup for Amazon EC2

Incremental forever backup operations are not used for Amazon EC2. The backup strategy for these
resources is dependent on the resource type.

Amazon EC2 instances
For information about the backup configuration for Amazon EC2 instances, see “Backing up and
restoring Amazon EC2 data” on page 261.

Replicate backup-storage data

When you enable replication of backup data, data from one vSnap server is asynchronously replicated to
another vSnap server. For example, you can replicate backup data from a vSnap server on a primary site
to a vSnap server on a secondary site.

Enabling replication of backup-storage data
Enable backup-storage data replication by taking the following actions:

1. Establish a replication partnership between vSnap servers. Replication partnerships are established
in the Manage pane of a registered vSnap server. In the Configure Storage Partners section,
select another registered vSnap server as a storage partner to serve as the target of the replication
operations.

Ensure that the pool on the partner server is sufficiently large enough to hold replicated data from the
primary server's pool.

2. Enable replication of backup-storage data. The replication feature is enabled by using backup policies,
which are also referred to as service level agreement (SLA) policies.

These policies define parameters that are applied to backup jobs, including the frequency of backup
operations and the retention policy for the backups. For more information about SLA policies, see
Chapter 8, “Managing SLA policies for backup operations,” on page 193.

You can define the backup storage replication options in the Operational Protection > Replication
Policy section of an SLA policy. Options include the frequency of the replication, the target site, and
the retention of the replication.

Considerations for enabling replication of backup-storage data

Review the considerations for enabling replication of backup-storage data:

« In environments that contain more than one vSnap server, all of the vSnap servers must have a
partnership established.

« If your environment includes a mixture of encrypted and unencrypted vSnap servers, select Only use
encrypted disk storage to replicate data to encrypted vSnap servers. If this option is selected and no
encrypted vSnap servers are available, the associated job will fail.

- To create one-to-many replication scenarios, where a single set of backup data is replicated to multiple
vSnap servers, create multiple SLA policies for each replication site.
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Copying snapshots to secondary backup storage

If your primary backup storage is a vSnap server, you can copy snapshots from the primary backup
storage to secondary storage for longer-term data protection. Secondary storage is not available for

container data that is backed up to cloud storage.

The following secondary backup storage targets are available for copy operations:

« IBM Cloud® Object Storage (including IBM Cloud Object Storage Systems)

« Amazon Simple Storage Service (Amazon S3)
Microsoft Azure

an IBM Spectrum Protect server)

Repository servers (for the current release of IBM Spectrum Protect Plus, the repository server must be

These targets support the following storage types. The storage type that you use depends on factors such
as your recovery time and security goals.

Standard object storage

Standard object storage is a method of storing data in which data is stored as discrete units, or
objects, in a storage pool or repository that does not use a file hierarchy but that stores all objects at
the same level.

Standard object storage is an option when you copy snapshot data to an IBM Spectrum Protect server
or a cloud storage system. When snapshot data is copied to standard object storage, only the most
recent backup is copied. Previous backups are not transferred during cloud copy operations.

Copying snapshots to standard object storage is useful if you want relatively fast backup and recovery
times and do not require the longer-term protection, cost, and security benefits that are provided by
tape or cloud archive storage.

Tape or cloud archive storage

Tape storage means that data is stored on physical tape media or in a virtual tape library (VTL). Tape
storage is an option when you copy snapshot data to an IBM Spectrum Protect server.

Cloud archive storage is long-term storage method that copies data to one of the following storage
services: Amazon Glacier, IBM Cloud Object Storage Archive Tier, or Microsoft Azure Archive.

When you copy snapshot data to tape or to a cloud storage system, a full copy of the data is created.

Copying snapshots to tape or cloud object archive storage provides extra cost and security benefits.
By storing tape volumes at a secure, offsite location that is not connected to the internet, you can help
to protect your data from online threats such as malware and hackers. However, because copying to
these storage types requires a full data copy, the time required to copy data increases. In addition, the
recovery time can be unpredictable and the data might take longer to process before it is usable.

When you are copying data to tape from IBM Spectrum Protect Plus to the IBM Spectrum Protect
server, it is not a good idea to use the IBM Spectrum Protect tiering function. If you are archiving data
to tape, you must use a cold cache storage pool. For more information about tiering, see “How do I
tier data to tape or cloud storage? ” on page 473. For different scenarios and more information about
how to set up storage, see “Configuration for copying or archiving data to IBM Spectrum Protect” on
page 148.

Adding secondary backup storage and creating backup policies

To copy snapshots to secondary storage, the following actions are required:

Action How to

To copy snapshots to a repository server See “Configuration for copying or archiving data

to IBM Spectrum Protect” on page 148 and
“Registering a repository server as a backup
storage provider” on page 159.

Set up IBM Spectrum Protect Plus as an object
client in the IBM Spectrum Protect server
environment.

Add the storage to IBM Spectrum Protect Plus.
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Action

How to

To copy snapshots to cloud storage, add the
storage to IBM Spectrum Protect Plus.

Follow the instructions for your selected storage
type:
« “Adding Amazon S3 Object Storage” on page 141

« “Adding IBM Cloud Object Storage as a backup
storage provider” on page 143

« “Adding Microsoft Azure cloud storage as a
backup storage provider” on page 144

« “Registering a repository server as a backup
storage provider” on page 159

Create a backup policy that includes the storage.

See “Create backup policies” on page 100.

Example deployments

The following figure shows IBM Spectrum Protect Plus deployed in two active locations. Each location has
inventory that requires protection. Location 1 has a vCenter server and two vSphere datacenters (and an
inventory of virtual machines) and Location 2 has a single datacenter (and a smaller inventory of virtual

machines).

The IBM Spectrum Protect Plus server is deployed in only one of the sites. VADP proxies and vSnap
servers (with their corresponding disks) are deployed in each site to localize data movement in the

context of the protected vSphere resources.

Bi-directional replication is configured to take place between the vSnap servers at the two sites.

Snapshots are copied from the vSnap server at the secondary site to cloud storage for long-term data

protection.

Location 1

Location 2

IBM Spectrum Protect Plus

vCenter @ Datacenter

Primary Site

IBM Spectrum
Protect Plus server

@ VVADP proxy @ VADP proxy
@ vSnap server @ vSnap server

Amazon 53

IBM Cloud Object Storage Service
1BM Cloud Object Storage System

Microsoft Azure Blob Storage

@ Datacenter

Secondary Site

@ VADP proxy

Data copy v\
@ vSnap server

Replicate

»

Figure 2. IBM Spectrum Protect Plus deployment across two geographical locations with copy to cloud

storage

The following figure shows the same deployment as the previous figure.

However, in this deployment, snapshots are copied from the vSnap server at the secondary site to IBM

Spectrum Protect for long-term data protection.
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Location 1 Location 2

vCenter Datacenter

@ Datacenter

Primary Site Secondary Site

IBM Spectrum
Protect Plus server

IBM Spectrum Protect

@ VADP proxy @ VADP proxy
Data copy v\
@ vSnap server @ vSnap server @ vSnap server

Replicate

@ VADP proxy

A

Figure 3. IBM Spectrum Protect Plus deployment across two geographical locations with copy to IBM
Spectrum Protect

Related concepts

“Managing backup storage” on page 139

AlLIBM Spectrum Protect Plus environments must include a primary backup storage location for workload
snapshots.

IBM Spectrum Protect Plus on IBM Cloud

IBM Spectrum Protect Plus is available as a software offering in the IBM Cloud catalog or as an IBM Cloud
for VMware Solutions service.

IBM Spectrum Protect Plus on-premises supports both VMware and Hyper-V environments. However,
IBM Spectrum Protect Plus on IBM Cloud does not support Hyper-V environments.

This documentation includes topics about features that are specific to Hyper-V. These features are not
available if you are using IBM Spectrum Protect Plus on IBM Cloud.

The current version of IBM Spectrum Protect Plus and IBM Spectrum Protect Plus on IBM Cloud might not
be the same.

If you want to use the current version of IBM Spectrum Protect Plus on IBM Cloud, follow the instructions
in Chapter 5, “Updating IBM Spectrum Protect Plus components,” on page 83 to complete an upgrade.

IBM Spectrum Protect Plus as a software offering on IBM Cloud
IBM Spectrum Protect Plus is available as a software offering in the IBM Cloud catalog.
You can deploy IBM Spectrum Protect Plus in one of the following configurations:

All-on-cloud environment
In this configuration, both the IBM Spectrum Protect Plus server and the vSnap server are deployed
in IBM Cloud on an existing VMware environment. An on-premises IBM Spectrum Protect Plus server
and a VMware or Microsoft Hyper-V infrastructure are not required.

This option might benefit new IBM Spectrum Protect Plus users who want to protect VMware or
database applications on IBM Cloud, or existing users who are using a hybrid cloud configuration and
want move to an all-on-cloud configuration.

Hybrid environment
In this configuration, only the vSnap server is deployed in IBM Cloud on an existing VMware
environment. The IBM Spectrum Protect Plus server is installed and maintained on-premises. This
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option might benefit existing IBM Spectrum Protect Plus users who want to continue protecting
workloads that are running on premises and in the cloud environment. In addition to backup and
recovery operations, you can also use a hybrid environment to replicate and reuse data between your
on-premises location and IBM Cloud for more data protection. For example, you might want to use
data that is protected at your on-premises site on IBM Cloud for DevOps, quality assurance, testing,
and disaster recovery purposes.

Deploying IBM Spectrum Protect Plus on IBM Cloud

The IBM Spectrum Protect Plus server and vSnap server installation files are provided on separate tiles in
the IBM Cloud catalog.

Follow the instructions that are provided on the Create tab of the tile to install each server.

For videos and detailed information about IBM Cloud, see the IBM Cloud documentation.

IBM Spectrum Protect Plus as a VMware service on IBM Cloud
IBM Spectrum Protect Plus is available as an IBM Cloud for VMware Solutions service.

IBM Cloud for VMware Solutions enables you to integrate or migrate your on-premises VMware workloads
to the IBM Cloud by using the scalable IBM Cloud infrastructure and VMware hybrid virtualization
technology.

IBM Cloud for VMware Solutions provides the following major benefits:

Global reach
Expand your hybrid cloud footprint to a maximum of 30 enterprise-class IBM Cloud datacenters
around the world.

Streamlined integration
Use the streamlined process to integrate the hybrid cloud with the IBM Cloud infrastructure.

Automated deployment and configuration
Deploy an enterprise-class VMware environment with on-demand IBM Cloud Bare Metal Servers and
virtual servers by using automated deployment and configuration of the VMware environment.
Simplification
Use a VMware cloud platform without identifying, procuring, deploying, and managing the underlying
physical compute, storage, and network infrastructure, and software licenses.

Expansion and contraction flexibility
Expand and contract your VMware workloads according to your business requirements.

Single management console
Use a single console to deploy, access, and manage the VMware environments on IBM Cloud.

For more information

For information about how to order, install, and configure IBM Spectrum Protect Plus as a IBM Cloud for
VMware Solutions service, see Managing IBM Spectrum Protect Plus overview.

IBM Spectrum Protect Plus on the AWS cloud platform

IBM Spectrum Protect Plus on the Amazon Web Services (AWS) cloud platform is a data protection
solution for users who want to protect databases that are running on AWS. In addition, users can protect
virtual machines that are managed by VMware Cloud (VMC) on AWS while having the IBM Spectrum
Protect Plus server installed on VMC and the vSnap server installed on an AWS Virtual Private Cloud
(VPC).

You can deploy IBM Spectrum Protect Plus on AWS in one of the following configurations. Support for
VMC on AWS is available only in a hybrid environment. For more information about support for VMC on
AWS, see IBM Spectrum Protect Plus for VMware Cloud on AWS.
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All-on-cloud environment
In this configuration, both the IBM Spectrum Protect Plus server and the vSnap server are deployed in
AWS on an existing or new VPC. An on-premises IBM Spectrum Protect Plus server and a VMware or
Microsoft Hyper-V infrastructure are not required.

This option might benefit new IBM Spectrum Protect Plus users who want to protect databases on
AWS and do not have IBM Spectrum Protect Plus running in an on-premises environment.

Hybrid environment
In this configuration, only the vSnap server is deployed in AWS on an existing or new VPC. The IBM
Spectrum Protect Plus server is installed and maintained on premises or another location. This option
might benefit existing IBM Spectrum Protect Plus users who want to continue protecting workloads
that are running on premises and in the cloud environment.

In addition to backup and recovery operations, you can also use a hybrid environment to replicate and
reuse data between your on-premises location and AWS for additional data protection. For example,
you might want to use data that is protected at your on-premises site on AWS for DevOps, quality
assurance, testing, and disaster recovery purposes.

Notice: Starting with IBM Spectrum Protect Plus 10.1.14, the IBM Spectrum Protect Plus deployment on
AWS cloud offering is no longer available for purchase.

Deploying IBM Spectrum Protect Plus to AWS

The IBM Spectrum Protect Plus page on AWS Marketplace provides the AWS CloudFormation templates
that are required to deploy the IBM Spectrum Protect Plus server and vSnap server in AWS as well

as pricing, usage, and support information. Follow the instructions on this page and the IBM Spectrum
Protect Plus on the AWS Cloud Deployment Guide to set up your on-premises and AWS environments.

The IBM Spectrum Protect Plus on AWS deployment includes IBM Spectrum Protect Plus version 10.1.6.
If you want to use the current version of IBM Spectrum Protect Plus, follow the instructions in Chapter 5,
“Updating IBM Spectrum Protect Plus components,” on page 83 to complete an upgrade.

IBM Spectrum Protect Plus on the Microsoft Azure cloud platform

IBM Spectrum Protect Plus on the Microsoft Azure cloud platform is a data protection solution for users
who want to protect one or more databases that are running on Azure.

IBM Spectrum Protect Plus on Azure protects the following databases and file systems that are running
on Azure:

-« IBMDb2

« Microsoft SQL Server

 Microsoft Exchange Server

« Oracle

« MongoDB

 Microsoft 365

« Microsoft Windows Resilient® File System (RefS) and New Technology File System (NTFS)

You can deploy IBM Spectrum Protect Plus on Azure in one of the following configurations:

All-on-cloud environment
In this configuration, both the IBM Spectrum Protect Plus server and the vSnap server are deployed in
Azure on an existing or new Virtual Network (VNet).

This option might benefit new IBM Spectrum Protect Plus users who want to protect databases on
Azure and do not have IBM Spectrum Protect Plus running in an on-premises environment.

Hybrid environment
In this configuration, only the vSnap server is deployed in Azure on an existing or new VNet. The IBM
Spectrum Protect Plus server is installed and maintained on premises or another location. This option
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might benefit existing IBM Spectrum Protect Plus users who want to continue protecting workloads
that are running on premises and in the cloud environment.

In addition to backup and recovery operations, you can also use a hybrid environment to replicate and
reuse data between your on-premises location and Azure for additional data protection. For example,
you might want to use data that is protected at your on-premises site on Azure for DevOps, quality
assurance, testing, and disaster recovery purposes.

Deploying IBM Spectrum Protect Plus on Microsoft Azure

Follow the instructions in the IBM Spectrum Protect Plus on Microsoft Azure Deployment Guide to deploy
IBM Spectrum Protect Plus on Azure.

Integration with IBM Cloud Pak for Multicloud Management

IBM Spectrum Protect Plus integrates with IBM Cloud Pak for Multicloud Management 2.2 or later to
provide data protection for the virtual machine, and database applications in an IBM Cloud Pak for
Multicloud Management environment.

IBM Cloud Pak for Multicloud Management is an open, hybrid cloud management platform that runs on
the Red Hat® OpenShift® platform.

IBM Cloud Pak for Multicloud Management enables organizations to securely manage diverse applications
in a hybrid cloud environment. IBM Cloud Pak for Multicloud Management provides a single control point
for deploying, managing, and securing your application workloads.

For more information about IBM Cloud Pak for Multicloud Management, see the product information and
demo on the IBM Cloud Pak for Multicloud Management product page.

Architecture

IBM Cloud Pak for Multicloud Management is installed on an OpenShift hub cluster. IBM Spectrum Protect
Plus is a partner product that is installed by using an OpenShift operator on the hub cluster.

You must have IBM Cloud Pak for Multicloud Management installed on the hub cluster prior to installing
the OpenShift operator for IBM Spectrum Protect Plus.

For instructions about installing IBM Cloud Pak for Multicloud Management, go to the online product
documentation, select the product version, and navigate to the installation instructions.

Starting IBM Spectrum Protect Plus from IBM Cloud Pak for Multicloud Management

To start IBM Spectrum Protect Plus from IBM Cloud Pak for Multicloud Management, click IBM Spectrum
Protect Plus on the Administer menu. The IBM Spectrum Protect Plus login page opens on a separate
tab of the browser window.
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Chapter 2. Installation overview

You can install IBM Spectrum Protect Plus as a VMware or Microsoft Hyper-V virtual appliance.

Installing as a virtual appliance

IBM Spectrum Protect Plus is installed on a VMware or Microsoft Hyper-V virtual appliance. The virtual
appliance contains the application and catalogs, which manage data protection. Maintenance tasks are
completed in vSphere Client or Hyper-V Manager, by using the IBM Spectrum Protect Plus command line,
or in the web-based administrative console.

For more information about installing IBM Spectrum Protect Plus as as a virtual appliance, see “Overview
of IBM Spectrum Protect Plus virtual appliance deployment” on page 29.

Installation prerequisites

Before you start the installation process, ensure that your environment meets the prerequisites that are
provided in the following documents:

« IBM Spectrum Protect Plus Blueprints

« “Deployment storyboard for IBM Spectrum Protect Plus” on page 1

« “System requirements ” on page 21

System requirements

Before you install IBM Spectrum Protect Plus, review the hardware and software requirements for the
product and other components that you plan to install in the storage environment.

For the system requirements, see technote 304861.

To determine how to size, build, and place the components that are listed in the specifications in your IBM
Spectrum Protect Plus environment, see the IBM Spectrum Protect Plus Blueprints.

Component requirements

IBM Spectrum Protect Plus support for third-party platforms, applications, services, and hardware
depend on the third-party vendors. When a third-party vendor product or version enters extended
support, self-serve support, or end of life, IBM Spectrum Protect Plus supports the product or version
at the same level as the vendor.

For the component system requirements, see technote 7107763.

Hypervisor (Microsoft Hyper-V and VMware) and cloud instance (Amazon
EC2) backup and restore requirements

To help ensure that backup and restore operations for virtualized systems can run successfully, your
system must meet hardware and software requirements.

For Hypervisor (Microsoft Hyper-V and VMware) and cloud instance (Amazon EC2) system requirements,
see technote 7107764.

File indexing and restore requirements

To help ensure that file indexing and restore operations can run successfully, your system must meet
hardware and software requirements.

For file indexing and restore system requirements, see technote 7107765.
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File system requirements

To help ensure that backup and restore operations for file systems can run successfully, your system must
meet hardware and software requirements.

For file system requirements, see technote 7107829.

Db2 requirements

To help ensure that backup and restore operations for databases can run successfully, your system must
meet hardware and software requirements.

For Db2 system requirements, see technote 7107771.

Microsoft Exchange Server requirements

To help ensure that backup and restore operations for Microsoft Exchange application servers can run
successfully, your system must meet hardware and software requirements.

For Microsoft Exchange Server system requirements, see technote 7107783.

MongoDB requirements

To help ensure that backup and restore operations for databases can run successfully, your system must
meet hardware and software requirements.

For MongoDB system requirements, see technote 7107776.

Oracle Server database backup and restore requirements

To help ensure that backup and restore operations for databases can run successfully, your system must
meet hardware and software requirements.

For Oracle Server database system requirement, see technote 7107768.

Microsoft SQL Server database backup and restore requirements

To help ensure that backup and restore operations for databases can run successfully, your system must
meet hardware and software requirements.

For Microsoft SQL Server system requirements, see technote 7107782.

SAP HANA requirements

To help ensure that backup and restore operations for databases can run successfully, your system must
meet hardware and software requirements.

For SAP HANA system requirements, see technote 7107767.

Post installation tasks

After you install IBM Spectrum Protect Plus, complete post-installation configuration tasks before you
complete system management tasks.

Some tasks are applicable only to one type of installation: virtual appliance or as a set of OpenShift
containers. Where this situation occurs, it is noted in the topic.
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Assigning a static IP address

If IBM Spectrum Protect Plus is installed as a virtual appliance, a network administrator can assign a
new static IP address by using the NetworkManager Text User Interface (nmtui) tool. Sudo privileges are
required to run nmtui.

Procedure

To reassign a new static IP address, ensure that the IBM Spectrum Protect Plus virtual machine is
powered on and complete the following steps:

1. Log on to the virtual machine console with the user ID serveradmin.

The initial password is sppDP758-SysXyz. You are prompted to change this password during the
first logon. Certain rules are enforced when creating a new password. For more information, see the
password requirement rules in “Start IBM Spectrum Protect Plus” on page 98.

. From a Red Hat Enterprise Linux (RHEL) command line, enter nmtui to open the interface.

. From the main menu, select Edit a connection, and then click OK.

. Select the network connection, then click Edit.

. On the Edit Connection screen, enter an available static IP address that is not already in use.

. Save the static IP configuration by clicking OK, then restart the IBM Spectrum Protect Plus appliance.

ool WDN

Related tasks

“Installing IBM Spectrum Protect Plus as a VMware virtual appliance” on page 30

To install IBM Spectrum Protect Plus in a VMware environment, deploy an Open Virtualization Format
(OVF) template. Deploying an OVF template creates a virtual appliance containing the application on a
VMware host such as an ESXi server.

“Installing IBM Spectrum Protect Plus as a Hyper-V virtual appliance” on page 32

To install IBM Spectrum Protect Plus in a Microsoft Hyper-V environment, import the IBM Spectrum
Protect Plus for Hyper-V template. Importing a template creates a virtual appliance containing the IBM
Spectrum Protect Plus application on a Hyper-V virtual machine.

Uploading the product key

IBM Spectrum Protect Plus runs in a trial mode for a limited time period. A valid product key is required to
use IBM Spectrum Protect Plus beyond the trial period. This product key is provided in a license file.

Before you begin

To upload the license that contains the product key, you must log on to IBM Spectrum Protect Plus as the
superuser. The IBM Spectrum Protect Plus superuser is the user who is assigned the SUPERUSER role.

You can upload a full license or you can extend the trial by uploading a trial license. For information about
available license types and how to access licenses, see IBM Spectrum Protect Plus licenses or contact
your sales representative. When you obtain a license file, save the file to a computer with internet access
and record the location of the file.

When a catalog backup from an IBM Spectrum Protect Plus server that is using a trial license during the
evaluation period is restored to another IBM Spectrum Protect Plus server that is also using a trial license
in the evaluation period, the remaining day count of the trial license of the catalog backup source server
still applies. This restriction does not apply to production licenses.

Procedure

To upload a license file, complete the following steps:

1. In the IBM Spectrum Protect Plus user interface, click the user menu ® in the menu bar, and then click
Upgrade license.

The number of days until the trial license expires is shown.
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2. Review the licensing information, and then click Proceed to upload.
3. Browse to select the license file, and then click Upgrade license.
4. When the license file is uploaded, close the upgrade notification window.

What to do next
After you upload the license file, complete the following action:

Action How to

Start IBM Spectrum Protect Plus from a supported |See “Start IBM Spectrum Protect Plus” on page
web browser. 98.

Editing firewall ports

Use the provided examples as a reference for opening firewall ports on remote VADP proxy servers or
application servers. You must restrict port traffic to only the required network or adapters.

Use the following commands to open ports on remote VADP proxy servers or application servers.

Red Hat Enterprise Linux 7 and later, and CentOS 7 and later

Use the following command to list the open ports:
firewall-cmd --list-ports
Use the following command to list zones:
firewall-cmd --get-zones
Use the following command to list the zone that contains the Ethernet port eth0:
firewall-cmd --get-zone-of-interface=eth0
Use the following command to open port 8098 for TCP traffic. This command is not permanent.
firewall-cmd --add-port 8098/tcp

Use the following command to open port 8098 for TCP traffic after you restart the firewall rules. Use this
command to make the changes persistent:

firewall-cmd --permanent --add-port 8098/tcp
To undo the change to the port, use this command:
firewall-cmd --remove-port 8098/tcp
Use the following command to open a range of ports:
firewall-cmd --permanent --add-port 60000-61000/tcp
Use the following command to reload the firewall rules with the firewall updates:

firewall-cmd --reload

SUSE Linux Enterprise Server 12

Edit the SUSE Linux Enterprise Server 12 advanced security firewalls options from the Security and Users
menu. Specify the new port range that you require and apply the changes.
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Firewall configurations that use IP tables

The iptables utility is available on most Linux distributions to enable firewall rules and policy settings.
These Linux distributions include Red Hat Enterprise Linux 6.8, Red Hat Enterprise Linux 7 and later,
CentOS 7 and later, and SUSE Linux Enterprise Server 12. Before you use these commands, check which
firewall zones are enabled by default. Depending upon the zone setup, the INPUT and OUTPUT terms
might have to be renamed to match a zone for the required rule.

For Red Hat Enterprise Linux 7 and later, see the following example commands:

Use the following command to list the current firewall policies:

sudo iptables -S

sudo iptables -L

Use the following command to open port 8098 for inbound TCP traffic from an internal subnet
<172.31.1.0/24>:

sudo iptables -A INPUT -p tcp -s 172.31.1.0/24 --dport 8098 -j ACCEPT

Use the following command to open port 8098 for outbound TCP traffic to internal subnet
<172.31.1.0/24>:

sudo iptables -A OUTPUT -p tcp -d 172.31.1.0/24 --sport 8098 -j ACCEPT

Use the following command to open port 8098 for outbound TCP traffic to external subnet
<10.11.1.0/24> and only for Ethernet port adapter eth1:

sudo iptables -A OUTPUT -o ethl -p tcp -d 10.11.1.0/24 --sport 8098 -j ACCEPT

Use the following command to open port 8098 for inbound TCP traffic to a range of CES IP addresses
(20.12.1.5 through 10.11.1.11) and only for Ethernet port adapter eth1:

sudo iptables -A INPUT -i ethl -p tcp -m iprange --dst-range 10.11.1.5-10.11.1.11 --dport 8098
- ACCEPT

Use the following command to allow an internal network, Ethernet port adapter ethl to communicate
with an external network Ethernet port adapter eth0:

sudo iptables -A FORWARD -i ethl -o eth® -j ACCEPT

This example is for Red Hat Enterprise Linux 7 and later specifically.

Use the following command to open port 8098 for inbound traffic from subnet 10.18.0.0/24 on Ethernet
port ethl within the public zone:

iptables -A IN_public_allow -i ethl -p tcp -s 10.18.0.0/24 --dport 8098 -j ACCEPT

Use the following command to save firewall rule changes to persist after a firewall restart process:
sudo iptables-save

Use the following command to stop and start Uncomplicated Firewall (UFW):

service iptables stop service iptables start

Regenerating the Secure Sockets Layer (SSL) certificate

You can add or modify the IBM Spectrum Protect Plus server static network information, such as IP
address or hostname after the initial deployment of IBM Spectrum Protect Plus server by regenerating
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the Secure Sockets Layer (SSL) certificate thumbprint. The SSL certificate is used for performing secure
operations between the IBM Spectrum Protect Plus server and host agents.

Before you begin

For Hyper-V hosted IBM Spectrum Protect Plus servers, you must configure the static network
information, such as IP address or hostname after the initial deployment of IBM Spectrum Protect Plus
server. You must regenerate the SSL certificate after you configure the IBM Spectrum Protect Plus server.

For VMware hosted IBM Spectrum Protect Plus servers, the IP address or hostname is specified in the
settings of IBM Spectrum Protect Plus virtual appliance before the initial deployment of the server. If
the IP address or hostname of the IBM Spectrum Protect Plus virtual appliance changes after the initial
deployment, you must regenerate the SSL certificate.

Procedure

To regenerate SSL certificate, complete the following steps:

1. Log on to the IBM Spectrum Protect Plus console with the ID serveradmin by using Secure Shell
(SSH) protocol, and issue the following commands:

export CERTFILE=/opt/ECX/virgo/configuration/ecx-beta.crt
export KEYFILE=/opt/ECX/virgo/configuration/ecx-beta.key
sudo rm $CERTFILE

sudo rm $KEYFILE

sudo /opt/ECX/tools/scripts/generate_default_cert -c $CERTFILE -k $KEYFILE

2. Reboot the IBM Spectrum Protect Plus appliance. After a system reboot, the certificate is ready for
use.

Verifying the Secure Sockets Layer (SSL) certificate
You can verify the existing Secure Sockets Layer (SSL) certificate that is used on IBM Spectrum Protect
Plus server to determine if further action is required.
About this task

To verify the SSL certificate, complete the following steps:

Procedure

1. Log on to the IBM Spectrum Protect Plus console with the ID serveradmin by using Secure Shell
(SSH) protocol.

2. To verify the IP address, issue the following command:
hostname -I
3. To verify the certificate for IP address, issue the following command:

sudo openssl x509 -text -noout -in /opt/ECX/virgo/configuration/ecx-beta.crt | grep "IP
Address:"

4. If the certificate contains the server IP address, no further action is required.

Note: Check the IP address in the certificate obtained in step (3) to ensure that it matches the IP
address from the hostname obtained in step (2). For example, if the certificate contains multiple
IP addresses such as IPv4, IPv6, and local addresses used by Kubernetes components in the IBM
Spectrum Protect Plus server, you must look for the IPv4 address in the certificate.
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5. If the IP address is not present in the certificate, you can verify the certificate for the server hosthame
by running the following command:

sudo openssl x509 -text -noout -in /opt/ECX/virgo/configuration/ecx-beta.crt | grep $HOSTNAME

Note: The $HOSTNAME environment variable may contain the short hostname rather than the fully
qualified domain name (FQDN).

6. You can get the machine FQDN by running the following command:
hostname -fgqdn or hostname -A

7. If the certificate does not contain the value of the output of step 6, you must take the one of the
following actions:

« Change the server hostname to match the hostname in the certificate. The nmtui console mode
utility allows you to change the server's hostname without rebooting the server.

« Regenerate the SSL certificate (or regenerate if it is a CA certificate) and reboot the IBM
Spectrum Protect Plus appliance. For instructions, see “Regenerating the Secure Sockets Layer (SSL)
certificate” on page 25.

- Add an entry to the agent hosts file so that the hostname in the certificate resolves the IP address.
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Chapter 3. Installing IBM Spectrum Protect Plus as a
virtual appliance

Before you install IBM Spectrum Protect Plus as a virtual appliance, understand the components that are
deployed, the prerequisites, and the installation procedure.

Related concepts

“Post installation tasks” on page 22

After you install IBM Spectrum Protect Plus, complete post-installation configuration tasks before you
complete system management tasks.

Overview of IBM Spectrum Protect Plus virtual appliance
deployment

IBM Spectrum Protect Plus can be installed as a virtual appliance. The virtual appliance contains the
application and catalogs, which manage data protection.

Maintenance tasks are completed in vSphere Client or Hyper-V Manager, by using the IBM Spectrum
Protect Plus command line, or in a web-based management console.

Maintenance tasks are completed by a system administrator. A system administrator is usually a senior-
level user who designed or implemented the vSphere and ESXi or Hyper-V infrastructure, or a user with an
understanding of IBM Spectrum Protect Plus, VMware or Hyper-V, and Linux command-line usage.

Infrastructure updates are managed by IBM update facilities. The IBM Spectrum Protect Plus user
interface serves as the primary means for updating IBM Spectrum Protect Plus features and underlying
infrastructure components, including the operating system and file system.

Obtaining the IBM Spectrum Protect Plus installation package

You can obtain the IBM Spectrum Protect Plus installation package from an IBM download site, such as
Passport Advantage or Fix Central. These packages contain files that are required to install or update the
IBM Spectrum Protect Plus components.

Before you begin
For the list of installation packages by component, and the links to the download site for the files, see
technote 6827871.

Procedure

Download the appropriate installation file.
A different installation file is provided for installation on VMware and Microsoft Hyper-V systems. Ensure
that you download the correct file for your environment.

Important: Do not change the names of the installation or update files. The original file names are
required for the installation or update process to complete without errors.

Related concepts

“Updating IBM Spectrum Protect Plus components” on page 83

You can update the IBM Spectrum Protect Plus components to get the latest features and enhancements.
Software patches and updates are installed by using the IBM Spectrum Protect Plus user interface or
command-line interface for these components.

Related tasks
“Installing IBM Spectrum Protect Plus as a VMware virtual appliance” on page 30
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To install IBM Spectrum Protect Plus in a VMware environment, deploy an Open Virtualization Format
(OVF) template. Deploying an OVF template creates a virtual appliance containing the application on a
VMware host such as an ESXi server.

“Installing IBM Spectrum Protect Plus as a Hyper-V virtual appliance” on page 32

To install IBM Spectrum Protect Plus in a Microsoft Hyper-V environment, import the IBM Spectrum
Protect Plus for Hyper-V template. Importing a template creates a virtual appliance containing the IBM
Spectrum Protect Plus application on a Hyper-V virtual machine.

“Installing a vSnap server” on page 35

If you are using a vSnap server as your primary backup storage location, you must have at least one vSnap
server installed as part of your IBM Spectrum Protect Plus environment. The IBM Spectrum Protect Plus
Blueprints will help you determine how many vSnap servers are required.

Installing IBM Spectrum Protect Plus as a VMware virtual
appliance

To install IBM Spectrum Protect Plus in a VMware environment, deploy an Open Virtualization Format
(OVF) template. Deploying an OVF template creates a virtual appliance containing the application on a
VMware host such as an ESXi server.

Before you begin

Important: Beginning with IBM Spectrum Protect Plus 10.1.6, the hostname for the OVA deployment
must not use a name that includes an underscore ( _).

Complete the following tasks:

« Review the IBM Spectrum Protect Plus system requirements in “Component requirements ” on page 21
and “Hypervisor (Microsoft Hyper-V and VMware) and cloud instance (Amazon EC2) backup and restore
requirements ” on page 21.

- Download the virtual appliance template installation file <part_number>.ova from Passport
Advantage® Online. For information about downloading files, see technote 6827871.

« Verify the MD5 checksum of the downloaded template installation file. Ensure that the generated
checksum matches the one provided in the MD5 Checksum file, which is part of the software download.

« During deployment, you will be prompted to enter network properties from the VMware user interface.
You can enter a static IP address configuration, or leave all fields blank to use a DHCP configuration.

» Toreassign a static IP address after deployment, you can use the NetworkManager Text User Interface
(nmtui) tool. For more information, see “Assigning a static IP address” on page 23.

Note the following considerations:

« You might need to configure an IP address pool that is associated with the VM network where you plan
to deploy IBM Spectrum Protect Plus. Correct configuration of the IP address pool includes the setup of
IP address range (if used), netmask, gateway, DNS search string, and a DNS server IP address.

« If IBM Spectrum Protect Plus will be used to protect Amazon EC2 workloads, the specified hostname
must consist of only lowercase, alphanumeric characters.

- If the hostname of the IBM Spectrum Protect Plus appliance changes after deployment, either through
user intervention or if a new IP address is acquired through DNS, the IBM Spectrum Protect Plus
appliance must be restarted.

« A default gateway must be configured properly before deployment. Multiple DNS strings are supported,
and must be separated by commas without the use of spaces.

« For later versions of vSphere, the vSphere Web Client might be required to deploy IBM Spectrum
Protect Plus virtual appliances.

« IBM Spectrum Protect Plus has not been tested for IPv6 environments.

Note: Both the IBM Spectrum Protect Plus virtual appliance and the vSnap server are closed systems and
anti-virus (AV) installation is not supported on virtual or physical deployments.
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Procedure

To install IBM Spectrum Protect Plus as a virtual appliance, complete the following steps:

1.

2.
3.

Deploy IBM Spectrum Protect Plus. Using either the vSphere Client (HTML5) or the vSphere Web
Client (FLEX), from the Actions menu, click Deploy OVF Template.

Specify the location of the <part_number>.ova file and select it. Click Next.

Provide a meaningful name for the template, which becomes the name of your virtual machine.
Identify an appropriate location to deploy the virtual machine. Click Next.

. Select an appropriate destination to compute resource. Click Next.
. Review the template details.

Important: If you are using the vSphere Web Client (FLEX), verify that disk.enableUUID = true
presents in Extra Configuration. If that is not the case or if you are using the vSphere Client (HTML5),
proceed with the installation steps and enable this option from the vSphere Web Client at a later
time.

When deploying IBM Spectrum Protect Plus in a VMware vCenter 7.0 environment or later, you might
receive a warning stating that the certificate is not trusted. The certificate that is supplied with IBM
Spectrum Protect Plus is valid. Click Ignore to close the warning in the vCenter OVA UI wizard when
you deploy IBM Spectrum Protect Plus.

If you prefer that your VMware vCenter fully validate the OVA certificate, download the chain

and certificate authority (CA) certificates used for the signing of the OVA and install these

in the vCenter. You must extract the chain and root certificates directly from DigiCert. The
DigiCert Assured ID Root CA certificate and the DigiCert SHA2 Extended Validation Server

CA certificate can be used to validate the OVA code signed image. Download the DigiCert
Assured ID Root CA certificate at https://cacerts.digicert.com/DigiCertAssuredIDRootCA.crt.pem
and the DigitCert SHA2 Extended Validation Server CA certificate at https://cacerts.digicert.com/
DigiCertSHA2ExtendedValidationServerCA.crt.pem.

a) Download each certificate in Privacy Enhanced Mail (PEM) format.

b) Log in to the vCenter using the VMware administrator account.

c) Navigate to Administration > Certificate Management.

d) Locate Trusted Root Certificates and click the Add link to add the two downloaded certificates.
After the two certificates are added, you can import the OVA without having to click Ignore in the UI.
Click Next.

. Read and accept the End User License Agreement. Check I accept all license agreements for

vSphere Client or click Accept for vSphere Web Client. Click Next.

. Select the storage to which the virtual appliance is to be installed. The datastore of this storage must

be configured with the destination host. The virtual appliance configuration file and the virtual disk
files will be stored in it. Ensure the storage is large enough to accommodate the virtual appliance
including the virtual disk files associated with it. Select a disk format of the virtual disks. Thick
provisioning allows for better performance of the virtual appliance. Thin provisioning uses less disk
space at the expense of performance. Click Next.

. Select networks for the deployed template to use. Several available networks on the ESXi server

might be available by clicking Destination Network. Select a destination network that allows you to
define the appropriate IP address allocation for the virtual machine deployment. Click Next.

. Enter the property values for the virtual appliance: Hostname, DNS, Default Gateway, Domain,

Network IP Address and Network Prefix. A static IP address can be provided. If left blank, a dynamic
IP address assigned by a DHCP server will be used. The network prefix must be entered using
Classless Inter-Domain Routing (CIDR) notation where valid values are 1 - 24. Click Next.

Note: These properties can be configured using the NetworkManager Text User Interface (nmtui)
tool. Additionally, information for the Search Domain field can be added using this command. For
more information, see Assigning a static IP address on page 29.
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10. Review your template settings. Click Finish to exit the wizard and to start deployment of the OVF

template.

11. After the OVF template is deployed, power on your newly created VM. You can power on the VM from

the vSphere Client.
Important: Wait several minutes for IBM Spectrum Protect Plus to initialize completely.

Note: By default, the deployed virtual machine has an older virtual hardware version to maintain
compatibility with a range of older VMware vSphere versions. You can continue to run the VM as-is,
or you can update the virtual hardware as needed to bring it up to date with the latest version of
VMware vSphere. For more information about upgrading the virtual hardware version of a VM, refer to
the VMware ESXi documentation.

What to do next

Once the virtual appliance has been deployed, complete the following actions:

Action How to

Connect to the console of the IBM Spectrum See Assigning a static IP address on page 29.
Protect Plus virtual appliance by using VMware
Remote Console or SSH. Set up network
configurations using the NetworkManager Text
User Interface (nmtui).

Upload the product key. See “Uploading the product key” on page 23.

Start IBM Spectrum Protect Plus from a supported |See “Start IBM Spectrum Protect Plus” on page
web browser. 98.

Installing IBM Spectrum Protect Plus as a Hyper-V virtual

appl

iance

To install IBM Spectrum Protect Plus in a Microsoft Hyper-V environment, import the IBM Spectrum
Protect Plus for Hyper-V template. Importing a template creates a virtual appliance containing the IBM
Spectrum Protect Plus application on a Hyper-V virtual machine.

Before you begin
Complete the following tasks:

Review the IBM Spectrum Protect Plus system requirements in “Component requirements ” on page 21
and “Hypervisor (Microsoft Hyper-V and VMware) and cloud instance (Amazon EC2) backup and restore
requirements ” on page 21.

Download the installation file <part_number>.exe from Passport Advantage Online. For information
about downloading files, see technote 6827871.

Review additional Hyper-V system requirements. See System requirements for Hyper-V on Windows
Server.

Verify the MD5 checksum of the downloaded template installation file. Ensure that the generated
checksum matches the one provided in the MD5 Checksum file, which is part of the software download.

If IBM Spectrum Protect Plus will be used to protect Amazon EC2 workloads, the specified hosthame
must consist of only lowercase, alphanumeric characters.

If the hostname of the IBM Spectrum Protect Plus virtual appliance changes after deployment, either
through user intervention or if a new IP address is acquired through DNS, the IBM Spectrum Protect
Plus virtual appliance must be restarted.

All Hyper-V servers, including cluster nodes, must have the Microsoft iSCSI Initiator Service running in
their Services lists. Set startup type of this service to Automatic so that it starts running when the server
starts.
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- Administrative privileges may be required to complete certain steps during the installation process.

Note: Both the IBM Spectrum Protect Plus virtual appliance and vSnap server are closed systems and
anti-virus (AV) installation is not supported on virtual or physical deployments.

Procedure

To install IBM Spectrum Protect Plus as a virtual appliance, complete the following steps:

A w N

11.

12.

13.
14.
15.
16.
17.

18.

19.

20.

21.
22.

. Copy the <part_number>.exe file to your Hyper-V server.

. Open the installer and complete the Setup Wizard.

. Open Hyper-V Manager and select the required server.

. From the Actions pane in Hyper-V Manager, click Import Virtual Machine. The Import Virtual

Machine wizard opens. Click Next.

. In the Locate Folder step, click Browse and navigate to the folder that was designated during the

installation. Select the folder with SPP-{release} in it. Click Next.

. In the Select Virtual Machine step, ensure the virtual machine SPP-{release} is selected and then

click Next. The Choose Import Type dialog opens.

. In the Choose Import Type step, select Register the virtual machine in-place (use the existing

unique ID). Click Next.

Important: Do not import multiple IBM Spectrum Protect Plus virtual appliances on a single Hyper-V
server.

. In the Connect Network step, set Connection to the virtual switch to use. Click Next.
. In the Summary step, review the Description. Click Finish to close the Import Virtual Machine wizard.
10.

In Hyper-V Manager, locate the new virtual machine named SPP-{release}. Right-click this virtual
machine and click Settings.

The Settings dialog for this virtual machine will open. In the navigation panel, click Hardware > IDE
Controller 0 > Hard Drive.

In the Media section, ensure that the correct virtual hard disk is selected. Note the file name of the
original virtual disk. Click Edit.

The Edit Virtual Hard Disk Wizard will open. Go to the Choose Action step.
In the Choose Action step, click Convert and then click Next.

In the Choose Disk Format step, ensure that VHDX is selected. Click Next.
For the Choose Disk Type step, click Fixed Size. Click Next.

For the Configure Disk step, locate the folder to store the virtual disk file of the IBM Spectrum
Protect Plus virtual appliance. Reuse the same file name that was noted in Step 12. If the same
installation directory from Step 12 is reused, use a different name. Click Next.

Important: Ensure that the disk drive on which the folder resides has enough disk space available to
accommodate the fixed-size virtual disk file.

In the Summary step, review the Description. Click Finish to close the Edit Virtual Hard Disk wizard
and to initiate the conversion of the virtual disk. Once the process completes, the original virtual hard
disk file may be deleted.

In the Settings dialog for the virtual machine, click Browse. Open the newly created virtual hard disk
(VHDX) file that was created in the previous step.

Repeat steps 12 through 19 for each hard drive under Hardware > SCSI Controller. Click OK to close
the Settings dialog.

In the Hyper-V Manager, right-click the virtual machine and click Start.

Use Hyper-V Manager to identify the IP address of the new virtual machine if the address is
automatically assigned. To assign a static IP to the virtual machine, use the NetworkManager Text
User Interface (nmtui) tool.

For more information, see “Assigning a static IP address” on page 23.
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Important: IBM Spectrum Protect Plus or vSnap virtual machines that are deployed using Hyper-V
failover clustering should be configured with a static media access control (MAC) address for each
virtual network adapter. If a dynamic MAC address is used, the Linux networking configuration may
be lost after failover because a new MAC address is assigned to the virtual network adapter. The MAC
address may be configured by editing the settings of the virtual machine in the Hyper-V Manager or
Failover Cluster Manage. Ensuring that each virtual network adapter is assigned a static MAC address
will prevent the loss of the network configuration.

23. You must regenerate the SSL certificate after you configure the IBM Spectrum Protect Plus server. To
regenerate the SSL certificate, complete the following steps:

a. Log on to the IBM Spectrum Protect Plus console with the ID serveradmin by using Secure Shell
(SSH) protocol, and issue the following commands:

i) export CERTFILE=/opt/ECX/virgo/configuration/ecx-beta.crt
ii) export KEYFILE=/opt/ECX/virgo/configuration/ecx-beta.key
iii) sudo rm $CERTFILE
iv) sudo rm $KEYFILE

V) sudo /opt/ECX/tools/scripts/generate_default_cert -c $CERTFILE -k $KEYFILE

b. Reboot the IBM Spectrum Protect Plus appliance. After a system reboot, the certificate is ready for
use.

What to do next
After you install the virtual appliance, complete the following actions:

Action How to

Restart the virtual appliance. Refer to the documentation for the virtual
appliance.

Upload the product key. See “Uploading the product key” on page 23.

Start IBM Spectrum Protect Plus from a supported |See “Start IBM Spectrum Protect Plus” on page
web browser. 98.
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Chapter 4. Installing and managing vSnap servers

The vSnap server is the required primary backup storage location for most, but not all, workload types in
IBM Spectrum Protect Plus.

For information about available primary backup storage by workload type, see “Managing backup storage”
on page 139.

In larger enterprise environments that use the vSnap server as the primary backup storage location,
additional vSnap servers might be required. For guidance about sizing, building, and placing vSnap
servers and other components in your IBM Spectrum Protect Plus environment, see the IBM Spectrum
Protect Plus Blueprints.

Additional vSnap servers can be installed on either virtual or physical appliances any time after the
IBM Spectrum Protect Plus virtual appliance is deployed. After deployment, some registration and
configuration steps are required for these stand-alone vSnap servers.

The process for setting up a stand-alone vSnap server is as follows:
1. Install the vSnap server.

2. Add the vSnap server as Disk Storage in IBM Spectrum Protect Plus.
3. Initialize the system and create a storage pool.

Installing a vSnap server
If you are using a vSnap server as your primary backup storage location, you must have at least one vSnap

server installed as part of your IBM Spectrum Protect Plus environment. The IBM Spectrum Protect Plus
Blueprints will help you determine how many vSnap servers are required.

Before you begin
Complete the following steps:

1. Review the vSnap system requirements in “Component requirements ” on page 21.

2. Download the installation package. Different installation files are provided for installation on physical
or virtual machines. Ensure that you download the correct files for your environment. For more
information about downloading files and other useful information, see technote 567387.

Note: Both the IBM Spectrum Protect Plus virtual appliance and the vSnap server are closed systems and
anti-virus (AV) installation is not supported on virtual or physical deployments.

Important: IBM Spectrum Protect Plus components, including vSnap, should not be installed on the same
machine, physical or virtual, as IBM Spectrum Protect Server.
Installing a physical vSnap server

A Linux operating system that supports physical vSnap installations is required to install a vSnap server on
a physical machine.

Procedure

1. Install a Linux operating system that supports physical vSnap installations.

See vSnap server physical installation information in technote 7107763 for supported operating
systems.

The minimum installation configuration is sufficient, but you can also install additional packages
including a graphical user interface (GUI). The root partition must have at least 8 GB of free space after
installation.
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2. Edit the /etc/selinux/config file to change the SELinux mode to Permissive:
SELINUX=permissive

3. Issue the setenforce 0 toapply the setting immediately without requiring a restart:
$ setenforce 0

4. Download the vSnap server installation file <part_number>.run from Passport Advantage Online. For
information about downloading files, see technote 6827871.

5. Make the file executable and then run the executable.

$ chmod +x <part_number>.run
6. Run the executable. The vSnap packages are installed, plus all of required components.

$ ./<part_number>.run

Alternatively, non-interactive installations or updates of vSnap may be initiated using the noprompt
option. When this option is used, the vSnap installer will skip prompting for responses and assume an
answer of "yes" to the following prompts:

« License agreement
« Kernelinstallation or update
« Reboot at the end of the installation or update if necessary

To use the noprompt option, issue the following command. Observe the deliberate space both before
and after the double dashes:

$ sudo ./<part_number>.run -- noprompt

What to do next
After you install the vSnap server, complete the following action:

Action How to

Add the vSnap server to IBM Spectrum Protect See “Managing vSnap servers” on page 40.
Plus and configure the vSnap environment.

Installing a virtual vSnap server in a VMware environment

To install a virtual vSnap server in a VMware environment, deploy an Open Virtualization Format (OVF)
template. This creates a machine that contains the vSnap server.

Before you begin
For easier network administration, use a static IP address for the virtual machine. Assign the address by
using the NetworkManager Text User Interface (nmtui) tool.

For instructions, see “Assigning a static IP address” on page 23, Work with your network administrator
when configuring network properties.

Procedure
1. Download the vSnap server template file <part_number>.ova from Passport Advantage Online. For
information about downloading files, see technote 6827871.

2. Deploy the vSnap server. Using the vSphere Client (HTML5) or the vSphere Web Client (FLEX), click
the Actions menu and then click Deploy OVF Template.

3. Specify the location of the <part_number>.ova file and select it. Click Next.
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10.

11.
12.

13.

14.

. Provide a meaningful name for the template, which becomes the name of your virtual machine.

Identify an appropriate location to deploy the virtual machine. Click Next.

. Select an appropriate destination to compute resource. Click Next.
. Review the template details. Click Next.
. Read and accept the End User License Agreement. Check I accept all license agreements for

vSphere Client or click Accept for vSphere Web Client. Click Next.

. Select the storage to which the virtual appliance is to be installed. The datastore of this storage must

be configured with the destination host. The virtual appliance configuration file and the virtual disk
files will be stored in it. Ensure the storage is large enough to accommodate the virtual appliance
including the virtual disk files associated with it. Select a disk format of the virtual disks. Thick
provisioning allows for better performance of the virtual appliance. Thin provisioning uses less disk
space at the expense of performance. Click Next.

. Select networks for the deployed template to use. Several available networks on the ESX server may

be available by clicking Destination Networks. Select a destination network that allows you to define
the appropriate IP address allocation for the virtual machine deployment. Click Next.

Enter network properties for the virtual machine default gateway, DNS, search domain, IP address,
network prefix, and machine host name. If you are using a Dynamic Host Configuration Protocol
(DHCP) configuration, leave all fields blank.

Restriction: A default gateway must be properly configured before deployment of the OVF template.
Multiple DNS strings are supported, and must be separated by commas without the use of spaces.
The network prefix should be specified by a network administrator. The network prefix must be
entered using CIDR notation; valid values are 1 - 24.

Click Next.
Review your template selections. Click Finish to exit the wizard and to start deployment of the OVF
template. Deployment might take significant time.

After the OVF template is deployed, power on your newly created virtual machine. You can power on
the VM from the vSphere Client.

Important: It is important to keep the VM powered on.
Record the IP address of the newly created VM.

The IP address is required to access and register the vSnap server. Find the IP address in vSphere
Client by clicking the VM and reviewing the Summary tab.

Note: By default, the deployed virtual machine has an older virtual hardware version to maintain
compatibility with a range of older VMware vSphere versions. You can continue to run the VM as-is,
or you can update the virtual hardware as needed to bring it up to date with the latest version of
VMware vSphere. For more information about upgrading the virtual hardware version of a VM, refer to
the VMware ESXi documentation.

What to do next
After you install the vSnap server, complete the following action:

Action How to

Add the vSnap server to IBM Spectrum Protect See “Managing vSnap servers” on page 40.
Plus and configure the vSnap environment.

For easier network administration, assign a static | For instructions, see “Assigning a static

IP address for the virtual machine. Use the IP address” on page 23. Work with your
NetworkManager Text User Interface (nmtui) tool | hetwork administrator when configuring network
to assign the IP address. properties.
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Installing a virtual vSnap server in a Hyper-V environment

To install a vSnap server in a Hyper-V environment, import a Hyper-V template. This creates a virtual
appliance containing the vSnap server on a Hyper-V virtual machine.

Before you begin

All Hyper-V servers, including cluster nodes, must have the Microsoft iSCSI initiator service running in
their Services list. Set the service to Automatic so that it is available when the machine is restarted.

Procedure

1.

10.

11.
12.
13.
14.
15.
16.
17.
18.
19.
20.
21.

22.

23.

Download the vSnap installation file <part_number>.exe from Passport Advantage Online. For
information about downloading files, see technote 6827871.

. Copy the installation file to your Hyper-V server.
. Start the installer and complete the installation steps.
. Open Hyper-V Manager and select the required server.

For Hyper-V system requirements, see System requirements for Hyper-V on Windows Server.

. From the Actions menu in Hyper-V Manager, click Import Virtual Machine, and then click Next. The

Locate Folder dialog opens.

. Browse to the location of the Virtual Machines folder within the unzipped vSnap folder. Click Next.

The Select Virtual Machine dialog opens.

. Select vSnap, and then click Next. The Choose Import Type dialog opens.
. Choose the following import type: Register the virtual machine in place. Click Next.
. If the Connect Network dialog opens, specify the virtual switch to use, and then click Next. The

Completing Import dialog opens.

Review the description, and then click Finish to complete the import process and close the Import
Virtual Machine wizard. The virtual machine is imported.

Right-click the newly deployed VM, and then click Settings.

Under the section named IDE Controller O, select Hard Drive.

Click Edit, and then click Next.

In the Choose Action screen, choose Convert then click Next.

For the Disk Format, select VHDX.

For the Disk Type, select Fixed Size.

For the Configure Disk option, give the disk a new name and optionally, a new location.
Review the description, and then click Finish to complete the conversion.

Click Browse, and then locate and select the newly created VHDX.

Repeat steps 12 through 18 for each disk under the SCSI Controller section.

Power on the VM from Hyper-V Manager. If prompted, select the option where the kernel starts in
rescue mode.

Use Hyper-V Manager to identify the IP address of the new virtual machine if automatically assigned.
To assign a static IP to the virtual machine using NetworkManager Text User Interface, see the
following section.

If the address of the new VM is automatically assigned, use Hyper-V Manager to identify the IP
address. To assign a static IP to a VM, use the NetworkManager Text User Interface (nmtui) tool.

For instructions, see “Assigning a static IP address” on page 23.

What to do next
After you install the vSnap server, complete the following action:
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Action How to

Add the vSnap server to IBM Spectrum Protect See “Managing vSnap servers” on page 40.
Plus and configure the vSnap environment.

Uninstalling a vSnap server

You can remove a vSnap server from your IBM Spectrum Protect Plus environment.

Before you begin

When permanently deleting the vSnap server, you must clean up the IBM Spectrum Protect Plus server.
Items that must be cleaned up in this case, are as follows:

» Records of backups that are stored on the vSnap server.

« Replication relationships to other vSnap servers.

« Ensure that no jobs use SLA policies that define the vSnap server as a backup location.

To view the SLA policies that are associated with jobs, see the Backup page for the hypervisor or
application that is scheduled for backup. For example, for VMware backup jobs, click Manage Protection

> Virtualized Systems > VMware. You must unregister the vSnap server from the IBM Spectrum Protect
Plus server. See “Unregistering a vSnap server” on page 43 for more information.

Q Attention: Uninstalling a vSnap server can result in loss of data.

Procedure

1. Log on to the vSnap server console with the user ID serveradmin. The initial password is sppDP758-
SysXyz. You are prompted to change this password during the first logon. Certain rules are enforced
when creating a new password. For more information, see the password requirement rules in “Start
IBM Spectrum Protect Plus” on page 98.

You can also use a user ID that has vSnap administrator privileges that you create by using the vsnap
usexr create command. For more information about using console commands, see “vSnap server
administration reference ” on page 60.

2. Run the following commands:

$ systemctl stop vsnap
$ yum remove vsnap

3. Optional: If you do not plan to reinstall the vSnap server after it is uninstalled, remove the data and
configuration by running the following commands:

rm -rf /etc/vsnap

rm -rf /etc/nginx

rm -rf /etc/uwsgi.d
rm -f /etc/uwsgi.ini

P AAH

4. Reboot the system to ensure kernel modules are unloaded and detach the data disks containing vSnap
pool data.

Note: To uninstall IBM Spectrum Protect Plus in a Hyper-V environment, delete the IBM Spectrum
Protect Plus appliance from Hyper-V and then delete the installation directory.

Results

After a vSnap server is uninstalled, the configuration is retained in the /etc/vsnap directory. The
configuration is reused if the vSnap server is reinstalled. The configuration is removed if you ran the
optional commands to remove the configuration data.
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Managing vSnap servers

Each vSnap server is a stand-alone appliance, which is deployed virtually or installed physically on a
system that meets the minimum requirements. Each vSnap server in the environment must be registered
in IBM Spectrum Protect Plus so that the server is recognized.

Registering a vSnap server as a backup storage provider

Any vSnap server that is deployed virtually or installed physically must be registered in IBM Spectrum
Protect Plus so that it can be recognized as a backup storage provider.

Before you begin

After you add and register a vSnap server as a backup storage provider, you can choose to configure and
administer certain aspects of the vSnap, such as network configuration or storage pool management. For
more information, see “Configuring backup storage options” on page 44.

If the vSnap server will also be registered as a VADP proxy, the account added in the Storage Properties
field for the vSnap must have sudo privileges for the VADP proxy registration to succeed. For more
information, see “Permission types ” on page 461.

Procedure

To register a vSnap server as a backup storage device, complete the following steps:

1. Log on to the vSnap server console with the user ID serveradmin. The initial password is sppDP758-
SysXyz.
You are prompted to change this password during the first logon. Certain rules are enforced when
creating a new password. For more information, see the password requirement rules in “Start IBM
Spectrum Protect Plus” on page 98.

2. Runthe vsnap user create command to create a user name and password for the vSnap server.

3. Start the IBM Spectrum Protect Plus user interface by entering the host name or IP address of the
virtual machine where IBM Spectrum Protect Plus is deployed in a supported browser.

4. In the navigation panel, click System Configuration > Storage > vSnap servers.
5. Click Add vSnap server.

The Add vSnap server wizard opens.
6. Complete the fields on the vSnap server details page, and then click Next.

Hostname/IP
Enter the resolvable IP address or hostname of the backup storage.

Note: The hostname or IP of the vSnap server as entered in the IBM Spectrum Protect Plus
UI must exactly match one of the Subject Alternative Names (SANs) embedded in the vSnap
certificate. Refer to Certificate management for detailed information on how to obtain and
customize the vSnap certificate.

If you plan to protect Kubernetes or Red Hat OpenShift container workloads, you must enter the IP
address or fully qualified domain name (FQDN) of the backup storage.

Site
Select a site for the backup storage. Available options are Primary, Secondary, or Add a new site.
If more than one primary, secondary, or user-defined site is available to IBM Spectrum Protect
Plus, the site with the largest amount of available storage is used first.

Use existing user

Enable this option to select the user name for the vSnap server that you created in step “2” on
page 40.

If you do not select this option, complete the following fields to add a user:
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Username
Enter a user name for the vSnap server.

Password
Enter a password for the user.
Certificate
In the Certificate field, select one of the following options to import the certificate:
Upload
a. Download the /etc/vsnap/ssl/spp-vsnap.crt file from the vSnap server to the local
machine where you are running the browser.
b. Click Choose file and search for the downloaded certificate in your system.
c. Click Upload.
Copy and paste

Enter a name for the certificate, such as spp-vsnap.cxt. Then, paste the contents of the
certificate in the Copy and paste certificate here field and click Create.

Use existing certificate
Click Choose file to select an existing certificate from the Select a certificate list. This option
is the default.

Obtain the server key and verify that the key type and key fingerprint match the host. Click Get server
key

Get server key
The SSH server key for the Linux-based host. You must complete this step when adding servers for
the first time or if the key on the server changes.

When upgrading to the IBM Spectrum Protect Plus latest version, systems that are already
registered in the previous version are set to trust on first use (TOFU) and the SSH key fingerprint
will automatically be added to the registration information in the catalog.

Key type
The type of key for the Linux-based host is displayed. The following key types are supported:
« RSA with a minimum key size of 2048 bits
« ECDSA
« DSA
Key fingerprint
The MD5 hash of the SSH key fingerprint is displayed. Confirm that they key fingerprint matches
the key fingerprint of the host that you are adding.

Requirement: If the serveradmin account is to be used, ensure that the default password is
changed through the vSnap server console prior to registering the vSnap server as a backup storage
provider in IBM Spectrum Protect Plus.

7. Review your selections, and then click Submit.

IBM Spectrum Protect Plus confirms a network connection and adds the backup storage device to the
database.

What to do next
After you add a backup storage provider, take the following actions:

Action How to

Initialize the vSnap server. See “Initializing the vSnap server” on page 53.

Expand the vSnap storage pool. See “Configuring backup storage partners” on page
47.
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Action How to

If necessary, configure and administer certain See “Configuring backup storage options” on page
aspects of vSnap, such as network configuration or |44
storage pool management.

Related tasks

“Start IBM Spectrum Protect Plus” on page 98
Start IBM Spectrum Protect Plus to begin using the application and its features.

Editing settings for a vSnap server

You can edit the configuration settings for a vSnap server to reflect changes in your IBM Spectrum Protect
Plus environment.

Procedure

To edit the settings for a vSnap server, complete the following steps:
1. In the navigation panel, click System Configuration > Storage > vSnap servers.
2. Select the vSnap server, and then click Edit.

Certificate

In the Certificate field, select one of the following options to import the certificate:
Upload
a. Download the spp-vsnap.czrt file from the vSnap server, located under /etc/
vsnap/ssl to your local machine where you are running the browser on.
b. Click Choose file and search for the downloaded certificate in your system.
c. Click Upload.
Copy and paste

Enter a name for the certificate, such as spp-vsnap.cxt. Then, paste the contents of the
certificate that you exported into the Copy and paste certificate here field.

Click Create. After the certificate is created, click Save

Use existing certificate
It is a default option.

3. Obtain the server key and verify that the key type and key fingerprint match the host. Click Get server
key.

Get server key
The SSH server key for the Linux-based host. You must complete this step when adding servers for
the first time or if the key on the server changes.

When upgrading to the IBM Spectrum Protect Plus latest version, systems that are already
registered in the previous version are set to trust on first use (TOFU) and the SSH key fingerprint
will automatically be added to the registration information in the catalog.

Key‘lfllw,:?ype of key for the Linux-based host is displayed. The following key types are supported:
« RSA with a minimum key size of 2048 bits
- ECDSA
« DSA

Key fingerprint

The MD5 hash of the SSH key fingerprint is displayed. Confirm that they key fingerprint matches
the key fingerprint of the host that you are adding.

4. Revise the vSnap server settings, and then click Save.
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Unregistering a vSnap server

If required, you can unregister a vSnap server that is no longer used in your IBM Spectrum Protect Plus
environment.

Before you begin
When a vSnap server is unregistering, all recovery points that are associated with the vSnap server are
purged from IBM Spectrum Protect Plus during the next maintenance job.

c Attention: Unregistering of a vSnap server can result in loss of data.

Before you unregister a vSnap server, review the scenarios to determine whether unregistering is
appropriate or whether other action must be taken.

Scenario 1: The vSnap server is temporarily down due to storage or network issues.

- Do not unregister the vSnap server. If you unregister the vSnap server, recovery points that are
associated with the server will be purged and backups will be rebased.

« Complete the necessary storage or network maintenance to bring the vSnap server back online.
Scenario 2: The vSnap server is assigned a new host name or IP address.

« Do not unregister the vSnap server. If you unregister the vSnap server, recovery points that are
associated with the server will be purged and backups will be rebased.

« Edit the settings for the vSnap server to specify the new host name or IP address. To edit the settings
for a vSnap server, follow the instructions “Editing settings for a vSnap server” on page 42.

Scenario 3: The vSnap server is not in use, and there are no plans to reuse it.

« Unregister the vSnap server and run a maintenance job to ensure that recovery points that are
associated with the vSnap server are purged from IBM Spectrum Protect Plus.

— Incremental backups of the data that was present on the vSnap server will no longer be possible.
— Recovering data that was present on the vSnap server will no longer be possible.

« Subsequent runs of backup jobs will automatically create new volumes on another vSnap server in the
same site and will perform new base backups.

Scenario 4: The vSnap pool is lost and you want to build a new pool on the same vSnap server.

1. Unregister the vSnap server and run a maintenance job to ensure that recovery points that are
associated with the old vSnap pool are purged from IBM Spectrum Protect Plus.

« Incremental backups of the data that was present in the old pool will no longer be possible.
« Recovering data that was present in the old pool will no longer be possible.
2. On the vSnap server, create a pool.

3. Add the vSnap server back into IBM Spectrum Protect Plus. To add a vSnap server to IBM Spectrum
Protect Plus, see “Registering a vSnap server as a backup storage provider” on page 40.

« Subsequent runs of backup jobs will automatically create volumes on this or another vSnap server in
the same site and will perform new base backups.

Scenario 5: The vSnap pool or server is lost and you intend to repair it. This can be achieved by replicating
data from a vSnap replication server.

« Do not unregister the vSnap server from IBM Spectrum Protect Plus. The deletion process will cause
backups to be rebased.

« Replace the vSnap server. For information about replacing a failed, primary vSnap server, see this
section “Troubleshooting vSnap servers” on page 67.
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Procedure

To unregister a vSnap server, complete the following steps:
1. In the navigation panel, click System Configuration > Storage > vSnap servers.
2. Select the vSnap server, and then click Delete device.

3. Confirm removal of the vSnap server by entering the code in the text box. Click UNREGISTER to delete
the server from IBM Spectrum Protect Plus.

Configuring backup storage options

You can configure additional storage-related options for your primary and secondary backup storage
hosts.

Procedure

To configure backup storage options for registered disks, complete the following steps:
1. In the navigation panel, click System Configuration > Storage > vSnap servers.

2. Select the vSnap server that you want to configure, and then click Manage.

3. Open the Storage efficiency tab.

4. Specify one or more storage options:

Storage efficiency Storage Partners Active Directory Storage disk Network interface controllers Streaming, retrieval, and allocation rules

Set Advanced Options
En: i

Enable deduplication
Description of deduplicaton.  Learn more

Enabling encryption will encrypt the data. You cannot change this selection after
tion. - Leam more

@  The Encryption setting can only be applied during vSnap initialization. This option is for informational purposes only.

Enable Compression: Select this option to compress each incoming block of data by using a
compression algorithm before the data is written to the storage pool. Compression consumes a
moderate amount of additional CPU resources.

Enable Deduplication: Select this option so that each incoming block of data is hashed and compared
against existing blocks in the storage pool. If compression is enabled, the data is compared after it

is compressed. Duplicate blocks are skipped instead of being written to the pool. Deduplication is
deselected by default because it consumes a large amount of memory resources (proportional to the
amount of data in the pool) to maintain the deduplication table of block hashes.

Encryption Enabled: This option displays the encryption status of the primary or secondary backup
storage host. Encryption can be enabled only during vSnap initialization. This option cannot be
changed in this pane.

5. Click Save.

Adding new disks to backup storage
If you require more space for backup operations in a selected storage pool, you can add unused disk
storage.

Procedure

To add new unused disks to a disk storage pool, complete the following steps:
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1. In the navigation panel, click System Configuration > Storage > vSnap servers.
2. Select the vSnap server that you want to configure, and then click Manage.
3. Open the Storage disk tab.
4. Select a disk to add to your storage environment from the list of available disks.
aaaaa e eficiency Storage Pertners Active Directory Network interface controllers Strearming,retrevst, and sliccation rules

Add New Disks to Backup Storage

5. Click Save.

Rescanning a vSnap server after the storage is expanded

If you recently expanded the vSnap server storage pool by adding physical or virtual disks, you can rescan
the vSnap server to pick up the additions. The operation rescans the entire vSnap server to pick up any
recent storage pool additions.

Procedure

1. In the navigation panel, click System Configuration > Storage > vSnap servers.
2. Select the vSnap server that you want to refresh, and then click Manage.

3. Open the Storage disk tab.

4. Click Rescan to scan the vSnap server for any storage pool expansion or changes.

This operation can several minutes to finish. The disk remains fully operational during the scanning
process.

5. Optional: Select Refresh to refresh the details of the disk. For example, if the Status/Capacity figure
has changed due to usage, the update is refreshed in the table.

Refreshing the disk storage for a vSnap server
You can refresh the disk storage view for your vSnap servers to show up-to-date status and capacity
usage.

Procedure

1. In the navigation panel, click System Configuration > Storage > vSnap servers.
2. Select the vSnap server that you want to refresh, and then click Refresh.

The information that is shown for the vSnap server is updated to reflect any changes. For example, if
the Status/Capacity percentage changed due to usage or because you recently expanded the storage
pool, the information is refreshed.

Configuring network interface controllers

You can configure your primary and secondary backup storage to use multiple network interface
controllers (NICs) for different specific functions. The NICs in your IBM Spectrum Protect Plus
environment can be configured to transfer data for backup, restore, and replication operations. You can
configure a NIC for backup, restore, and replication data transfers, or for either backup and restore or
replication data transfers. When you configure separate NICs, you can dedicate one network to replication
operations and another network to backup and restore operations.
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Before you begin

Versions of the vSnap server prior to version 10.1.6 do not support this feature. To update a vSnap server,
follow the instructions in “Updating vSnap servers” on page 90.

About this task

The network that is dedicated to sending management commands from IBM Spectrum Protect Plus to

the vSnap server is indicated by the information icon ﬂ When you hover over the icon, Management
Network is shown.

Connections can be established between the vSnap server and a range of clients, including application
servers, hypervisor hosts, VADP proxies, and any other component in your environment that transfers
data to and from backup storage.

In the case that a second network interface card (NIC) is used, export RMQ_SERVER_HOST in the /home/
virgo/.bashzc file on the IBM Spectrum Protect Plus appliance. The provided IP will be used for VADP
to connect back to IBM Spectrum Protect Plus. The <ip_address> variable is the IP assigned to the second
network interface card:

$ export RMQ_SERVER_HOST=<ip_address>

Procedure

To configure a NIC for backup and replication operations, complete the following steps:
1. In the navigation panel, click System Configuration > Storage > vSnap servers.
2. Select the vSnap server that you want to configure, and then click Manage.
3. Open the Network interface controllers tab.
4. Select the configuration that you want for your listed NICs:
- To configure an NIC for transfers of data for backup and restore operations only, select Backup.
During backup and restore operations, connections are established to the vSnap server by using

the IP address of this NIC. If the Backup option is specified by multiple NICs, the first one that
connects successfully is used.

« To configure an NIC for transfers of data for replication purposes only, select Replication. During
incoming replication operations to a vSnap server, connections are established using the IP address
of this NIC on the target vSnap server. If the Replication option is specified for multiple NICs on the
target vSnap server, the first target IP address that connects successfully from the source vSnap
server is used.

« To configure a NIC for both replication, and backup and restore data transfers, select both Backup
and Replication.

Storage efficiency Storage Partners Active Directory Storage disk Network interface controllers Streaming, retrieval, and allocation rules

Configure Network Interface Controllers

Configure a specific network interface controller to function as the backup o replication network.

Learn more [7

Name MAC Address 1P Address Backup @ Replication @

ens192 @ 00:56:56:96:c0:01 9.11.67.134 [v]

5. Click Save.
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Configuring backup storage partners

You can configure your backup storage primary and secondary sites to establish replication partnerships
with other sites to extend your environment. After you configure replication partners, you can copy data
from one site to another for an added layer of data protection.

Before you begin
All vSnap servers must be at the same version level for replication to function. Replication between
different versions is not supported.

Procedure

To add partners to a server in your storage environment, complete the following steps:
1. In the navigation panel, click System Configuration > Storage > vSnap servers.

2. Select the vSnap server that you want to configure, and then click Manage.

3. Open the Storage Partners tab.

4. Click Add to add a partner to your primary or secondary backup storage host.

Storage Partners Active Directory Storage disk

Configure Storage Partners

Current partners

Hostname/IP Created

oz

Capacity Efficiency Settings

© Compression
© Deduplication
@ Encryption

®

—

© Compression

Configuring an Active Directory

IBM Spectrum Protect Plus versions 10.1.5 and earlier require the use of a local staging area on the
application server in order to perform log backup of Microsoft SQL Server. If you want to avoid the use of a
local staging area, you can optionally associate your primary and secondary backup storage with an active
directory domain. When the vSnap server is added to a domain, any Microsoft SQL Server log backup

jobs that are associated with that host will use domain authentication to mount the log backup volume
and will write the log backups directly to the vSnap volume without using an intermediate staging area.
IBM Spectrum Protect Plus versions 10.1.6 and later no longer require the use of a local staging area for
Microsoft SQL Server log backups. There is no requirement or benefit to joining vSnap servers to an Active
Directory domain if you use IBM Spectrum Protect Plus versions 10.1.6 and later.

Before you begin
You might have to configure the Domain Name System (DNS) server so that the domain controller is
available to the network and can be associated with the primary or secondary host.

Procedure

To add an Active Directory for backup and restore operations, complete the following steps:
1. In the navigation panel, click System Configuration > Storage > vSnap servers.

2. Select the vSnap server that you want to configure, and then click Manage.

3. Open the Active Directory tab.
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4. Enter the domain name of the Active Directory, along with the user name and password for the Active
Directory administrator as shown in the following figure.

Storage efficiency Storage Partners Active Directory Storage disk Network interface controllers Streaming, retrieval, and allocation rules

Join Active Directory

Domain Name
cupoftea.storage.n.com

Domain Administrator Username
admin

Domain Administrator Password
eseescesccncsssecnes

5. Click Join.

Configuring advanced storage options
You can set advanced storage-related options for the primary or secondary backup storage in your
environment.

Procedure

To configure advanced options for your backup storage, complete the following steps:
1. In the navigation panel, click System Configuration > Storage > vSnap servers.
2. Select the vSnap server that you want to configure, and then click Manage.

3. Open the Storage and Transport Options tab.
4. Configure the advanced options.

Set Storage Options

Concurrent stream limit for copy to archive object storage 5 5 +
Concurrent stream limit for copy to standard object storage 5 = +
Concurrent stream limit for replication 5 = +
Enable Transport Encryption (has additional requirements, see

documentation)

Interval in seconds between volume/snapshot deletions during space 300 == +

reclamation

Retrieval tier for restore from AWS archive object storage (Bulk, Bulk

Standard, or Expedited)

Figure 4. Manage backup storage advanced options.

« Concurrent stream limit for copy to archive object storage: This value defines the maximum
number of concurrent streams that are used by this backup host when you are copying data to
archive Object Storage.
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« Concurrent stream limit for copy to standard object storage: This value defines the maximum
number of concurrent streams that are used by this backup host when you are copying data to
standard Object Storage.

« Concurrent stream limit for replication: This value defines the maximum number of concurrent
streams that are used by this backup host when you are replicating data to other backup hosts.

- Enable Transport encryption: Select this option to enable encryption of backup data while it is
transferred to or from the vSnap Server. For more information about transport encryption, see
“Transport encryption” on page 50.

Note: By default, this option is disabled to preserve the legacy behavior and also to ensure that
backup and restores can continue seamlessly when updating vSnaps.

« Interval in seconds between volume/snapshot deletions during space reclamation: This value
defines the interval in seconds between successive deletions of volumes or snapshots on the vSnap
server when space is reclaimed following a run of Maintenance jobs. Lowering the interval allows
space to be reclaimed more aggressively, particularly when a large amount of data has expired in
bulk.

Important: Aggressive reclamation can put input and output load on the vSnap pool which can result
in slower performance for other concurrent workloads.

 Retrieval tier for restore from AWS archive object storage (Bulk, Standard, or Expedited):
This value specifies the retrieval tier that is used by this backup host during restore operations
from Amazon Glacier archive Object Storage. This value must be specified as Bulk, Standazrd,
or Expedited. The retrieval tier can be modified to achieve faster restore operation times at the
cost of higher data charges. For information about the available retrieval tier options and associated
pricing, see the Amazon Web Services documentation.

Concurrent Backup: This option specifies the maximum number of parallel backup streams to the
host when multiple jobs that run concurrently. For application backup operations, each database

is treated as a single stream. For hypervisor backup operations, each virtual disk is treated as a
single stream. The concurrent backup options can be used to prevent multiple or large SLA policies
from sending too many data streams to a small backup host that cannot accommodate the load. To
reduce processing time for backup operations, set this option to one of the following options:

Unlimited: an unlimited number of concurrent backup streams can run.

Pause: to pause the use of this backup host. Jobs attempting to utilize this backup host will
pause while this setting is selected. This option should be used in situations where the backup
host requires emergency maintenance and will temporarily prevent it from being used by any
jobs.

Limit: to set a maximum limit on the number of backup streams that can run concurrently. Enter
a numerical value specifying the maximum number of concurrent streams.

- Disable New Applocation: Enabling this option will make is so that the vSnap server will not be used
for new storage application for virtual machine (VM) backups. Existing virtual machine backups will
continue using the vSnap server. If a virtual machine backup requires new storage, it will not use the
vSnap regardless of the remaining free space or VM allocation setting for the assigned site.

Tip: When you change an option value, the new value is applied when you click into the next option

Aato -|

field. Alongside the updated option, the following message is displayed, Updatec .
5. Click Close.

Related reference
“Transport encryption” on page 50
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IBM Spectrum Protect Plus 10.1.13 introduces Transport Encryption feature to protect the data
transport between application host and vSnap during backup and restore. With the transport encryption,
each data path of data between the application host and the vSnap can be encrypted and decrypted.

Transport encryption

IBM Spectrum Protect Plus 10.1.13 introduces Transport Encryption feature to protect the data
transport between application host and vSnap during backup and restore. With the transport encryption,
each data path of data between the application host and the vSnap can be encrypted and decrypted.

Considerations to use transport encryption

To enable transport encryption, ensure that the prerequisite software is at the required level and all
security-related patches are applied. For system requirements, see technote 7107763.

Important:

- If you are using IBM Spectrum Protect Plus for backup storage and want to protect the data transport
with transport encryption option, you must update both IBM Spectrum Protect Plus and vSnap to
10.1.13 or later releases.

« After installing or updating to IBM Spectrum Protect Plus and vSnap to 10.1.13 or later, the transport
encryption option is disabled by default. To enable the transport encryption option, see “Configuring
advanced storage options” on page 48.

- After you enable transport encryption in IBM Spectrum Protect Plus 10.1.13 or later and plan to disable
it, you must manually disable the transport encryption option.

Review the following information before you enable transport encryption:

- When you enable the transport encryption, each data stream of data between the application host and
the vSnap will be encrypted and decrypted. Each stream is handled by one CPU core. Data transport
encryption can increase CPU usage, which can affect the system performance. The potential impact on
performance depends on CPU types, number of vSnaps, hosts involved in an service level agreement
(SLA) and various other factors. The performance may reduce 10% to 50% depending on data types
and setup.

« You can fully protect the following data types:
— SQL database and log backups
— Exchange database and log backups
— Windows file system
- Oracle database and log backups on the Linux® systems
- Db2 database and Log backups on the Linux® systems
— MongoDB
Note: MongoDB does not have log backup.
« You can partially protect the following data types:

— SAP HANA: You can enable transport encryption feature for SAP HANA DB. Due to technical
limitations, you cannot protect SAP HANA log backups with transport encryption. To protect your
SAP HANA log backup data, you must enable SAP HANA backup encryption.

For more information, see “Enabling log encryption for SAP HANA data” on page 411.

— VMware: You can protect the data transport between the vSnap and a remote VADP with the IBM
Spectrum Protect Plus transport encryption feature. Also, the path is always protected when you
back up VMware data to Open Snap Store Manager (OSSM). When you backup VMware data, the
VADP reads the data from the data store and sends it to vSnap. You cannot enable IBM Spectrum
Protect Plus transport encryption to the data store connection.

For more information about how to enable transport encryption on VMware to protect VMware data,
see “Enabling transport encryption for VMware data” on page 246.
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 Due to technical limitations, you cannot protect the following data types:

Hyper-V

Oracle database and log backups on the AIX® systems

Db2 database and log backups on the AIX® systems
SAP HANA database and log backups on the AIX® systems
Microsoft 365

How do I delete and recreate a vSnap storage pool?

When a scenario arises that results in the requirement to delete a vSnap storage pool due to corruption
or any other reason, you can follow the steps to delete and recreate the storage pool. This procedure is a
destructive operation that discards all data in an existing vSnap storage pool. All backup data in the pool
is lost, and is no longer recoverable so caution is needed before you proceed. After that is done, you can
create a replacement empty pool.

Procedure

1. To prepare for the removal of a storage pool, you must first unregister the vSnap server by removing
it.
For more information about unregistering the vSnap server, see “Unregistering a vSnap server” on

page 43.

2. Run a maintenance job on the vSnap server by opening Jobs and Operations > Schedule. Select a
job in the list, and then click Start.

When the maintenance job is completed, all the information about the vSnap server is removed from
the IBM Spectrum Protect Plus catalog. All recovery points and metadata that are associated with the
VM backups, and all replica copies that are stored in the unregistered vSnap, are removed. All data is
removed and is no longer available for recovery.

For more information about maintenance jobs, see “Job types” on page 429.
3. On the vSnap server, run the following command to initialize the cleaned vSnap server.

$ vsnap system init --skip_pool

If the system was initialized previously, it is safe to run this command again. This step ensures that
required kernel modules are installed and loaded.

4. Identify the existing storage pool identifier by running the following command:

$ vsnap pool show

If the storage pool is online, the identifier is displayed in the ID field. If the storage pool is offline, an
error message displays that indicates the pool information cannot be displayed. The identifier of the
pool is shown in this error message.

5. Run the delete command for the storage pool identifier to forcibly delete the storage pool.
$ vsnap pool delete --id <ID> --force

When the command is finished, the following message is displayed:

Storage pool was deleted successfully but the pool was not unmounted because the 'force'
option was set.
Reboot the system to ensure disks that were previously in use are released.

6. Restart the system to release any disks that are still in use. Enter the following command:

$ sudo reboot -n
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It is important to restart the system after you run this command to ensure that any disks that are still
in use by older pools are released.

7. When the restart finishes, run the status command:
$ vsnap_status

This output of this command shows the status of all vSnap server services. Ensure that all services
are active. If one or more services are activating, check the status later until they are all in the active
state.

8. Identify the disks that must be added to the pool.

If you are reusing the same set of disks that comprised the old pool, the following command can help
you to identify them:

$ vsnap disk show

In the output of the show command, the USED AS column indicates whether a file system or partition
table exists on the disk. Disks that were part of the old pool are identified as vsnap_pool. If the old
pool was encrypted, some or all disks can be identified as crypto_LUKS.

Sample output

UuID | TYPE | VENDOR | MODEL | SIZE | USED AS
KNAME | NAME

6000c299371bdch647c80720602079bc | SCSI | VMware | Virtual disk | 70.00GB | LVM2_member |

sda | /dev/sda
6000c29b8ea25349e3a884d58£72e640 | SCSI | VMware | Virtual disk | 100.00GB | vsnap_pool |
sdb | /dev/sdb
6000c297ch8078cf9f56ab688a326a24 | SCSI | VMware | Virtual disk | 128.00GB | LVM2_member |
sdc | /dev/sdc
6000c2950248c5d831b6661ab0ec8843 | SCSI | VMware | Virtual disk | 16.00GB | vsnap_pool |
sdd | /dev/sdd
6000c29359661chd915a7£24c8b44cf8 | SCSI | VMware | Virtual disk | 16.00GB | vsnap_pool |
sde | /dev/sde

9. Important: The command in this step deletes partition tables and file system metadata from the
specified disks, and marks them as unused. Use this command with caution, and ensure that you
specify only disks that are no longer in use.

Run the following command to specify a comma-separated list of disk names to mark as unused.
$ vsnap disk wipe <disk_list>

The following command is an example of the disk wipe command: $ vsnap disk wipe /dev/
sdb, /dev/sdd, /dev/sde.

10. Create the new pool with the following command:
$ vsnap pool create --name <pool_name> <options> --disk_list <disk_list>

Where pool_name is the name of the new pool; options specifies RAID type or encryption options.
Leaving this option blank applies the default options. disk_list represents the comma-separated list
of disks to be added to the pool. The disks that you specify must have a status of unused when you
run the vsnap disk showcommand.

The following command is an example of the create command:
$ vsnap pool create --name primary --disk_list /dev/sdb,/dev/sdd

When you are specifying the list of disks, specify only the disks that you intend to use as the

main data disks. Cache or log disks can be added later by running separate commands. For more
information about recommendations and instructions for configuring cache and log disks, see the
Blueprints.

Tip:
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To open help, run the vsnap pool create --helpcommand.
11. To view the pool information, run the following command:

$ vsnap pool show

Ensure that the command displays the correct pool information and that the command completes
without an error.

12. Register the vSnap server in IBM Spectrum Protect Plus under a chosen site to finalize the setup.

For more information about how to register a vSnap server, see “Registering a vSnap server as a
backup storage provider” on page 40.

Initializing the vSnap server

The initialization process prepares a new vSnap server for use by loading and configuring software
components and initializing the internal configuration. This is a one-time process that must be run for new
installations.

About this task

During the initialization process, vSnap creates a storage pool using any available unused disks attached
to the system for a physical installation. If no unused disks are found, the initialization process completes
without creating a pool. For a virtual deployment of vSnap, a default 100 GB unused virtual disk is defined
and used to create the pool.

For information about how to expand, create, and administer storage pools, see “Storage management”
on page 62.

You can use the IBM Spectrum Protect Plus user interface or the vSnap command line interface (CLI) to
initialize vSnap servers.

For servers that are deployed and added to IBM Spectrum Protect Plus, the IBM Spectrum Protect Plus
user interface provides a simple method to run the initialization operation.

For servers that are deployed in a physical environment, the vSnap command line interface (CLI) offers
more options for initializing the server, including the ability to create a storage pool by using advanced
redundancy options and a specific list of disks.

Completing a simple initialization

To prepare a vSnap server for use, you must initialize the vSnap server. Use the IBM Spectrum Protect
Plus to initialize a vSnap server that is deployed in a virtual environment.

Procedure
To initialize a vSnap server by using the IBM Spectrum Protect Plus user interface, complete the following
steps:
1. In the navigation panel, click System Configuration > Storage > vSnap servers.
2. Select the vSnap server that you want to initialize, and then click one of the following options:
Initialize
Initialize the vSnap server without encryption enabled.

Initialize with Encryption
Enable encryption of backup data on the vSnap server.

The initialization process runs in the background and requires no further user interaction. The process
might take 5 - 10 minutes to complete.
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Completing an advanced initialization

Use the vSnap server console to initialize a vSnap server that is deployed in your environment. Initializing
by using the vSnap server console offers more options for initializing the server, including the ability to
create a storage pool by using advanced redundancy options and a specific list of disks.

Procedure

To initialize a vSnap server by using the vSnap server console, complete the following steps:

1. Log in to the vSnap server console with the user ID serveradmin by using SSH. When deployed
virtually, the initial password is sppDP758-SysXyz. You will be prompted to change this password
during the first logon. Certain rules are enforced when creating a new password. For more information,
see the password requirement rules in “Start IBM Spectrum Protect Plus” on page 98. If deployed
physically, use the password that you created for the serveradmin account during installation.

You can also use a user ID that has vSnap privileges that was previously created using the vsnap
user create command. For more information about using console commands, see “vSnap server
administration reference ” on page 60.

2.Issuethe $ vsnap system init command with the --skip_pool option to initialize the vSnap
server without creating a storage pool. The process might take 5 - 10 minutes to complete. Issue the
following command:

$ vsnap system init --skip_pool

What to do next
After you complete the initialization, complete the following action:

Action How to

Create a storage pool See “Storage management” on page 62.

Migrating onboard vSnap data to a stand-alone vSnap server

Beginning with IBM Spectrum Protect Plus Version 10.1.7, the onboard vSnap server is no longer
included. If you upgrade your system to IBM Spectrum Protect Plus 10.1.7 or later, but data remains

in an onboard vSnap server from a previous release prior to version 10.1.7, you must migrate the data to a
new, stand-alone vSnap server.

Before you begin

Beginning with IBM Spectrum Protect Plus 10.1.7, new deployments will no longer contain an onboard
vSnap server. Systems upgraded from a previous version of IBM Spectrum Protect Plus still contain an
onboard vSnap server which can be part of the Demo site. The onboard vSnap server will no longer be

upgraded as part of general updates to IBM Spectrum Protect Plus.

The LocalvSnapAdmin identity was used as the identity to connect to the onboard vSnap server. In
some cases, this identity may have been used to access other vSnap servers. If the identity was used to
connect to other vSnap servers, a new identity for those servers must be created. Use the sexrvexradmin
account to connect to vSnap servers.

Do not unregister the onboard vSnap server from IBM Spectrum Protect Plus until prompted.
Ensure that sufficient space is available on the datastore for a stand-alone vSnap server deployment.

Do not explicitly initialize the new vSnap server that will be deployed as part of this procedure. Instead,
the configuration of the onboard vSnap server will be copied to the new vSnap server.

Attention: Follow the procedure carefully. If not followed, this procedure can result in a loss of
data.
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About this task

In previous releases, an onboard vSnap server was included for proof-of-concept (POC) and demo
purposes. The vSnap server was named localhost and was part of the Primary site by default. Beginning
with IBM Spectrum Protect Plus 10.1.5, the onboard vSnap server was part of a Demo site that provided
limited functionality. Users were able to manually remove the onboard vSnap from the Demo site and then
register it with another site at which point the vSnap server was no longer limited in functionality.

Determine whether an onboard vSnap server was used in the previous release. Users who did not
unregister the onboard vSnap from the Demo site will follow a different procedure from users who
unregistered the onboard vSnap server from the Demo site and assigned the server to another site.
Consider the two scenarios below:

Scenario 1: If the onboard vSnap was unused or previously used only in the Demo site, stop using

the onboard vSnap. Unregister the vSnap from IBM Spectrum Protect Plus, for more information, see
“Unregistering a vSnap server” on page 43. After completing those steps, uninstall the vSnap software
from the IBM Spectrum Protect Plus server. Skip the steps and begin with Step 9 in this procedure.

Scenario 2: If the onboard vSnap was unregistered from the Demo site and used in production under
another site, do not unregister the onboard vSnap server from IBM Spectrum Protect Plus. The procedure
in this topic will reference other topics. It may be helpful to have these topics open when:

« Manually upgrade the onboard vSnap server using the appropriate . run file. Follow to the general
procedure for upgrading an external vSnap server as described in the “Updating a vSnap server” on

page 91 topic.

« Deploy a new stand-alone vSnap server using the most recent OVA. For more information, see
“Installing a virtual vSnap server in a VMware environment” on page 36.

« Upon completing the migration of data, uninstall the vSnap software from the IBM Spectrum Protect
Plus server. These steps are detailed in this procedure beginning with Step 9.

Procedure

1. Update the onboard vSnap server and collect the vSnap pool information.
a) Using secure shell (SSH), log in to the onboard vSnap as the sexveradmin user.

b) Upgrade the vSnap server to the most recent release. For more information, see “Updating a vSnap
server” on page 91.

c) Determine the version level of the vSnap server. At the command prompt, issue the following
command:

$ vsnap system info

d) Determine all the disks labeled vsnap_pool. The storage pool is comprised of these disks which
will be detached from the onboard vSnap server and attached to the new vSnap server later in this
procedure. At the command prompt, issue the following command to identify the disks:

$ vsnap disk show
2. Deploy a new, stand-alone vSnap server using the most recent . ova, apply custom settings, and verify
the version level.
a) Log in to the vSphere Client.

b) Deploy a new stand-alone vSnap server using the most recent version of the vSnap . ova. For more
information, see “Installing a virtual vSnap server in a VMware environment” on page 36.

¢) The new, stand-alone vSnap server will contain an unused 100GB disk that is used as the initial
disk for creating a new storage pool. Detach this disk from the stand-alone vSnap server and delete
it.

d) Configure the network properties as appropriate to your environment on the newly created vSnap
server. Document the IP address or hostname for later use in this procedure.

e) Using secure shell (SSH), log in to the newly created vSnap as the sexveradmin user.
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f) Determine the version level of the newly created vSnap server. At the command prompt enter the
vsnap system infocommand:

$ vsnap system info

This version should match the version level of the onboard vSnap server that was upgraded and
verified in the first step. If not, upgrade one or both of the vSnap servers to the latest release to
ensure that they are at the same version level.

3. Pause all jobs in IBM Spectrum Protect Plus, document replication partnerships, and delete the
partnerships from the onboard vSnap.

a) Log on to the IBM Spectrum Protect Plus server.

b) Jobs must not be actively running or scheduled to run during the migration procedure. Pause the
schedule for all jobs to ensure that they do not attempt to run while the migration is occurring. Click
Jobs and Operations > Schedule and then click Pause All Jobs. Verify that no jobs are running by
clicking Jobs and Operations > Running Jobs.

c) Modify the settings for the onboard vSnap server. Navigate to System Configuration > Storage >
vSnap servers, select the onboard vSnap server, and then click Manage.

d) Open the Storage Partners tab. Note the IP address or hostname of each replication partner for
later use in this procedure.

e) Remove each replication partner. Removing the partnerships will not affect the replication data. The
partnerships will be re-created in a subsequent step after the migration is complete.

4. Backup the onboard vSnap server configuration, transfer the configuration file to the new stand-alone
vSnap server, and stop and disable the vSnap services on the onboard vSnap server.

a) Using secure shell (SSH), log in to the onboard vSnap server as the sexvexradmin user.
b) Create a backup of the vSnap configuration using the vsnap system config backup command.
In this example, the config backup is saved in the root of the sexveradmin user’s home directory:

$ vsnap system config backup --outfile /home/serveradmin/vsnap_config_backup.tar.gz

¢) Copy the vsnap_config_backup.tar. gz from the onboard vSnap server to the newly created
stand-alone vSnap server into the /home/serveradmin directory. SCP can be used to copy the
file. In this example, ip_address_new_vsnap is a variable used to denote the IP address of the newly
created stand-alone vSnap server. If prompted, accept the fingerprint and enter yes to continue
connecting.

$ scp vsnap_config_backup.tar.gz serveradmin@ip_address_new_vsnap:/home/serveradmin

d) Enter the password for the sexveradmin account on the stand-alone vSnap server. The file will
begin transferring.

e) Disable the vSnap services for the onboard vSnap server using the systemctl stop and
systemctl disable commands:

$ sudo systemctl stop vsnap

$ sudo systemctl disable vsnap

5. Restore the onboard vSnap server configuration to the new stand-alone vSnap server.
a) Using secure shell (SSH), log in to the newly created vSnap as the sexveradmin user.

b) Restore the config backup from the onboard vSnap server to the stand-alone vSnap server using
the vsnap system config restore command:

$ vsnap system config restore --file /home/serveradmin/vsnap_config_backup.tar.gz

6. Power off the onboard vSnap server and the stand-alone vSnap server, detach the disks from the
onboard vSnap and attach the disks to the stand-alone vSnap server. Power on both vSnap servers.

a) Log in to the vSphere Client.
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b) Power off the onboard vSnap and the stand-alone vSnap virtual machines and edit the settings of
the virtual machine that has the onboard vSnap.

c¢) Detach the disks associated with the vSnap pool that is to be migrated as identified in Step 1d.

d) Edit the settings of the stand-alone vSnap virtual machine and attach the disks that were detached
from the onboard vSnap server in Step 6¢.

e) Power on the onboard vSnap and the stand-alone vSnap virtual machines.
7. Verify the status of both the onboard vSnap server and the newly deployed stand-alone vSnap server.
a) Using secure shell (SSH), log in to the onboard vSnap server as the sexveradmin user.

b) Run the vsnap_status command to determine the status of the vSnap services on the onboard
vSnap server. It is expected that the services will no longer be running since the systemctl stop
and systemctl disable commands were previously executed in Step 4.

$ vsnap_status

c) Using secure shell (SSH), log in to the newly created vSnap as the sexvexradmin user.

d) Run the vsnap_status command to determine the status of the vSnap services on the stand-

alone vSnap server. The expected outcome is that the services will start and mount the storage
pool.

$ vsnap_status

Note: It may take up to 15 minutes for all services to start. Periodically run the vsnap_status
command to check the status.

e) After all vSnap services are active, execute the vsnap pool show command to verify that the
storage pool is online:

$ vsnap pool show
8. Update the vSnap server registration, the associated credentials, re-add the replication partners, and
release the job schedules.
a) Log on to the IBM Spectrum Protect Plus server.

b) Click System Configuration > Storage > vSnap servers, select the onboard vSnap server, and then
click Edit.

c) Enter the IP address or the hostname in the Hostname/IP field of the newly created stand-alone
vSnap server.

d) The existing user may display as LocalvSnapAdmin or as another identity. Deselect Use existing

user. Enter sexveradmin in the User ID field and the associated password for the stand-alone
vSnap server in the Password field.

e) Click Save.

f) On the vSnap servers section, select the vSnap server that you edited and click Refresh.
g) After the refresh operation, verify that the information for the vSnap server is accurate.
h) Click Manage and then open the Storage Partners tab.

i) Re-enter the replication partners that were removed in Step 3. For instructions for entering
partners, see “Configuring backup storage partners” on page 47.

) Release schedules for all jobs that were paused in Step 3. Navigate to Jobs and Operations >
Schedule, and then click Release All Schedules.

9. Remove the vSnap software from the IBM Spectrum Protect Plus server.
a) Using secure shell (SSH), log in to the IBM Spectrum Protect Plus server as the sexveradmin user.

b) Execute the yum remove commands to remove the vSnap server software from the IBM Spectrum
Protect Plus server:

$ sudo yum remove vsnap
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$ sudo yum remove vsnap-dist

Results

The migration from the onboard vSnap to a newly created stand-alone vSnap server is complete. All jobs
that used the onboard vSnap will now use the new vSnap server. All data previously backed up to the
onboard vSnap can be restored from the new vSnap server. Previously scheduled backup, replication, and
cloud copy jobs will continue, as data is incrementally transferred to the new vSnap server.

Expanding a vSnap storage pool

If IBM Spectrum Protect Plus reports that a vSnap server is reaching its storage capacity, the vSnap
storage pool must be expanded. To expand a vSnap storage pool, you must first add virtual or physical
disks on the vSnap server. To add disks, choose to either add virtual disks to the vSnap virtual machine or
add physical disks to the vSnap physical server.

Before you begin

Virtual or physical disks must be added to the vSnap server before you follow this procedure. Expanding
existing volumes is not supported. See the vSphere documentation for information about creating new
virtual disks.

Note:

Once a disk has been added to the storage pool, it cannot be removed. Detaching a disk that is in use by
the pool can make the pool unusable.

Procedure

To expand a vSnap storage pool, complete the following steps:

1. In the navigation panel, click System Configuration > Storage > vSnap servers.

2. Select the vSnap server that you want to configure, and then click Manage.

3. Open the Storage disk tab, and then click Rescan.
The rescan discovers newly attached disks on the vSnap server. When the rescan completes, any disks
that are unpartitioned and unformatted, and therefore unused, are displayed in the list.

4. Select one or more disks from the list, and then click Save.

The selected disks are added to the vSnap storage pool, which expands the capacity of the vSnap pool
by the size of the disks that are added.

What to do next

After you expand the storage pool, rescan the disk or vSnap server to pick up the new disks. For
instructions on how to run a rescan operation, see “Rescanning a vSnap server after the storage is
expanded” on page 45.

Changing the throughput rate

Change the throughput for site replication and copy operations so that you can manage your network
activity on a defined schedule.

Procedure

1. In the navigation panel, click System Configuration > Storage > Sites.
2. Select the site that you want to configure, and then click Edit.

3. Click Enabled for Throughput throttle option.

4. Adjust the throughput:

= Change the numerical rate of throughput by clicking the up and down arrows.
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« Select a unit for the throughput. The default throughput is 200 MB per second.

Site details

Secondary

Throttle schedule
Select times that the thratile is active.

[ kS [

I Enabled
D Disabled

Figure 5. Enabling different throttles for different times to improve throughput

5. Select times for the changed throughput in the weekly schedule table, or specify a day and time for the
changed rate.

Tip: To clear a time slot, click the time slot. The scheduled selections are listed underneath the
schedule table.

6. Click Save to commit the changes and close the panel.

Replacing a failed vSnap server

In an IBM Spectrum Protect Plus environment, the target vSnap server is the destination for backing up
data. If the vSnap server becomes corrupted or fails to respond, you can replace the vSnap server with a
new server and recover the stored data.

Before you begin

Important: Do not unregister the failed vSnap server from IBM Spectrum Protect Plus. The failed server
must remain registered for the replacement procedure to work correctly.

One or more active, initialized vSnap replica servers must exist in the environment to successfully
complete this process.

About this task

The procedure for replacing a failed vSnap server is documented in technote 1103847 .

Installing iSCSI initiator utilities

You must install Internet Small Computer System Interface (iSCSI) utilities if iISCSI mounted storage
devices are directly connected to a vSnap server. After the iSCSI initiator utilities are installed, iSCSI
mounted storage devices can be connected to the server on which the package is installed.

About this task

iSCSI initiator utilities can be installed on a vSnap server. The iSCSI initiator utilities are delivered with
IBM Spectrum Protect Plus, but are not installed automatically. To install the utilities, complete the
following steps:
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Procedure

1. Log on to the vSnap server that is to be directly connected to the iISCSI mounted storage.
Use SSH or access the server directly and authenticate with the appropriate administrative credentials.
2. Install the iSCSI initiator utilities by running the following command:

sudo /usr/bin/yum --disablerepo=* --enablerepo=base,updates install iscsi-initiator-utils

vSnap server administration reference

After the vSnap server is installed, registered, and initialized, IBM Spectrum Protect Plus automatically
manages its use as a backup target. Volumes and snapshots are created and managed automatically
based on the SLA policies that are defined in IBM Spectrum Protect Plus.

You might have to configure and administer certain aspects of vSnap, such as network configuration or
storage pool management.

Managing vSnap by using the command line interface

The vSnap server can be managed through the command-Lline interface and is the primary means

of administering a vSnap server. Run the vsnap command from the vSnap server's interface after
connecting through SSH using the user ID serveradmin or any other operating system user who has
been assigned vSnap admin privileges. The initial serveradmin password is sppDP758-SysXyz. You
are prompted to change this password during the first logon. Certain rules are enforced when creating a
new password. For more information, see the password requirement rules in “Start IBM Spectrum Protect
Plus” on page 98.

The command line interface consists of several commands and sub-commands that manage various
aspects of the system. You can also pass the - -help flag to any command or subcommand to view usage
help, for example, vsnap --help orvsnap pool create --help.

Managing vSnap by using the IBM Spectrum Protect Plus user interface

Some common operations can be completed from the IBM Spectrum Protect Plus user interface. Log in
to the user interface and click System Configuration > Storage > vSnap servers in the navigation panel.
Select a vSnap server, and then click Manage to configure the server settings.

Related tasks

“Managing vSnap servers” on page 40

Each vSnap server is a stand-alone appliance, which is deployed virtually or installed physically on a
system that meets the minimum requirements. Each vSnap server in the environment must be registered
in IBM Spectrum Protect Plus so that the server is recognized.

“Configuring advanced storage options” on page 48
You can set advanced storage-related options for the primary or secondary backup storage in your
environment.

User management

You can manage vSnap server users by issuing the vsnap usex command. This command and available
options are used to create users, grant and revoke user privileges, query users, and update a user's
password.

Users that are created on a vSnap server are operating system users that are added to the vSnap
operating system group. Users in the vSnap operating system group are not assigned sudo privileges. As a
result, these users require a password to run a command.
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You can create a vSnap user by issuing the cxreate command. In this way, you create an operating system
user that is assigned to the vsnap group that can run vSnap commands and make API calls. Issue the
create command:

$ vsnap user create

If running interactively, you are prompted to enter the username, password, and the password a second
time for confirmation. If running non-interactively, the following options are available to the cxeate
command:

--username <username>
Enter the username of the user.

--password <password>
Enter the password of the user.

You can grant privileges to an existing operating system account to ensure that the user can run vSnap
commands and make API calls. To grant privileges, issue the grant command:

$ vsnap user grant

If running interactively, you are prompted to enter the username, password, and the password a second
time for confirmation. If running non-interactively, the following options are available to the grant
command:

--username <username>
Enter the username of the user.

--password <password>
Enter the password of the user. This must be the operating system account password if the account
already exists on the system.

You can revoke privileges from a user who is assigned to the vsnap group. The user will remain as an
operating system user but will no longer be able to run vSnap commands or make API calls. To revoke
privileges, issue the revoke command:

$ vsnap user revoke

If running interactively, you are prompted to enter the username. If running non-interactively, the
following options are available to the revoke command:

--username <username>
Enter the username of the user.

To display a list of vSnap users who are part of the vsnap group on the vSnap server, issue the show
command:

$ vsnap user show

A vSnap user can have the account password changed which will update that user's password on the
system. Issue the update command:

$ vsnap user update

If running interactively, you are prompted to enter the username, old password, new password, and the
new password a second time for confirmation. If running non-interactively, the following options are
available to the update command:

--username <username>
Enter the username of the user.

--password <old_password>
Enter the old password of the user.

--new_password <new_password>
Enter the new password of the user.
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If you have already changed the vSnap system password using an external command instead of the
vsnap user update command, then the SMB/CIFS password can be output of sync with the system
password. Issue the following command to synchronize the SMB/CIFS passwords.

vshap user resyncsmbpass

If running interactively, you are prompted to enter the username and the current system passwozrd. If
running non-interactively, the following options are available to the resyncsmbpass command.

--username <username>
Enter the username of the account to be synced.
--password <password>

Enter the current system password of the account to be synced.

Storage management

You can create and manage storage pools for a vSnap server. You can also manage the cache and the log
files for the server.

Managing disks

The vSnap server creates a storage pool by using the disks that are provisioned to the vSnap server. In

the case of virtual deployments, the disks can be RDM or virtual disks provisioned from datastores on any
backing storage. In the case of physical deployments, the disks can be local or be attached to the physical
server in a storage area network (SAN). The local disks might already have external redundancy enabled
via a hardware Redundant Array of Independent Disks (RAID) controller, but if not, the vSnap server can
create RAID-based storage pools for internal redundancy.

c Attention: Disks that are attached to vSnap servers must be thick provisioned. If disks are thin
provisioned, the amount of free space in the storage pool might not be adequately reported. This
situation might lead to data corruption if the underlying datastore runs out of space.

After a disk is added to a storage pool, do not remove the disk. Removing the disk will corrupt the
storage pool.

If the vSnap server was deployed as part of a virtual appliance, the appliance already contains a 100 GB
starter virtual disk. For instructions about managing this disk, see the Blueprints. You can add more disks
before or after creating a pool and accordingly use them to create a larger pool or expand an existing pool.
If job logs report that a vSnap server is reaching its storage capacity, additional disks can be added to the
vSnap pool. Or you can create an SLA policy and specify that backup operations use an alternative vSnap
server as the target.

You can prevent data corruption, which can occur when a VMware datastore on a vSnap server reaches
its capacity. Create a stable environment for virtual vSnap servers that use RAID configurations and
utilize thick provisioned VMDKs. By replicating data to external vSnap servers, you can provide additional
protection.

A vSnap server will become invalidated if the vSnap pool is deleted or if a vSnap disk is deleted. All data
on the vSnap server will be lost. If your vSnap server becomes invalidated, you must unregister the vSnap
server by using the IBM Spectrum Protect Plus interface, and then run the maintenance job. When the
maintenance job is complete, register the vSnap server again.

Enabling encryption

To enable encryption of backup data on a vSnap server, select Initialize with encryption enabled when
you initialize the server. Encryption settings cannot be changed after the server is initialized and a pool is
created. All disks of a vSnap pool use the same encryption key file, which is generated upon pool creation.
Data is encrypted when at rest on the vSnap server.

vSnap encryption utilizes the following algorithm:
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Cipher name
Advanced Encryption Standard (AES)

Cipher mode
xts-plain64

Key
256 bits

Linux Unified Key Setup (LUKS) header hashing
sha256

Managing encryption keys

The disk encryption key files that are generated during pool creation are stored under the directory /etc/
vsnap/keys/ on each vSnap server. For disaster recovery purposes, back up the key files manually to
another location outside of the vSnap server. After a pool is created, use the following commands as the
serveradmin user to copy the keys to a temporary location and then copy them to a secure backup
location outside the vSnap host. Complete the following steps:

1. Create a directory to which the keys will be backed up:
$ mkdir /tmp/keybackup-$(hostname)
2. Copy the key files to the temporary location:
$ sudo cp -r /etc/vsnap/keys /tmp/keybackup-$(hostname)

3. Copy the keybackup-<hostname> directory to a secure backup location outside of the vSnap host.

Detecting disks

If you add disks to a vSnap server, use the command line or the IBM Spectrum Protect Plus user interface
to detect the newly attached disks.

Command line: Runthe $ vsnap disk rescancommand.

User interface: In the navigation panel, click System Configuration > Storage > vSnap servers. Then,
click Manage. Open the Storage disk tab, and then click Rescan.

Showing disks
To view a list of all disks in the vSnap system, runthe $ vsnap disk showcommand.

The USED AS column in the output shows whether each disk is in use. Any disk that is unformatted and
unpartitioned is marked as unused. All other disks are marked as used.

Only disks that are marked as unused can be used to create a storage pool or be added to a storage pool.
If a disk that you plan to add to a storage pool is not marked as unused, it might be because the disk was
previously in use and thus contains remnants of an older partition table or file system. You can correct this
issue by using system commands like paxted or dd to wipe the disk partition table.

Showing storage pool information

To view information about each storage pool, runthe $ vsnap pool showcommand.

Creating a storage pool

If you completed the simple initialization procedure that is described in “Completing a simple
initialization” on page 53, a storage pool was created automatically and the information in this section is
not applicable.

To complete an advanced initialization, use the vsnap pool create command to create a storage pool
manually. Before you run the command, ensure that one or more unused disks are available as described
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in “Showing disks” on page 63. For information about available options, use the --help option for any
command or subcommand.

Specify a display name for the pool and a list of one or more disks. If no disks are specified, all available
unused disks are used. You can enable compression and deduplication for the pool during creation. You
can also update the compression and deduplication settings later by using the vsnap pool update
command.

The pool type that you specify during the creation of the storage pool specifies the redundancy of the
pool:

raid0
This is the default option when no pool type is specified. If this option is used, vSnap assumes that
your disks have external redundancy. This setting is appropriate, for example, if you use virtual disks
on a datastore that is backed by redundant storage. In this case, the storage pool has no internal
redundancy.

After a disk is added to a raid0 pool, the disk cannot be removed. If you remove the disk, the pool
becomes unavailable. This issue can be resolved only by destroying and re-creating the pool.

raid5
When you select this option, the pool is comprised of one or more RAID5 group, each consisting of
three or more disks. The number of RAID5 groups and the number of disks in each group depend
on the total number of disks that you specify during pool creation. Based on the number of available
disks, vSnap uses values that maximize total capacity while also helping to optimize redundancy of
metadata.

raidé
When you select this option, the pool is comprised of one or more RAID6 group, each consisting of
four or more disks. The number of RAID6 groups and the number of disks in each group depend on
the total number of disks that you specify during pool creation. Based on the number of available
disks, vSnap uses values that maximize total capacity while also helping to optimize redundancy of
metadata.

Expanding a storage pool

Before you expand a pool, ensure that one or more unused disks are available as described in “Showing
disks” on page 63.

Use the command line or the IBM Spectrum Protect Plus user interface to expand a storage pool.

Command line: Runthe $ vsnap pool expand command. For information about available options, use
the = -help option for any command or subcommand.

User interface: In the navigation panel, click System Configuration > Storage > vSnap servers. Then,
click Manage. Open the Storage disk tab. The tab displays all unused disks that are detected on the
system. Select one or more disks and click Save to add them to the storage pool.

Managing the cache and log for storage pools

To store cache and log data for vSnap storage, use solid-state drive (SSD) flash or non-volatile memory
express (NVMe) disks. By adding cache and log space to storage pools, you can help to optimize the
performance of the vSnap server by decreasing redundant input and output (I/O) to the server. For more
information about configuring cache and log space for storage pools, see the IBM Spectrum Protect Plus
Blueprints.

You must use the command line to add or remove the cache and log. Because the cache and log do not
store data permanently, you can remove them when the pool is online. However, ensure that no backup,
restore, or replication operations are occurring before you issue the remove command.

Use the following commands to add and remove the cache or log. For information about the available
options for a command, use the --help option. For examples of these commands as used in vSnap
installation and configuration steps, see the IBM Spectrum Protect Plus Blueprints.
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Attention: Do not remove the devices that are providing space for the log and cache from the
vSnap system without first removing the log and cache from the storage pool by using the
appropriate remove command.

« vsnap pool addcache

- vsnap pool addlog

- vsnap pool removecache
- vsnap pool removelog

Network management
Configure and administer network services for a vSnap server.

The network on a vSnap server can be modified through the command line interface (CLI) through use
of the netwoxrk command. Additional information can be obtained by using the - -help option after any
command.

Showing network interface information

Run the show command to list network interfaces and the services that are associated with each
interface:

$ vsnap network show

By default, the following vSnap services are available on all network interfaces:
mgmt
This service is used for management traffic between IBM Spectrum Protect Plus and vSnap.

repl
This service is used for data traffic between vSnap servers during replication.

nfs
This service is used for data traffic when backing up data using NFS.

smb
This service is used for data traffic when backing up data using SMB/CIFS.

iscsi
This service is used for data traffic when backing up data using iSCSI.

Modifying services associated with network interfaces

Run the update command to modify services that are associated with an interface. For example, if you
are using a dedicated interface for data traffic to improve performance.

$ vsnap network update

The following options are required:
-=-id <id>
Enter the ID of the interface to update.

--services <services>
Specify all or a comma-separated list of services to enable on the interface. The following are valid
values: mgmt, repl, nfs, smb, and iscsi.

If a service is available on more than one interface, IBM Spectrum Protect Plus can use any one of the
interfaces.

Ensure that the mgmt service remains enabled on the interface that was used to register the vSnap server
in IBM Spectrum Protect Plus.
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Certificate management

You can manage your unique self-signed vSnap certificate in the IBM Spectrum Protect Plus environment.

Managing vSnap certificates

Beginning with IBM Spectrum Protect Plus version 10.1.11, each vSnap generates a unique self-signed
certificate during the initial registration or deployment of the vSnap server. The certificate is configured
with a hostname that is automatically detected during the initialization.

- The following hostname are embedded in the certificate by default:

Common Name (CN)
This is set to the fully qualified domain name (FQDN) of the vSnap server. Determine the Common
name by using the following command:

hostname --fqdn

Subject Alternative Names (SAN)
Determine the Short name and IP address by using the following commands:

Note: When registering a vSnap in IBM Spectrum Protect Plus server, the vSnap certificate must be
pasted or uploaded. The hostname or IP of the vSnap as entered in the IBM Spectrum Protect Plus
UI must exactly match one of the SANs embedded in the vSnap certificate.

$ hostname

$ hostname -I

Refer to the inline help on the vSnap server using the following commands:

$ vsnap system cert show --help

$ vsnap system cert regenerate --help

To view the current certificate in PEM format, use the following command:
$ vsnap system cert show

This can be used to obtain the certificate that should be pasted or uploaded in the IBM Spectrum
Protect Plus UI while registering a vSnap.

If the existing CN or SAN in the certificate are incorrect, use the following command to regenerate a new
self-signed certificate with the correct names.

$ vsnap system cert regenerate --hostnames <list_of_comma_separated_hostnames> --ipaddrs
<optional_list_of_comma_separated_IPs>

For example:

vsnap system cert regenerate --hostnames "vsnapl.example.com,vsnapl" --ipaddrs "10.11.128.1"

Alternatively, if you want to use a custom CA-signed certificate, obtain the necessary certificate and key
files (in PEM format) and place them at the following locations:

— The certificate (.crt file) must be placed under /etc/vsnap/ssl/spp-vsnap.crt
— The private key (.key file) must be placed under /etc/vsnap/ssl/spp-vsnap.key

After regenerating or replacing the certificate, the vSnap API service must be restarted by using the
following command:

$ sudo systemctl restart vsnap-api

Check if the new certificate is installed correctly by using the following command:
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$ vsnap system cert show

Installing kernel headers and tools

Kernel headers and tools are not installed by default. If you plan to compile and use custom drivers,
modules, or other software, install the appropriate kernel header or tool on the vSnap server.

About this task

When a vSnap server is installed or updated on RHEL 8 or later, a compatible Linux kernel version 4.18

is used. Kernel headers and tools headers and tools associated with the kernel are not installed. If you
plan to compile or use custom drivers, modules, or other software, you must install the kernel packages.
The Red Hat Package Manager (RPM) installers for the kernel headers and tools are available in the vSnap
installation directory.

Procedure

1. Log on to the vSnap server as the serveradmin user. The initial password is sppDP758-SysXyz. You
are prompted to change this password during the first logon. Certain rules are enforced when creating
a new password. For more information, see the password requirement rules in “Start IBM Spectrum
Protect Plus” on page 98.

2. To determine the Linux kernel version, open a command line and issue the following command:

$ uname -r

The output is displayed, where xxxx represents the revision number of the kernel:
$ 3.10.xxxx
3. Navigate to this directory:
$ cd /opt/vsnap/config/pkgs/kernel/

4. In the directory, locate the xaxxxaxaxxx . xpm file, which is the package to be installed. Be sure that the
correct package is identified for the installed Linux kernel version. To install the kernel header or tool,
issue the following command:

$ sudo yum localinstall wxaxxaxxxax.rpm

Results
The kernel header or tool is installed.

Troubleshooting vSnap servers

The vSnap servers in an IBM Spectrum Protect Plus environment provide disk storage for protecting data
through backup and replication processes. The vSnap server configured in your environment might be
used as the target, the source, or both server and target. In order to repair or replace a vSnap server that
has failed, there are steps to follow so that the affected vSnap server is brought to a working state first so
that backup and replication services can resume. This is to ensure minimum loss of data.
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Preventing job failures by synchronizing vSnap and CIFS passwords

Communications between a vSnap server and a Common Internet File System (CIFS) share can be
disrupted if credentials are shared, but passwords are out of sync. To prevent jobs from failing, you must
synchronize the vSnap and CIFS passwords.

About this task

If you have already changed the vSnap system password, run the following command to synchronize
the SMB/CIFS password with the system password. When prompted to enter a username, specify the
account (for example, serveradmin) that is used to register the vSnap server in IBM Spectrum Protect
Plus. When prompted to enter the passwoxd, specify the current system password for that account.

vshap user Iesyncsmbpass

For information about how to synchronize passwords, see “User management” on page 60.

Why is the vSnap server still offline?

After you restart the vSnap server, it continues to show a status of offline on the IBM Spectrum Protect
Plus user interface.

If data deduplication is enabled or was previously enabled on a vSnap server, the deduplication table
(DDT) is preloaded into memory during the vSnap server startup process. The DDT preloading process can
introduce a 15-minute delay in the startup of the vSnap server services. During this time, the vSnap server
shows with a status of 0ff1ine is displayed. Wait for at least 15 minutes for the process to be completed
and for the vSnap server to return to the Online status. You can run the vsnap_status command to
monitor the vSnap server services.

If any of the vSnap services is in the activating state, it means that the vSnap services are starting.
When all services are in the active state, the vSnap server is back online.

How does SAN work with IBM Spectrum Protect Plus and a vSnap server?

VMware production or clone restore operations can use VMware SAN transport mode, which transports
data in a storage area network (SAN) environment. To run a SAN-based restore operation, you can use
the advanced setting Enable Streaming (VADP) restore, which was introduced in IBM Spectrum Protect
Plus 10.1.5. This restore operation option is set by default. Coupled with this option, you can specify SAN
transport mode in the VADP proxy options for a particular site.

By using the SAN transport mode, you can restore your data by using SAN transport for the VADP
transport method to read/write to the datastore over the SAN. The logical unit numbers (LUNs) that
comprise that datastore must be mapped to the machine by running an initial backup. This backup
operation uses the zone and LUN mask as if they were members of the vSphere cluster to access the
datastore over the SAN.

Tip: To view the advanced options when you are running a production or clone restore operation, switch
the job options from Default Setup to Advanced Setup.

IBM Spectrum Protect Plus restores data by creating a datastore that vSphere detects, then a storage
vMotion back to the target datastore is initiated. IBM Spectrum Protect Plus does not restore data by
writing directly to the datastore. For this reason, using the SAN transport mode as a communication
method for block-level incremental forever processing has fewer benefits. However, for initial full backup
operations, by using SAN as a transport method, works well.

For information about how to set up and run a VMware restore job, see “Restoring VMware data” on page
236.

68 IBM Spectrum Protect Plus: Installation and User's Guide



Communication

In IBM Spectrum Protect Plus, SAN backup is available through a physical proxy. Data transfer from
storage to proxy is through the SAN. Communication from the proxy to the vSnap server is through the
Network File System (NFS) protocol. The proxy and vSnap server can be installed on the same physical or
virtual server. Review the proxy and vSnap server system requirements.

Specifying SAN as a data transport mode
To specify SAN as a transport mode, follow these steps:

1. Go to System Configuration > VADP Proxy. The VADP Proxy page opens.

2. From the table, select the server whose settings you want to edit. The Proxy Details pane shows the
details for that server.

3. Click the actionsicon i and select Proxy Options. The Set VADP Proxy Options dialog opens.

VADP Proxy

VADP Proxies
Suspend m
Proxy Options

Version Status Site 53 e v ot Lo A Y b o P S U N Uninstal

Server
Name

spicemo.. 10.1.6.409 Enabled Secondary
Edit
doorknob... 10.1.6.409 Unreacha... third
Proxy Details
localhost 10.1.6.409 Enabled Secondary spicemousel 2 storage clifden.golf.ie
Server Address = =
cetym?79... 10.1.6.409 Enabled Primary Site Secondary
Number of Cores 8

Total: 4
o E Available Memory 8.8GB
©C  Auto Refresh

View Tasks

4. From the Transport Modes list, select SAN.

Tip: When selection options include multiple transport modes, the first listed mode will be used. If
that mode cannot be used, the next transport mode listed for that selection option will be used for
transporting the data.

5. Click Save.

How do I repair a failed source vSnap in an IBM Spectrum Protect Plus
environment?

The vSnap servers in an IBM Spectrum Protect Plus environment provide disk storage for protecting

data through backup and replication processes. You can repair and replace a failed vSnap server that is
configured in your IBM Spectrum Protect Plus environment to act as the source for backup and replication
services. The source vSnap server must be repaired so that backup and replication services can resume.

Before you begin

Important: It is assumed that all vSnap servers in the environment are protected by replication. If a
vSnap server is not replicated and it fails, it cannot be recovered to a state that would allow it to continue
as a disk storage source or target. In the absence of replication processes, you must create a new vSnap
server and set up service level agreement (SLA) policies. When you run the policies, a new full backup
process runs to the new vSnap server.

To determine which type of repair process is applicable to your vSnap server, see technote 1103847.
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About this task

Important: Do not unregister or delete the failed vSnap server from IBM Spectrum Protect Plus. The
failed vSnap server must remain registered for the replacement procedure to work correctly.

This procedure establishes a new source vSnap server in your IBM Spectrum Protect Plus environment
to replace the failed source vSnap server. The new source vSnap server will contain only the most recent
recovery points.

Note: The version of the new vSnap server must match the version of the deployed IBM Spectrum Protect
Plus appliance.

Procedure
1. Log in to the target vSnap server console with the ID serveradmin by using Secure Shell (SSH)
protocol.
Enter the following command: $ ssh serveradmin@MGMT_ADDRESS

Forexample, $ ssh serveradmin@10.10.10.2

2. Obtain the ID of the failed source vSnap server by opening a command prompt and entering the
following command:
$ vsnap partner show

The output is similar to the following example:

ID: 12345678901234567890123456789012
PARTNER TYPE: vsnap

MGMT ADDRESS: 10.10.10.1

API PORT: 8900

SSH PORT: 22

3. Verify that the MGMT ADDRESS is the address of the failed source vSnap server. Take note of the
failed source vSnap server's ID number.

4. In the environment with the source vSnap server, install a new vSnap server of the same type and
version, and with the same storage allocation, as the failed source vSnap server.

For instructions about installing a vSnap server, see Installing a physical vSnap server.

Important: Do not register the new vSnap server with IBM Spectrum Protect Plus. Do not use the
Add vSnap server wizard.

a) You will first need to initialize the vSnap server with the following command:
$ vsnap system init --skip_pool --id partner_id

Forexample: $ vsnap system init --skip_pool --id
12345678901234567890123456789012 using the failed source vSnap partner ID. A message
indicates when the initialization is completed.

Note: This command is different to the vSnap initialization command listed in the IBM
Documentation and in the Blueprints.

5. Complete the vSnap server and pool creation process as outlined in Chapter 6: vSnap Server
Installation and Setup in the Blueprints.

6. Place the new source vSnap server into maintenance mode by entering the following command:
$ vsnap system maintenance begin

Placing the vSnap server into maintenance mode suspends operations such as snapshot creation,
data restore jobs, and replication operations.

7. Initialize the new source vSnap server with the failed source vSnap server’s partner ID. Enter the
following command:

$ vsnap system init --id partner_id
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10.

11.

The following command is an example: $ vsnap system init --id
12345678901234567890123456789012

. Collect the SSH host key of both vSnap servers and collect the TLS certificate of the partner server.

For example, if you are running a command on vSnapl to create a partnership with vSnap2, you must
obtain the SSH host key from both the vSnap servers and obtain the TLS certificate from vSnap2.

To obtain the SSH host key, run this command on both vSnapl and vSnap2:
sudo cat /etc/ssh/ssh_host_ed25519_key

Note the Key Type and the Key Value. The Key Type is the initial prefix in the output, which is similar
to the following example: ssh-ed25519, and the Key Value is the remaining text of the output.

To obtain the TLS certificate, run the following command on vSnap2:
sudo cat /etc/vsnap/ssl/spp-vsnap.crt

Copy the full output and save in a new temporary file on vSnapl, which can be similar to the following
example: /tmp/partner-cert.crt.

. On the new source vSnap server, add the partner vSnap servers. Each partner must be added

separately.

To add a partner, enter the following command:
$ vsnap partner add --remote_addr remote_ip_address --local_addr local_ip_address

where, remote_ip_address specifies the IP address of the source vSnap server, and
local_ip_address specifies the IP address of the new source vSnap server.

The following command is an example:
$ vsnap partner add --remote_addr 10.10.10.2 --local_addr 160.10.10.1

When prompted for username and password, specify the credentials of the remote vSnap that is
being added as a partner.

Also specify the values for the following respective prompts:

« When prompted for the local server's certificate, specify the local path /etc/vsnap/ssl/spp-
vsnap.czrt.

« When prompted for the remote server's certificate, specify the local temporary file created in the
step “8” on page 71, for example: /tmp/partner-cert.crt.

« When prompted for the local and remote server's SSH key type, paste the value noted in the step
“8” on page 71, for example: ssh-ed25519.

« When prompted for the local and remote server's SSH key value, paste the value of the key
(excluding the prefix) as noted in the step “8” on page 71.

Informational messages indicate when the partners are created and updated successfully.
Create a repair task on the new source vSnap server by entering the following command:

$ vsnap repair create --async

The output of this command is similar to the following example:

ID: 12345678901234567890123456789012
PARTNER TYPE: vsnap

PARTNER ID: abcdef7890abcdef7890abcdef7890ab
TOTAL VOLUMES: N/A

SNAPSHOTS RESTORED: N/A

RETRY: No

CREATED: 2019-11-01 15:49:31 UTC
UPDATED: 2019-11-01 15:49:31 UTC
ENDED: N/A

STATUS: PENDING

MESSAGE: The repair has been scheduled
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12. Monitor the number of volumes that are involved in the repair operation by entering the following
command:

$ vsnap repair show

The output of this command is similar to the following example:

ID: 12345678901234567890123456789012

PARTNER TYPE: vsnap

PARTNER ID: abcdef7890abcdef7890abcdef7890ab

TOTAL VOLUMES: 3

SNAPSHOTS RESTORED: N/A

RETRY: No

CREATED: 2019-11-01 15:49:31 UTC

UPDATED: 2019-11-01 15:49:31 UTC

ENDED: N/A

STATUS: ACTIVE

MESSAGE: Created O volumes. There are 3 primary volumes that have recoverable snapshots,
the latest snapshot of each will be restored. Restoring 3 snapshots: 3 active, O pending, 0
completed, and 0 failed

The number of volumes that are involved in the repair operation is indicated in the TOTAL VOLUMES
field.

13. Monitor the status of the repair task by viewing the repair.log file on the new source vSnap server,
in the following directory /opt/vsnap/log/repair.log. Alternatively, you can enter the following
command:

$ vsnap repair show

The output of this command is similar to the previous example. The following status messages can be
displayed during the repair process:

« STATUS: PENDING indicates that the repair job is about to run.

« STATUS: ACTIVE indicates that the repair job is active.

« STATUS: COMPLETED indicates that the repair job is completed.

« STATUS: FAILED indicates that the repair job failed and must be resubmitted.

14. During the repair operation, run the vSnap repair show command to verify when the status is
COMPLETED.

$ vsnap repair session show

The output of this command is similar to the following example:

ID: 1 RELATIONSHIP: 72b19f6a9116ad46aae6c642566906b31

PARTNER TYPE: vsnap

LOCAL SNAP: 1313

REMOTE SNAP: 311

STATUS: ACTIVE

SENT: 102.15GB

STARTED: 2019-11-01 15:51:18 UTC

ENDED: N/A

Created 0 volumes.

There are 3 replica volumes whose snapshots will be restored on next replication.

A session for each volume involved in the repair operation is displayed.

Periodically issue the $ vsnap repair session showcommand to ensure that the amount of
data being sent for each volume is increasing in increments. As the sessions finish you will see the
status change to COMPLETED. When all the sessions finish, issue the $ vsnap repair session
show command to verify that the overall status is COMPLETED. A final message indicating the number
of volumes for which snapshots were restored is displayed. The message output is similar to the
following example:

Created O volumes.

There are 3 primary volumes that have recoverable snapshots, the latest snapshot of each
will be restored.

Restored 3 snapshots.
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15. For any snapshots that are not restored and that indicate a FAILED status, resubmit the repair
process by entering the following command:

$ vsnap repair create --async —-retry

16. When the repair process reports a COMPLETED status, you can resume normal operations for the
vSnap server by moving it out of maintenance mode. To resume normal processing, enter the
following command:

$ vsnap system maintenance complete

17. Remove saved SSH host keys from the repaired source vSnap server and the target vSnap servers.

Run the following commands on both the source and target vSnap servers:

$ sudo rm -f /home/vsnap/.ssh/known_hosts

$ sudo rm -f /root/.ssh/known_hosts

Removing the SSH keys ensures that subsequent replication transfers do not produce errors that
result from the changed host key of the repaired vSnap server.

18. Restart the vSnap service on the replaced server by entering the following command:

$ sudo systemctl restart vsnap

19. Click System Configuration > Storage > vSnap servers to verify that the new vSnap server is
correctly registered, as follows:

- Ifthe new vSnap server is using the same host name or IP address for registration, no change is
required.

- Ifthe new vSnap server is using a different host name or IP address for registration, click Edit to
update the registration information.

20. To remove recovery points that are no longer available on the source vSnap server, start a
maintenance job from the IBM Spectrum Protect Plus user interface.

For instructions, see “Creating jobs and job schedules” on page 430.

Tip: You might see informational messages that are similar to the following example:

CTGGA1843 storage snapshot spp_1004_2102_2_16ded4lfcbc3 not found on live Storage2101
Snapshot Type vsnap

21. To resume jobs that failed after the vSnap server became unavailable, run a storage server inventory
job. For instructions, see “Creating jobs and job schedules” on page 430.

Results

The source vSnap server has been repaired with only the most recent recovery points. The next backup
job that runs as part of an SLA will back up data incrementally. If you create a restore job, only the most
recent recovery point will be available in the backup repository. All other recovery points will be available
in the replication repositories, and in the object storage and archive storage repositories if applicable to
your environment.

How do I repair a failed target vSnap in an IBM Spectrum Protect Plus

environment?
The vSnap servers in an IBM Spectrum Protect Plus environment provide disk storage for protecting
data through backup and replication processes. You can repair and replace a failed vSnap server that is

configured in your IBM Spectrum Protect Plus environment to act as the target for backup and replication
services. The source vSnap server must be repaired so that backup and replication services can resume.
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Before you begin

Important: It is assumed that all vSnap servers in the environment are protected by replication. If a
vSnap server is not replicated and it fails, it cannot be recovered to a state that would allow it to continue
as a disk storage source or target. In the absence of replication processes, you must create a new vSnap
server and set up service level agreement (SLA) policies. When you run the policies, a new full backup
process runs to the new vSnap server.

About this task

Important: Do not unregister or delete the failed vSnap server from IBM Spectrum Protect Plus. The
failed vSnap server must remain registered for the replacement procedure to work correctly.

This procedure establishes a new target vSnap server in your IBM Spectrum Protect Plus environment to
replace the failed target vSnap server. The new target vSnap server will not contain any data but will be
populated with the most recent recovery points during the next scheduled replication operation.

Requirement: The version of the new vSnap server must match the version of the deployed IBM
Spectrum Protect Plus appliance.

To determine which type of repair process is applicable to your vSnap server, see technote 1103847.

Procedure
1. Log in to the functioning vSnap server console with the ID serveradmin by using Secure Shell (SSH)
protocol.
Enter the following command: $ ssh serveradmin@MGMT_ADDRESS

For example, $ ssh serveradmin@10.10.10.1

2. Obtain the ID of the failed vSnap server by opening a command prompt and entering the following
command:

$ vsnap partner show
The output is similar to the following example:

ID: 12345678901234567890123456789012
PARTNER TYPE: vsnap

MGMT ADDRESS: 10.10.10.2

API PORT: 8900

SSH PORT: 22

3. Verify that the MGMT ADDRESS is the address of the failed vSnap server. Take note of the failed
vSnap server's ID number.

4. In the environment with the target vSnap server, install a new vSnap server of the same type and
version, and with the same storage allocation, as the failed target vSnap server.

For instructions about installing a vSnap server, see Installing a physical vSnap server.

Important: Do not register the new vSnap server with IBM Spectrum Protect Plus. Do not use the
Add vSnap server wizard.

a) Initialize the vSnap server with the following command:
$ vsnap system init --skip_pool --id <partner_id>

For example, to use the partner ID of the failed source vSnap server, issue the following
command:

$ vsnap system init --skip_pool --id 12345678901234567890123456789012
A message indicates when the initialization is completed.

Tip: This command is different from the vSnap initialization command listed in the Blueprints.
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5. Complete the vSnap server and pool creation process as outlined in Chapter 6: vSnap Server
Installation and Setup in the Blueprints.

6. Place the new vSnap server into maintenance mode by entering the following command:
$ vsnap system maintenance begin

Placing the vSnap server into maintenance mode suspends operations such as snapshot creation,
data restore jobs, and replication operations.

7. Initialize the new target vSnap server with the failed target vSnap server’s partner ID. Enter the
following command:

$ vsnap system init --id <partner_id>

The following command is an example:

$ vsnap system init --id 12345678901234567890123456789012

8. Collect the SSH host key of both vSnap servers and collect the TLS certificate of the partner server.
For example, if you are running a command on vSnap1 to create a partnership with vSnap2, you must
obtain the SSH host key from both the vSnap servers and obtain the TLS certificate from vSnap2.

To obtain the SSH host key, run this command on both vSnap1 and vSnap2:
sudo cat /etc/ssh/ssh_host_ed25519_key

Note the Key Type and the Key Value. The Key Type is the initial prefix in the output, which is similar
to the following example: ssh-ed25519, and the Key Value is the remaining text of the output.

To obtain the TLS certificate, run the following command on vSnap2:
sudo cat /etc/vsnap/ssl/spp-vsnhap.crt

Copy the full output and save in a new temporary file on vSnapl, which can be similar to the following
example: /tmp/partner-cert.crt.

9. On the new target vSnap server, add the partner vSnap servers. Each partner must be added
separately.

To add a partner, enter the following command:
$ vsnap partner add --remote_addr <remote_ip_address> --local_addr <local_ip_address>

where, <remote_1ip_address> specifies the IP address of the source vSnap server, and
<local_ip_address> specifies the IP address of the new target vSnap server.

The following command is an example:
$ vsnap partner add --remote_addr 10.10.10.1 --local_addr 10.10.10.2

10. When prompted for username and password, specify the credentials of the remote vSnap that is
being added as a partner.

Also specify the values for the following respective prompts:

« When prompted for the local server's certificate, specify the local path /etc/vsnap/ssl/spp-
vsnap.crt.

« When prompted for the remote server's certificate, specify the local temporary file created in the
step “8” on page 75, for example: /tmp/partner-cert.crt.

« When prompted for the local and remote server's SSH key type, paste the value noted in the step
“8” on page 75, for example: ssh-ed25519.

« When prompted for the local and remote server's SSH key value, paste the value of the key
(excluding the prefix) as noted in the step “8” on page 75.

Informational messages indicate when the partners are created and updated successfully.
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11. Create a repair task on the new source vSnap server by entering the following command:

$ vsnap repair create --async

The output of this command is similar to the following example:

ID: 12345678901234567890123456789012
PARTNER TYPE: vsnap

PARTNER ID: abcdef7890abcdef7890abcdef7890ab
TOTAL VOLUMES: N/A

SNAPSHOTS RESTORED: N/A

RETRY: No

CREATED: 2019-11-01 15:49:31 UTC
UPDATED: 2019-11-01 15:49:31 UTC
ENDED: N/A

STATUS: PENDING

MESSAGE: The repair has been scheduled

12. Monitor the number of volumes that are involved in the repair operation by entering the following
command:

$ vsnap repair show

The output of this command is similar to the following example:

ID: 12345678901234567890123456789012

PARTNER TYPE: vsnap

PARTNER ID: abcdef7890abcdef7890abcdef7890ab
TOTAL VOLUMES: 3

SNAPSHOTS RESTORED: N/A

RETRY: No

CREATED: 2019-11-01 15:49:31 UTC

UPDATED: 2019-11-01 15:49:31 UTC

ENDED: N/A

STATUS: ACTIVE

MESSAGE: Creating 3 volumes for partner 670d61al10f78456bb895b87c45e20999

The number of volumes that are involved in the repair operation is indicated in the TOTAL VOLUMES
field.

13. Monitor the status of the repair task by viewing the repair.log file on the new source vSnap server, in
the following directory /opt/vsnap/log/repair.log. Alternatively, you can enter the following
command:

$ vsnap repair show

The output of this command is similar to the previous example. The following status messages can be
displayed during the repair process:

« STATUS: PENDING indicates that the repair job is about to run.
« STATUS: ACTIVE indicates that the repair job is active.
« STATUS: COMPLETED indicates that the repair job is completed.
« STATUS: FAILED indicates that the repair job failed and must be resubmitted.
14. During the repair operation, run the vSnap repair show command to verify when the status is
COMPLETED.

$ vsnap repair session show

The final message indicates the number of volumes whose snapshots will be restored on the next
replication, as follows:

Created O volumes.
There are 3 replica volumes whose snapshots will be restored on next replication.

15. For any snapshots that are not restored and indicate a FAILED status, resubmit the repair process by
entering the following command:
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$ vsnap repair create --async —-retry

16. When the repair process reports a COMPLETED status, you can resume normal operations for the
vSnap server by moving it out of maintenance mode. To resume normal processing, enter the
following command:

$ vsnap system maintenance complete

17. Remove saved SSH host keys from the repaired source vSnap server and the target vSnap servers.

Run the following commands on both the source and target vSnap servers:

$ sudo rm -f /home/vsnap/.ssh/<known_hosts>

$ sudo rm -f /root/.ssh/<known_hosts>

Removing the SSH keys ensures that subsequent replication transfers do not produce errors that
result from the changed host key of the repaired vSnap server.

18. Restart the vSnap service on the replaced server by entering the following command.

$ sudo systemctl restart vsnap

19. Click System Configuration > Storage > vSnap servers to verify that the new vSnap server is
correctly registered, as follows:

- Ifthe new vSnap server is using the existing hostname or IP address for registration, no change is
required.

- Ifthe new vSnap server is using a different hostname or IP address for registration, click Edit to
update the registration information.

20. To remove recovery points that are no longer available on the source vSnap server, start a
maintenance job from the IBM Spectrum Protect Plus user interface.

Tip: You might see informational messages that are similar to the following example:

CTGGA1843 storage snapshot spp_1004_2102_2_16ded4lfcbc3 not found on live Storage2101
Snapshot Type vsnap

21. To resume jobs that failed after the vSnap server became unavailable, run a storage server inventory
job.

Results
The target vSnap server has been repaired. A new backup job must be run on the source vSnap server
before any additional action is taken on the new target vSnap server.

If a replication job is attempted on the new target vSnap server, a message is displayed as follows:
CTGGAO289 - Skipping volume <volume_id> because there are no new snapshots since last backup

After a new backup job is run on the source vSnap server, the next scheduled replication job replicates

the recovery points that are created by the backup job. At this point, if you create a restore job, only the
most recent recovery point will be available in the replication repository. If the target vSnap server was
also acting as a copy source to object or archive storage, the replication job must first run on the target

vSnap server before any additional copy operations can complete successfully. The first copy of data to
object storage will be a full copy.
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How do I repair a failed dual-role vSnap in an IBM Spectrum Protect Plus
environment?

You can repair and replace a failed vSnap server that is configured in your IBM Spectrum Protect Plus
environment to act as both the source and target for backup and replication services.

About this task

Important: Do not unregister or delete the failed vSnap server from IBM Spectrum Protect Plus. The
failed vSnap server must remain registered for the replacement procedure to work correctly.

This procedure establishes a new vSnap server in your IBM Spectrum Protect Plus environment to replace
the failed vSnap server. After the repair process is completed, the new vSnap server is recovered to a
point where backup jobs can continue to back up incremental changes (no full backup required) and
replication jobs can continue.

To determine which type of repair process is applicable to your vSnap server, see technote 1103847.

Note: The version of the new vSnap server must match the version of the deployed IBM Spectrum Protect
Plus appliance.

Procedure
1. Log in to the functioning vSnap server in your environment console with the ID serveradmin by
using Secure Shell (SSH) protocol.
Enter the following command: $ ssh serveradmin@MGMT_ADDRESS

For example, $ ssh serveradmin@10.10.10.2

2. Obtain the ID of the failed vSnap server by opening a command prompt and entering the following
command:
$ vsnap partner show

The output is similar to the following example:

ID: 12345678901234567890123456789012
PARTNER TYPE: vsnap

MGMT ADDRESS: 10.10.10.1

API PORT: 8900

SSH PORT: 22

3. Verify that the MGMT ADDRESS is the address of the failed vSnap server. Take note of the failed
vSnap server's ID number.

4. On the target vSnap server, install a new vSnap server of the same type and version, and with the
same storage allocation, as the failed source vSnap server.

For instructions about installing a vSnap server, see Installing a physical vSnap server.

Important: Do not register the new vSnap server with IBM Spectrum Protect Plus. Do not use the
Add vSnap server wizard.

a) Initialize the vSnap server with the following command:
$ vsnap system init --skip_pool --id partner_id

For example, to use the partner ID of the failed source vSnap server, issue the following
command:

$ vsnap system init --skip_pool --id 12345678901234567890123456789012
A message indicates when the initialization is completed.

Tip: This command is different from the vSnap initialization command listed in the Blueprints.

5. Complete the vSnap server and pool creation process as outlined in Chapter 6: vSnap Server
Installation and Setup in the Blueprints.
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6.

10.

11.

Place the new vSnap server into maintenance mode by entering the following command:
$ vsnap system maintenance begin

Placing the vSnap server into maintenance mode suspends operations such as snapshot creation,
data restore jobs, and replication operations.

. Initialize the new target vSnap server with the failed target vSnap server’s partner ID. Enter the

following command to initialize the vSnap:
$ vsnap system init --id partner_id

The following command is an example: $ vsnap system init --id
12345678901234567890123456789012

. Collect the SSH host key of both vSnap servers and collect the TLS certificate of the partner s