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* IT research/analysis firm

— 2 people; 30 years IT experience
(each) in systems/storage/mgt.

— International focus (based in Dubai
last year)

* Last year: Philippines, Malaysia, Kuala
Lumpur, India, Russia, Switzerland,
Germany, Romania, Italy, Egypt, Qatar,
Dubai, Canada, & all over the U.S.

* Previous years: China, Brazil, Taiwan,
South Africa ...

— Case Studies; Reports;
Speeches/Seminars
— Foci:
* Microprocessors, servers, infrastructure,
management, process flow
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 Agenda

— Not here to provide a litany of #s
* You’'re the numbers experts!

— Talk about three problems — and seek your ideas

e Test suites

— Measuring the wrong stuff (optimized application performance vs. general workload
processing)

» The impact of virtualization
» A call for an industry standard mettle test
— The TPC-C — wrong focus — and to expensive to run...

* Availability data
— Having big trouble obtaining reliability data from vendors and IT buyers — why?
* Cloud computing and the new server order
— Servers are consolidating around three microprocessor architectures
» X86 multi-core, POWER, and z
» Sun SPARC is dead; Itanium is dying

— Summary Observations
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Value computing?
— Maximize investment in information systems
* A focus on acquisition and utilization (virtualization)
— Reduce total-cost-of-ownership (TCO)

TCO: A Range of IT Cost Factors — Often Not Considered

= Availability = Security = Integration
— High availability — Authentication / Authorization — Integrated Functionality vs. Functionality to
— Hours of operation — User Administration be implemented (possibly with 3rd party
= Backup / Restore / Site Recove ~ Data Security o)
P o — Server and OS Security — Balanced System
— Backup — RACF vs. other solutions — Integration of / into Standards
— Disaster Scenario ) .
— Restore = Deployment and Support = Further Availability Aspects
— Effort for Complete Site Recovery — System Programming — Planned outages
— SAN effort « Keeping consistent OS and SW Level — Unplanned outages
= Infrastructure Cost « Database Effort — Automated Take Over
— Space - I\-'hddlewan? — Uninterrupted Take Over (especially for DB)
— Power * SW Maintenance — Workload Management across physical
— Network Infrastructure * SW Distribution (across firewall) borders.
— Storage Infrastructure — Application _ Business continuity
— Initial Hardware Costs * Technology Upgrade . Q A ;
9y Urg — Awvailability effects for other applications /
— Software Costs « System Release change without interrupts projects
— Maintenance Costs : =
- Additional = Operating Concept — End User Service
. — Development of an operating procedure s i
development/implementation P P 9P — End User Productivity

— Feasibility of the developed procedure .
— Investment for one platform — reproduction i pedp — Virtualization

for others — Automation .
) . e = Skills and Resources
= Controlling and Accounting = Resource Utilization and Performance P | Educati
— Analyzing the systems — Mixed Workload / Batch ersonnet Education
— Cost — Resource Sharing — Awvailability of Resources
= Operafjons Effort = shared nothing vs. shared everything
— Parallel Sysplex vs. Other Concepts AN —

— Monitoring, Operating -
— Problem Determination — Response Time

— Server Management Tools — Performance Management .
— Integrated Server Management — — Peak handling / scalability ROUtlnely Assessed
Enterprise Wide Cost FaCtOrS
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 Maximize investment in information systems
— Performance characteristics
— The impact of virtualization (unused resource pooling)

e Performance

— You’re not helping

* You're measuring the wrong stuff (single vs. general
workload processing)

e Virtualization — need much more data
— Restrictions by VMware

— Cost of virtualization
* Licenses, deployment, on-going management (tools/utilities)
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* Performance (the wrong stuff)

— You’re measuring the performance of single
applications on various hardware implementations

* Virtualization is moving the server world toward general
purpose processing

— You’re not providing enough virtualization cost data
* VMware restrictions
e Comparative? Hyper-V, VMware, Xen, Open Source
e Characteristics under varying simultaneous workloads



Utilization Rate

The Mainframe World
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The Distributed Computing World

Typical Mainframe Computing Environment
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HP Superdome &

IBM System z Large Power Systems
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Operating Systems and Utilities
Manage Business Resiliency,
Security, Capacity Planning,

Business Process Flow, etc.
for All Applicationsin a
Prioritized Manner

0/S Image
0/S Image
0/S Image
0/S Image

This design emphasizes balanced performance  This design emphasizes raw performance.

and consistent underlying scrvice lovels, Functions such as securily, business resilicncy,
Functions such as security and business resiliency business process managemaont, etc. often require
(which carry performance overhead) are built add-ons (that carry performance overhead but arc

into this architecture... not eimphasized inraw performance benchmarks) ...
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POWER vs.
Fastest [tanium

Comparing the best available
Itanium results vs. POWER

64-core (32/64/M128) IBM Power 595 TPC-C result of 6,085,166
tomC, §2 81ApmC, avail. 12/10/08

B4-cors (32/64/128) Fujitsu Primequest TPC-C result of 2,196,268
tomC, 4. 70ApmC, avail. 04/30/08

32-core IBM p5-525 TPC-C result of 1,601,784 tpmC, $5.05/tpmC,

32-core (16/32/54) NEC Express5800 TPC-C result of 1,245 516
tomC, §4 57 tpmC, avail. 04/30/08

16-core (8/16/32) IBM Power 570 TPC-C result of 1,616,162
tomC, $3.54MpmC, avail. 11/21/07

16-core HP rx3620 TPC-C result of 332 265 tomC, $4 48/tpmC,
8-core (4/8M16) IBM Power 550 TPC-C result of 629,152 tpmC,
8-core (4/8/16) HP <6600 result of 372_140 tpmC, §1.81/tpmC,
4-core (2/4/8) IBM Power 570 TPC-C result of 404,452 tpmC,

4-core (2/4/8) HP r6600 TPC-C result of 230,569 tpmC,

Note: IBM slide from Aug. 2008

I sap. comibenchmark/
hitp:/iperformance. netlib ora/performance/htmifPOSreports. hitml
All results are as of 08/01/08

i - - IBM POWER | Fastest POWER ot [ et
Benchmarks # Cores | GHz System | Result ltanium | Faster by Fastest lfanium System
[TPC-C 64-core G4 5 505 6,085,166 (2,196,268 177%  Fujitsu Primeguest
[TPC-C 32-core 32 190 | p5-595 | 1,601,784 [1,2455816| 286% NEC Expresss5a0o
ITPC-C 16-core 16 47 570 1,616,162 | 332 265 | 38641% HP 2620
TPC-C 8-core a 42 550 G20,159 | 372,140 69% HP mE&E00
ITPC-C 4-core 4 47 570 404 462 | 230,569 T54% HP mB600
ISAP 8D 3-fier Owverall 32 180 | p5-595 | 168300 | 100,000 68.3%  HP Superdome 64-core
[SAP SD 2-tier 16-core 16 47 570 8,000 2880 177.78% HP 8620
[SAP SD 2-tier 8-core a 47 570 4,010 2150 26.51% HP me&E00
[SAP SD 2-tier 4-core 4 47 570 2,035 280 131.25% HP rd640
[SAP SD 2-tier 2-core 2 210 | p5-505 680 347 959%  Fujitsu Primergy RX1300
IOracle Apps Online 11.5.9 a 1.90 | p5-570 15,004 DMNP
[Oracle Apps. Std. Batch 1159 a8 190 | p5-A70 | 2 744 000 DNP
[SPECInt_rate2000 4-core 4 210 | p5-550 90.0 725 241%  HP rx4640-2 avail. 04/20/05
ISPECTp_rate2000 4-core 4 210 | p5-550 149 827 80.1% [BGI Altix 3000
ISPECInt_rate2000 8-core a 220 | p5-575 200 134 49 258% HP m7520-16
ISPECTp_rate2000 8-core 3 220 | pb-a7a 382 189 102.12% PBull NovaScale
[SPECInt_rate2000 16-core 16 190 | p5-675 314 266 18.05% HP ma520-32
[ISPECTp_rate2000 16-core 18 1.90 [ p5-575 571 373 53.08% Bull MovaScale
[SPECInt_rate2000 32-core 32 165 | p5-690 529 465 13.76% NEC NX7700i9510 avail. 07/15/05
ISPECTp_rate2000 32-core 32 165 | phs-590 870 i3] 13.6%  Fujitsu Primequest 430
ISPECint_rate2000 64-core G4 230 | p5-595 1.513 1108 36.5% HP Superdome $2.49tpmC, avail. 04/20/08
ISPECTp_rate2000 64-core 64 230 | p5-595 2,408 1,257 91.4% [BGI Altix 3000
ISPECInt_rate2005 8-core 2 47 570 243 102 138.2% HP 6600 avail. 06/11/07
ISPECTp2008 1 ] 585 249 16.9 47.3% HP mE600
ISFECsfs_R1.v3 SMF a 220 | p5-570 | 160,786 DMNF $3.50itpmC, avail. 11/26/07
[SPECjbb2005 16-core 16 47 570 708,752 | 207,751 284%  Bull NovaScale
LLotus NotesBench REMail 16 165 | i5-595 | 175,000 DMP $2.63pmC, avail. 12/01/06
lLotus NotesBench D7 RéiMotes 16 1.8 |p5-5600Q| 55000 DMNP
[SPEC OMPM2001 (peak) 2-core 2 190 | p5s-520 8,174 2637 209.97% HP r«2600
[SPEC OMPM2001 (peak) 4-core 4 4.2 520 20,443 6,886 196% HP 7620
[SFEC OMPM2001 (peak) 8-core a8 42 550 40773 12 762 219%  HP m8620
ISPEC OMPM2001 (peak) 16-core 16 47 570 94 350 25789 265.8% [BGI Altix 3700
[SPEC OMPM2001 (peak) Overall 64 5 595 242 116 63,037 284%  [BGI Altix 3000
[SPEC OMPL2001 hase (64-core) GE) 230 | ph-b95 | 1,005,533 [ 507 602 98.1%  [BGI Al 4700
LINFACK HPC 2-core 2 190 | p5-520 14.31 12.05 18.8% HP m1620 )
LINFACK HPC 4-core 4 47 570 51.56 21.71 183.56% HP 5670 Sources:
LINPACK HPC 8-core 8 47 A70 120.6 44 .4 171.62% HP n7620 i L .
LINPACK HPC 16-core 16 47 570 2394 88.8 169.60% HP r8620 v Apc.org
LINPACK HPC 32-core 32 47 575 4659 192 4 142 6% HP x8640 hitp:
LINFACK HPC G4-core 64 ] 595 1032 32 201.7% HP Superdome

TPC-C results with processor chip/corefthread.

SPEComp results: IBM cores = 2x chip, threads = 4x chip.

SAP certification numbers can be found in SAP section of charts.
Linpack resulis are SMP only.
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e What SHOULD be measured?

— What happens when an important e-business application
experiences a sudden spike in activity when the system is
already 100% busy?

— What happens when an LPAR running the mission critical
work in a Sysplex fails?

— With six different workloads running across five LPARs
sharing 16 physical CPUs, what happens when a CPU fails?

These kind of measurements get to the truth of value computing!
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 What should be measured? (cont’d)
— Platforms have different “balance points”

 Reliability/availability characteristics;

* Performance characteristics;
 Scalability/capacity;

 Memory management and memory capacity;
e Virtualization;

 Power management and heat dissipation
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 What SHOULD be measured? (cont’d)

— The Mettle Test
» Captures real operational performance that highlights behavior that is
not generally exposed by standard industry performance benchmarks

* It was designed to illustrate the ability of the z/OS Workload Manager
(WLM) and WebSphere to distinguish between:

— High priority work and low priority work running in the same system, and

— Manage workload priorities across systems in a Parallel Sysplex using the
Intelligent Resource Director (IRD)

— The self healing capabilities exposed by the Mettle Test include
recovery from a processor failure, system failure, and
application failure

— View a demo:
* http://www-01.ibm.com/software/webservers/appserv/zos_0s390/mettle.html
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The TPC

— TPC-App
* “TPC-App showcases the performance capabilities of application server systems”
— TCP-C
* “TPC-Csimulates a complete computing environment where a population of users executes
transactions against a database”

— TPC-E
* “The TPC-E benchmark uses a database to model a brokerage firm with customers who
generate transactions related to trades, account inquiries, and market research”

— TPC-H

* “The TPC Benchmark™H (TPC-H) is a decision support benchmark. It consists of a suite of
business oriented ad-hoc queries and concurrent data modifications”

These are single workload benchmarks. With virtualization, we’re talking
about a server world that processes general, varied workload...
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e The TPC-C

— Sun SPARC Enterprise T5440 Server Cluster
* 18,083,745 USD

— IBM Power 595 Server Model 9119-FHA
17,111,788 USD

— Bull Escala PL6460R
« 17,127,928 USD

— HP Integrity Superdome-Itanium2/1.6GHz/24MB iL3
11,978,134 USD

The setup and testing of this environment is incredibly expensive.
And, is this activity really measuring what’s important to IT users?
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New topic: reliability/availability data

— Wouldn’t it be great if we could get availability
ratings for the systems that we buy?

CLARBY ANAL VIS

Research Brief

IBM BladeCenter Reliability/Availability Evaluation

Executive Sammary

In July, 2007, Clabby Anslytics received an (nvitstion from 1BM to visit 2n I6M
BladeCenter benchmarking and testing laboratory in Raleigh, North Carolina. The

purpase of this visit would be to audita sulte of tests comparing the IBM Bladetenter
H with the o (HP) ¢-Class — and
then provide & written evaluation of the test results

Maw, far those of you who know Clabby Anslytics (that's me), you know that 1 sm
generally hesitant to do sponsored research, [ accepted this invitation because [BM
told e that, under certain stress warkloads, they could prove that Hewlett-Packard's
blade memery modules run 10°-15% Centigrade hatter than the uppermost range
recommended by memory manufacturers. If this proved true, this situstion could
have implications on the reliability of HF blades. So I made the trip to Raleigh..

In Ralelgh, I personally watched HP and IBM blades being stress tested using Agilent
and HP test equipment. I can verify that [BM's cbservaticns about HP blades are true
— they run hotter under the same workload. (Tl describe the best environment later),

Wihat s masns iz that, in hsswy workioad svimnments, HP may be “cocking” itz mamary modules

{rnning mamary cut of gpec for axtnded periods of tmal b oen of i v e B

oy, peocrsson, o disk companants. we kv Ehat his kind of sietion can feed i same serioos
pavalaniny pvosiems

wihile In Raleigh, Clabby Ansiytics also requested an In-depth BlsdeCanter svallsbility/-
relisbility design review (s BladeCenter “tear-down”). What I dlscevered was that 16
has cther reliabiity/avallability blade acvantages in power cesign (with a redundant
power backplane); avallability (with no single polnt of fallure); in disk as It replaces
mechanical disks with solid-state disk drive]; and In storage integration (IBM's Direct
Adtach Starsge subsystern san be & rellsbiity/avallabiity advantage bacause it plsces
machanical storage under extemal control). Further, [BM's Open Fabric and Open
Fabric Manager serves to make management of blades easier by allowing switches
and LAN settings to be preconfigured, as well as sutomating the fallover of blades —
leading to Improved overall blade availability.

amatapon schui s fests and a Sosgh eercown of KM's EisdeCanter chasss, Clatby Anaiics
Zanchidos bt

e 25 of MAmVY AR 2nd [ M’mﬂ' COmpaTd 10 HE's BRONS)ST despn  For
anharmises looking for the more mabievatati design, [BW s ElageCanty fas fie chay andisouled
e

ategic Mistake Your Enterprise is Maling
ysrelusalnnaoelnen( and Maintenance

comptize needs (spaic. bacse you don'tHave sl vadan]
servers). So, how do you justify the maintenance plan that you
Goa't sver know how Iuch mainiemabce YO SeTVers ar= g9iag o 2eed”

The bip stalegic miskak dhat pour company vt
youm basing your deciskns on 8 vk — 2 thark af managament and mainforce slitslcs And
ocause you n' e §058 RURDES, OO COMDINY May be chadsing the wrong serer archilecln

How caz you remedy tais
but they

25 and waintenance recard
reliable TJvz\ s omn whi
nich components are most Lkely
to yeu nor L

rvers cost the least to maimsain
to fail .. these mumbers are oot readily availabl

5 that Lhay #ibar

maininancs revenue. But Clabéy Anaiiics Whinks vendors am misiaading [ sikmion. With 2 lage

enterprises)
‘servers am parforming weil, avel which venokr's servers e nol inode Lhis wavks both ways — wevdors
Al s 4 i ot W i v o A o it o

ompaiar show upl. And

‘bebr undersiand what thay are paying for ey shookd be paying for prosctve maisienance — nol
reaciive marterancal

Tie botiom Ans is that dala il holp IF Bupers Eut cush

and vancios fave 13,0310 10 provics thal dot 15 inokpaniont 34 pary e (s whlig o massage that
g 2
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* The need for reliability/availability data

— What does failure cost? Go to:
e http://www.bin95.com/equipment failure cost.htm

e Additional:
— Capital
— Equipment
— Labor
— Services
— Materials
— Product

* Loss of revenue opportunities
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* The need for reliability/ R —

availability data

— What if you knew which vendor
makes the most reliable systems

. ) The raasnn that vandors ot pubiish this infbmation 5 hat thay e wormied Mat. i thalr custmars fave
‘ maintanance revenue B! Clabdy Anaiptics mmm misrazaing (s sil \'ﬂM 2 lage
Sampe of MRANATITT U, CUSIGTES o mm;w»wm.amnmmm
enferpnzes) Cuslomars can
s which v ot ot UhiE WOk bolh ways — vendevs
can wse W dal o pove thal Mer paticwlr sanveT e move redlabie and ovalabie tan thev
L] L] ‘compeitiors; bu! sanvar dafciencis Ao SHow Ul And! YoM 3 MANTaNCE PESDECIVE, Cusinmens can
‘bator undersiand what thay e payveg for fhey shoukd be paying for prosciive makitmance ~ nol
x more likely to fail than S
The Sattom Ane is tha! shaning mateterance dals WY hadp 1T we N cusiomens
‘and vandtrs have 1o agres Io provice Lhal data &0 an indepandent 3 party fat is wiling Io massage that
blades:

* http://www.bin95.com/equipment_Tfailure_cost.htm

Decisions are being made in a void — a dearth of management and maintenance
statistics. And because stats aren’t easy to obtain enterprises may be choosing
the wrong server architecture (distributed systems instead of centralized systems,
the wrong server platform, and the wrong vendor).
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e How can this situation be remedied?

— Vendors and systems integrators have maintenance
statistics, but they are loathe to share them

Why??7??
They know (or can easily find out by reviewing systems logs

and maintenance records) which of their servers are the
most reliable

They also know which servers cost the least to maintain

Further, they know which components are most likely to fail.
And yet, these numbers are not readily available...
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Why is reliability data important?

To make more informed decisions about systems maintenance costs

* With maintenance statistics in hand, IT buyers can better decide what kind of contract
they want with their vendor (break fix, proactive, reactive, time-and-materials, etc.)

— If your systems prove to be highly reliable, IT buyers may be able to change the focus of their
maintenance contracts — moving away from a reactive maintenance contract to a more
proactive contract (such as the best-in-class proactive maintenance found on mainframe
servers)

To make more informed decisions on systems architecture choices
* We believe those numbers will show huge availability benefits by adopting centralized
systems as opposed to distributed systems
Make better decisions on the servers that it chooses

* Maintenance statistics will show your IT organization which servers are the most/least
reliable.

— This data is extremely important to users of distributed systems — you don’t want to buy a
large number of unreliable servers if you can avoid it.

To improve the way it manages systems, storage, telecommunications
devices, and PCs (we think you’ll move from reactive to proactive
maintenance
To understand how your numbers compare to a norm

* |s your shop excellent or not?
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e What needs to be tracked?

1. The maintenance rate

. The maintenance rate indicates how many months your server
environment runs before a maintenance action is required.
When this rate is compared to a norm (based-upon statistics
gathered from other customers), this rate can also be used to
measure the health of your environment

2. The availability rate

. The availability rate measures how many months a specific
hardware product can operate before experiencing a hardware
disruption that stops it from functioning. This rate can be used to
determine how reliable your servers are; how available your
servers are; and how your servers compare to other vendor’s

servers.
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 What we are finding...

Centralized computing models are far more highly available than distributed computing
models (better RAS designs, multiple layers of redundancy, etc.). And if that is the case,
then we will have solid proof that enterprises should migrate away from distributed
computing deployments whenever possible; and,

Distributed servers are not being managed as efficiently as mainframes and other scale-
up designs (we think that we will find that distributed servers are not being managed
“proactively” — but rather “reactively”). And we think that the numbers will show that
managing servers proactively is a better management practice than waiting for failures.
And this, too, should drive more IT organizations to move away from distributed server
deployments whenever possible.

* In addition to these findings, we also expect to find that:

Enterprises that are paying for reactive maintenance are paying too much. Maintenance
contracts that are based on reactive maintenance are substantially overpriced. The
maintenance that you pay for should be proactive maintenance because proactive
maintenance not only ensures that your systems are kept up-and-running, it also
includes engineering changes that prolong the life of your investment. (Imagine
refreshing your servers every eight years instead of every four)!

We need help proving these theories...
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 New topic: Cloud Computing

— The current IT distributed computing model cannot be
sustained

* The current IT distributed computing model calls for
constantly adding more people as capacity expands

* People are expensive (salary, benefits, sick time, etc.)

e Labor costs are now nearing 50% of data center cost of
operations — and as more people are added, this
percentage is rising!

* People make errors

— Lost productivity; lost revenue; and lost opportunity

— Extreme virtualization/provisioning with automated
management is needed (a.k.a.: cloud architecture)
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Clusters

Scale-up Mainframes

Memary—nfh X86
architectures

A Heterogeneous Cloud

Cloud computing provides: Scale-out Blades

-- Virtualization [resource pooling]

-- Provisioning controls [build-up/tear down)

-- Service management [applications as services
and IT management as services)

Scale-up or out
Unix/Linux Systems

Various

Workloads

i=0i= |

Web 2.0

Distributed Computing/Grid environments
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* The clouds of the future
— Homogeneous VS. heterogeneous
— Public, private, hybrid

 What you need to understand

— Server market is consolidating

 Three microprocessor architectures will dominate
— X86-based multi-cores (post-Nehalem); POWER,; z

— The concepts of virtualization, provisioning,
workload management
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* The clouds of the future (cont’d)

— What the move to clouds means to you

* Need to produce cloud-related data
— What does it cost to operate a cloud vs. trad approaches

Electrical and building systemms
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Optimize IT Infrastructure
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* The clouds of the future (cont’d)

— We need all sorts of new data

B Management/Labor
m Systems/Storage/Network

Physical System, Storage,

M Ene rgy Network Management;
Legical Virtualization;

M Real Estate Provisioning; Workload

. Redundancy Managemeni; Database,

5% Infrastructure, Application

Management; Security;
Resilience; Energy
Management, Information
Management; Business
Process Flow Management;
ad maore...

W Consultantcy

5%

3%
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* The clouds of the future (cont’d)

— And you need to become familiar with the term
“service management”

e Could be an info gathering tool

e IBM Service Management
Vil i Pl i 11
mm EELAGED Bk oy 75 Best Practices, Methodologies, and Services
S e a T w el e 3 3 @
Cop 0 A '&r B S Y1 ]
Friy St Drilerlbiw=tlield 6 B - S AT Db Tkl B B .
e e $ome i Service Management Platform
A imes i * & & ) *® @
2 BB et Db
e E E ‘E e | ] e Service Service Network
T R ( } :;E.‘L:i $ 40 Delivery&  Availability& ~ Storage ~ Security, Risk  Datacenter Asset &
Gl e el x i phs ' Process ~  Performance  Management &Compliance Transformation Management ~ Service
pa Ermaiat 1+ e T _ Automation Management Assurance
Mamry Allcatian Piocess CPU Time 18 live dben Do
v |*
l..-l e ik 2
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e Summary Observations

— New emphasis on reduced acquisition costs AND
reduced operational costs

— Acquisition
e Focus on getting more out of existing investments

— Maximize performance through virtualization
— Reduce redundancy through virtualization

— Operational (a.k.a — Total Cost of Ownership)

e Reducing costs related to human-oriented,
management, energy, security, resiliency, etc.
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 Summary Observations (cont’d)

— To better analyze IT environments, we need:
* Acquisition
— Better reliability/availability numbers
— Better virtualization comparisons (especially cost)

* TCO

— Better management cost analysis

» For instance, how much can service management save an
organization in people-related management costs

— Better cloud analytics
» Cost to move to a cloud (virtualization, provisioning, etc.)
» Cost models (when to deploy which type of cloud)
» More...
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 Summary Observations (cont’d)

— Most of all, we have got to improve our
measurement systems for general workload
processing

* The cloud is all about automated, general workload
processing on available, underlying, self-provisioned,
virtualized information systems

— We need an industry standard “Mettle Test”

 Virtualization is making it possible for dedicated
application servers to become general workload
processors
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e Questions and Answers



For Additional Information on Tivoli
Service Management for System z

http://www-01.ibm.com/software/tivoli/solutions/zsmc

http://www-01.ibm.com/software/os/systemz/itsm

Please join the Service Management for System z Community:
https://www-950.ibm.com/communities/service/html/communityview?communityUuid=9051592f-7640-466e-8524-6ae7dcc20c79



