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Executive Summary

Today’s complex applications require a completeegrated, efficient management environment
that can proactively identify problems before tliegur — and that can correct problems without
manual intervention. By linking the wealth of mumming data with policy-based automation,
IBM’'s OMEGAMON monitoring environment can identifyerformance problems before
outages occur; and these problems can be autotthatiEsolved using IBM’s System
Automation Suite (for policy-based automation).

In thisResearch Report, Clabby Analytloeks more closely at the integration of IBM’s
monitoring and systems/workload automation pomfliand we consider the benefits of using
these solutions in tandem.

The Situation: Increased Complexity and a Siloedastructure

Today’s composite applications span multiple laygnsfrastructure with transactions that
travel across both mainframe and distributed systgitos. These silos make it difficult for IT
administrators to identify the source of problenapplications and data make their way through
these systems — and thus, identifying the sourgedbrmance problems becomes a challenge.
Furthermore, without automation, manual errorscaramon, and correlating information from
multiple monitoring tools while looking at applitat/database/system interdependencies in
order to located the source of an application perémce problem can be quite complex.

To overcome this complexity, enterprises are logkmlink IT siloes through common
management and by sharing of monitoring and peiioga information across systems, storage,
networks. This means that management systemshawstpable of monitoring and correlating
performance metrics across these infrastructuersatyp provide an unified view of application
behavior, as well as the ability to — from a singlanagement screen — drill down to

individual components for root cause analysis.

In addition to linking silos and sharing monitayiperformance information, enterprises are also
looking to speed time-to-resolution and improveilabaity through automated problem
resolution. Many of today’s monitoring tools onhdicate whether an application is up or down
— rather than indicating application performancgrddation so that a problem can be fixed
proactively before causing an outage or breachengce level agreements (SLAS). Outages can
result in lost revenue and negatively impact a camyfs reputation. In order to resolve
performance problems, IT administrators need teetstdnd performance values such as “what
is good and what is bad?”, or “what is the corteoeshold?” Once administrators qualify and
guantify performance values, policies and thresholth be set — replacing manual problem
correlation across applications with automatedskend alarms that are triggered when a
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predetermined threshold is reached. At this jumctautomated fixes and recovery mechanisms
can be launched.

This process of automatic problem identification and automated response enables proactive management to take
place, allowing problems to be identified and corrected before they impact end-users, reducing outages and
enabling continuous operation while also increasing administrator productivity.

Background

In a March 2012 review of OMEGAMON V5 (IBM’s mai@me management environment),
Clabby Analyticsighlighted several new features that improvestifieiency and productivity
of mainframe managers (including faster problenmiifieation, automation and integrated
management). More specifically, we found a gretigroved 3270 interface (better grouping
and the introduction of a new color interface) fisai management, simplified packaging, role-
based views, built-in problem-solving scenariog] taster installation and configuration.

According to IBM, OMEGAMON V.5.1 has enabled mainframe administrators to save up to 75% of the time needed
to find problems; it has helped offload up to 73% of CICS SLA processing; and it has reduced fix times(in some
cases, from 90 minutes to as few as 2 minutes).

Since our 2012 review, IBM has taken integratiod afficiency a step furthevith improved
integration and automation across the entire momnitng and systems/workload automation
portfolio — providing an integrated system management envirohaeoss mainframe z/OS
and distributed environments. An updated versicdMEGAMON V.5.1 offers:

New packaging: IBM Tivoli OMEGAMON Performance Magement Suite for z/OS
including includes all eight OMEGAMON modules aslives IBM’s Tivoli Composite
Application Manager,

IBM Tivoli OMEGAMON and IBM Tivoli Monitoring (ITM) for performance and
availability monitoring

IBM Tivoli System Automation (SA) family for polichased automation to improve
efficiency and availability of systems and applicas; and,

IBM Tivoli Workload Scheduler (TWS) automates, ntons and schedules workflow
throughout the enterprise IT infrastructure. Iméign with Tivoli Workload Scheduler
enables pre-defined business policies to genelats dased on workload, application
or system events reducing manual errors and sipgndifoperations. Automated
recovery processes and built-in redundancies enalridoads to continue to execute
even during unplanned outages for continuous oipetat

IBM’'s OMEGAMON, Tivoli System Automation, and TivoWorkload Scheduler: Working in
Tandem to Identify and Solve IT Performance Problem

IBM’s cross-platform systems management solutiangetevolved in parallel — creating an
integrated environment that can identify perfornreapmblems and automatically take corrective
action. This integration of OMEGAMON, IBM Tivoliystem Automation family and Tivoli
Workload Scheduler provides information technol@idy managers and administrators with
greater visibility across IT infrastructure — adlvas with tools to find and resolve performance
problems automatically, minimizing outages and mmxing availability .
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IBM Tivoli OMEGAMON — A Closer Look

IBM Tivoli OMEGAMON provides a single monitoring drmanagement environment that
spans infrastructure including mainframe, distrdalisystems, mobile and cloud. It detects
bottlenecks and other potential problems, iderstifiee root cause to proactively address
performance issues. By integrating z/OS managefnantions and alerts across systems,
networks, storage and messaging environmentsjezflig and productivity are improved.

OMEGAMON V5 is available as integrated product swésigned to provide unified,

centralized management across heterogeneous Bsinfcture as well, as ease of ordering and
installation. The enhanced 3270 GUI provides aerpnise view of information supported

across the entire OMEGAMON family. Through thiseiridce, transactions can be linked across
multiple Sysplexes, and there is no need to mowsdsn multiple screens and monitors. Launch
in context capabilities make it easier to find peobs that span multiple subsystems. The
enhanced graphical user interface (GUI) also addeethe changing face of the mainframe IT
manager. While traditional mainframe managers aesdbcommand line driven interfaces, the
new generation of IT talent finds them cryptic aodnplex — affecting efficiency and
productivity.

IBM Tivoli OMEGAMON Performance Management Suite @OS includes all eight
OMEGAMON modules and IBM Tivoli Composite Applicati Manager for Web resources.
This solution monitors performance and availabildy IBM z/OS operating system, networks,
storage subsystems, IBM DB2, IBM CICS, IBM IMS, IBMebSphere MQ for z/OS, and IBM
WebSphere Application Server for z/OS from a singler interface, and provides a foundation
offering for analytics and automation.

IBM Tivoli System Automation Family

The IBM System Automation family provides advanpeticy-based end-to-end cross-platform
automation to improve the efficiency and availdapitf critical systems and applications.
Automation is linked to predefined rules and p@&&cbased on best practices such as automated
application group stop and restart providing camims availability for IT resources (Figure 1,
next page).

The IBM System Automation Family includes:

* IBM Tivoli System Automation for z/OS (SA z/@%n IBM Tivoli NetView for z/OS-
based application that provides a policy-based:hsezlling, high-availability solution to
maximize efficiency and availability of critical sggms and applications on System z.
When used with IBM Geographically Dispersed Par&8iesplex (GDPS), it provides
application disaster recovery capabilities incogbiog remote copy and failure recovery;

* IBM Tivoli System Automation Application Manageh (& pMan)offers a single web-
based management console for managing composileatgms providing graphical
views of applications and their relationships teestinfrastructure components with drill-
down to root cause. Policy-based automation enabbeieling of application behavior
and provides automatic recovery when applicatispstems or systems fail, reducing
outages and improving availability. Integrationm@&DPS provides cross-platform
disaster recovery functionality for heterogeneooskivads;
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« IBM Tivoli System Automation for Multiplatforroffers high availability and policy-
based automation for applications and servicessadieterogeneous environments. It
reduces frequency and duration of service disraptfor critical applications and
middleware running on heterogeneous platforms amaadization technologies; and,

* IBM Automation Control for z/OR targeted to mid-market companies and singleggyst
Z environments to provide policy-based and goaletriautomation in a single easy-to-
install and configure product.
Figure 1- IBM Systems Automation Family
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Source: IBM , April 2014

Integration with IBM System Automation— Extendimg €apabilities of IBM OMEGAMON

Through the IBM Tivoli Monitoring (ITM) frameworkDMEGAMON agents gather and send
performance data, trigger alerts when thresholdsesached, and perform actions in response to
these alerts. OMEGAMON provides resource and exaefitased monitoring and exception-
based automation (action occurs when monitoringatds a threshold has been exceeded or a
behavior falls outside certain parameters). Inyaeption situation, the exception is detected and
is resolved, or is diagnosed and an alert is sethtet default event receiver or the specified
owner of a resource.

System Automation can correlate information from multiple monitors and translate this into an application health
status (based on thresholds and metrics) that is propagated to monitored resources and aggregated into their
compound status to allow easy detection of performance problems. When a performance issue is detected,
System Automation can automatically implement a solution to the problem (if it is a common problem and there is
a documented solution). By automating the fix based on pre-set policies (rather than requiring scripts), the risk of
human error is decreased and the problem can be fixed before it becomes a critical situation. Policy-based
automation triggers automated alerts and notifications and makes resource modifications to maximize uptime and
prevent outages.
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Problems detected by OMEGAMON can lead to automeagsplonses such as:

» Elimination of a detected bottlenecks;

» Stopping or recycling applications to solve issliless memory leakage;

» Starting expensive traces only when specific sibnator error conditions are detected;
* Killing transactions or thread;

» Provisioning of additional resources; and/or

» Escalation of issues to SME if no automated satugéxists.

These tools can also be used to plan for a praaeapyplication move or prepare for a planned
outage. By using OMEGAMON and System Automatiarstomers can automatically escalate
issues based on monitoring information collecte@®MEGAMON, correlate problems across
applications to identify root cause and reduceiappbn downtime and maintain SLA’s. This
automation also helps to streamline administradive operational tasks, improving productivity
and reducing errors.

As an example of how OMEGAMON and System Automatiamk together, consider Figure 2.
In Figure 2, an operator issues a command to ataoh-line trading application. OMEGAMON
monitoring agents report on-line status of varioosiponents. IBM System Automation
automatically sets aggregated state of the apitéb “online” and provides a single view of
the application across both System z and distribsiystems. Agents monitor the application
based on ITM agent status information and repask ba IBM System Automation. And,
finally, issues are addressed using automated eeg@ctions across the entire application.
Figure 2 —On-line Trading Application Scenario
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Source: IBM, April 2014
IBM System Automation provides a single view of grgire application as it spans both
distributed and mainframe environments. OMEGAMONMNrag monitor the application based on
KPIs and status information is automatically repdrback to IBM System Automation enabling
proactive management which minimizes outages apdawes availability.
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As IBM describes it, OMEGAMON provides “eyes” and “ears”. System Automation provides “hands” and “feet”

IBM Tivoli Workload Scheduler — A Closer Look

Today'’s businesses continue to become more comipkegrating legacy systems with web-
based and mobile applications, supporting new tgpegrkloads, and the need to exploit “big
data” and analytics — all contribute to this comfile In these heterogeneous environments, a
traditional job scheduler cannot start/stop conteagpplications as required by a production
plan nor is it able to monitor and manage multiptekloads across virtual physical and cloud
environments. This can impact performance andieffcy.

TWS is a workload automation tool that automates plan and control processing of enterprise production
workloads, and supports both calendar-based and event-based workload automation. TWS plans the start and
stop of an application group in a TWS jobstream. From a single management interface, this tool can dynamically
manage hundreds of thousands of composite workloads a day to optimize performance and handle exceptions.
Based on defined business policies, alerts can be generated based on workload, application or system events.
Built-in redundancies enable workloads to continue to execute even during unplanned outages.

IBM TWS and IBM System Automation Integration

TWS plans, schedules and submits applicationsatleatomposed of jobs on a regular calendar
or event-driven basis, and is designed to handie laumbers of jobs on any given day. The
scheduler alone is unable to start/stop compleXagipns as required by a production plan,
leading to errors and requiring manual interventidS manages complex workload schedules
while IBM System Automation for z/OS (SA z/OS) da@gxplication starting and stopping with
predefined start/stop command sequences. TWSsmaBA AppMan to request synchronous
start/stops of complex business applications watlsceripting required, improving productivity
and providing higher availability for applicationd8M System Automation for Multiplatform
used with TWS also improves availability by monimgy status of all components (hardware and
software) across platforms, taking into accourdtrehships between components to enable
automatic switching of components to other noddhe@mnetwork in the event of a problem.

IBM System Automation manages dependencies, configurations, sets thresholds and provides automated
recovery. By linking the solutions, TWS can request IBVl System Automation to start or stop a complex set of
components and applications based on these logical dependencies and policies. With this integration, system
management is proactive, enabling problems to be fixed before they cause outages and downtime, increasing
productivity and availability.

Figure 3 (next page) provides a scenario that descrhow TWS and SA AppMan work
together. It shows how an operator defines scleeldstiart/stop actions for a (set of) components
managed by System Automation Application Managér AppMan). It also shows how TWS
uses agent for SA AppMan to issue start/stop reqters composite business application
controlled by SA AppMan. This agent uses SA AppMdab Service to issue synchronous or
asynchronous request to SA AppMan to start/stopraponent. And finally, for synchronous
requests the agent waits for the request completiwhreturns the result. The waiting job-step
can now continue.
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Figure 3 : Scheduled start/stop of Composite BusiaéApplications

Source: IBM, April 2014

The Big Picture

IBM’s monitoring and systems/workload automatiomtfudio offers a set of integrated solutions
for monitoring, proactive performance managementt cause analysis, workload scheduling,
and disaster recovery to ensure high availabitityafpplications and infrastructure from-end-to-
end across the entire enterprise, including clodidommon unified interface across
applications, distributed, cloud and mainframe ayst links IT siloes and speeds problem
identification and resolution. When performancebtems are identified, automated procedures
resolve those problems proactively, enabling appbos, tasks and workloads to operate
continuously, without interruption. This enablesadministrators to meet SLA’s and avoid
costly downtime. Automation also reduces humanrgrand eliminates manual intervention for
improved productivity and lower costs, as well aalding correlation of monitoring data from
multiple sources for more accurate analysis.

For an illustration of how these portfolios worlgether, se&igure 4.

Figure 4 — OMEGAMON, IBM System Automation and IBMVorkload Scheduler
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Summary Observations

IT complexity and siloed infrastructures create mignagement problems for large
enterprises. IBM recognizes these problems afatissed on cross platform management
integration as well as ease-of-use. In additiBM is also focused on streamlined
packaging for easier ordering and configurationfyni®M systems management offerings
being made available in both on premise and as GafSvare-as-a-Service) offerings).

At IBM’s Pulse conference in Las Vegas this yeag,saw how OMEGAMON and IBM
System Automation work together to enable the cbbbe@ of monitoring information from
multiple sources, and using pre-set policies anestiplds, automated actions can be
triggered when a potential problem is detected: example, additional resources can be
automatically provisioned if a certain capacityesirold is reached— enabling proactive
management and eliminating problems before usersrgracted. We also saw how Tivoli
Workload Scheduler and IBM System Automation indgg composite workloads across
multiple platforms and applications, start or stopomplex set of components and
applications based on dependencies and policidsaaiomate activity scheduling and
management tasks. Reading our review of thesauptedells you what to look for — but
seeing these products working together in an iategrfashion is truly impressive.

By replacing manual tasks with automation, system manager and administrator efficiency and productivity
are improved and errors are reduced. And customers see higher availability with fewer outages and less
downtime.

Back in 2012, Clabby Analytics wrote that OMEGAM®@BI1) is ‘the ideal product for
performing performance and availability monitoring the mainfranie And it still is.
Enhancements in OMEGAMON 5.1 including the 3270 @(adiilt-in problem solving
scenarios, and efficiency features (such as thefimehwcommand) have dramatically
reduced the time it takes to fix and resolve protde When used with other products in the
IBM systems management portfolio including the IBWoli System Automation suite

and the IBM Tivoli Workload Scheduler, OMEGAMON lmues an even more powerful
problem identification and resolution tool, maximg uptime and application and
workload availability by solving issues proactivéityough automation.

Clabby Analytics ) Clabby Analytics is an independent technology research and
http://www.clabbyanalytics.com analysis organization. Unlike many other research firms, we
Te|8phone: 001 (207) 847-0163 advocate certain positions — and encourage our readers to find

counter opinions — then balance both points-of-view in order to
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