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Executive Summary

In May 2001, IBM and J.D. Edwards conducted a benchmark in Beaverton, Oregon to measure batch performance of the Sales Order Process of OneWorld Xe using Oracle 8.1.6 on an IBM® eServer p680 running IBM® AIX® 4.3.3 and Enterprise Storage Server (ESS). 

The Business-to-Business eFulfillment Sales Order Entry Benchmark is a transaction oriented test for an eFulfillment model of Collaborative Commerce. OneWorld serves as the backbone application serving the company’s various business functions. For this version of the test, only the Sales Order Entry portion of the business cycle was used.

Benchmark Process

The benchmark measured run times using 250 UBEs (Universal Batch Engine) running on two application servers connected to one database server, which interfaced to an IBM ESS Model 2105-F20 disk array. All of the servers were IBM eServer p680s. Each application server ran 125 concurrent UBEs over a 60-minute test window with all 250 UBEs running during the full measurement window. The application servers were running against a 36GB database spread across ESS devices.

The eFulfillment batch processes can be initiated either from a client or from a direct telnet session. For this benchmark, all jobs were initiated from a telnet session to the application servers.

During the test window, operating system statistics were gathered along with row counts of specific tables to validate the results. Several tests were run with different tuning methods used while trying to reach the goal of 1,000,000 sales order lines per hour.

Benchmark Configuration

The following diagram shows the benchmark configuration used during the tests.
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Benchmark Configuration

Summary of Results

The final J.D. Edwards fully audited and certified result was 1,029,200 sales order lines per hour. This high water result was achieved due to the unique architecture of the IBM eServer p680 servers and the ESS Model 2105-F20 disk array.

The ESS disk array is more than a standard disk array. It is a SeaScape architecture subsystem and uses two high performance Cluster Processor Complexes to manage its operations. Each Cluster Processor Complex has a 4-way SMP RISC processor running at 332Mhz. In addition, cache is used to store both read and write data to improve ESS performance to the attached host system. Each cluster has its own non-shared cache of 8GB to 16 GB which brings the total subsystem cache to 32GB.

	Server
	Usage
	# UBE
	Avg. CPU
% Busy
	Avg. Wait %
on I/O

	El19a56
	Application Server
	125
	72%
	n/a

	El19a57
	Application Server
	125
	72%
	n/a

	El19a58
	Database Server
	250
	73%
	4%


Database Tuning and Observations

Disk Layout

The JD Edwards benchmark used an ESS to host the Oracle database files used by the application under test. These files had varying performance requirements.

ESS System Layout

The ESS was configured to use 64 disk drives, grouped into four loops with two ranks of eight disks per loop for a total of eight ranks. Within each rank, there are six disks for data, one for parity, and one spare. Each disk is 36GB. Thus, there are 216GB of space available in each rank for a total of 1728GB of available space on the array. There are eight out of 16 fiber host adapter cards connecting the ESS to the IBM p680 database server. Total subsystem cache for this configuration was 16GB.

There was a one-to-one relationship between ranks and FC host adapter cards. Therefore, each LUN or volume in the ESS had one access path to the AIX database host.

ESS Volumes

Each ESS rank was broken up into 13 4GB LUNs. Each LUN resided on one and only one rank of RAID 5 disks. This simple configuration allowed the Oracle® database file systems to be striped across the loops and arrays in the ESS using the AIX logical volume manager.

File systems, which contained the Oracle database files, where created on logical volumes with a stripe width of eight or 16 depending on whether or not the database files which were to reside on them were predicted to have heavy I/O activity against them. All striped logical volumes used a 64Kb stripe size.

The number and layout of tablespaces were created according to J.D. Edwards recommendations for a certified benchmark result. The recommended 400MB-redo log size was replaced, however, with 2GB log size in the database creation script.

Oracle Tuning

SQL*Net Tuning

· Set SDU and TDU = 8192 per J.D. Edwards guidelines.

· Changed LOGGING_<LISTENER_NAME>=OFF for all three listeners on the database server.

Instance Tuning

· Set LOG_CHECKPOINTS_TO_ALERT = TRUE to monitor check pointing. Checkpoints occurred about once every five minutes.

· Increased shared_pool_size to 300MB (shared_pool_retained_size was increased to 30MB). The dictionary cache hit ratio rose from 91 to 97 percent following this change.

· Increased log_buffer to16384000.

Database Tuning

· Verified that indexes and data were in separate tablespaces, and moved those which were in the wrong tablespaces.

· Increased the number of rollback segments to 250.

· Set initrans to 8 and freelists to 5 for all objects that had inserts logged against them, and thus were truncated after each test.

· Created an additional index on the f47012 table to eliminate full table scans.

· Pre-allocated extents for those objects (tables and indexes) that had inserts logged against them.

Perhaps the most significant tuning was to partition two indexes that were the most highly used indexes during the benchmark - partitioned indexes F47011_PK and F47012_B over five tablespaces on isolated hdisks (or LUNs on the ESS).

Prior to partitioning the indexes, the same exact run was performed and the best result was 952,494 with the database server average CPU busy 80% and average waiting on IO = 5%.

AIX Tuning

Kernel parameters that were changed were:

Maxuproc
9999

Maxbuf
20

Users ulimit to unlimited
Additional Information

Additional information can be found at the following websites:

· IBM/J.D.Edwards Alliance – http://www.developer.ibm.com/erp/jdedwards/
· IBM pSeries Home Page – http://www-1.ibm.com/servers/eserver/pseries/
· IBM SSG Home Page - http://www.storage.ibm.com/ssg.html
· J.D. Edwards Home Page – http://www.jdedwards.com
Contact Information

Jon Auger

J.D. Edwards, Platform Technologies

Benchmark and Integration Technologies

Phone: 303-334-1494

Email: Auger_Jon@jdedwards.com
Appendix A: Certification Criteria

The following requirements must be in place to meet the certification criteria:

1.
A copy of the benchmark test plan must be submitted to Benchmark and Integration Technologies (BAIT) for review and approval prior to beginning the test.

2.
The tests must be conducted using the full test database and test data as delivered by BAIT. No data or indices may be deleted except as part of refreshing the database from J.D. Edwards-provided import files.

3.
Database, network, and system tuning techniques used to achieve the published results must be disclosed.

4.
A minimum of the average CPU, memory, network, and disk utilization for the published test runs must be reported.

5.
The BAIT-provided counter script will calculate batch transaction rates.

6.
Only BAIT-provided B2B scripts will be used to conduct benchmark runs. These scripts must be run as delivered by J.D. Edwards with no modifications, except as specifically authorized by BAIT (localization parameters e.g. system name, directory paths, etc.). J.D. Edwards may provide, at its sole discretion, revised scripts if necessary.

7.
The test must be conducted only using the J.D. Edwards production software as delivered with no code modifications. Any updates (i.e. patches and bug fixes) or custom code (i.e. beta code) must be obtained from J.D. Edwards and be generally available (GA) within 90 days of release of the test results. Release levels, patches and custom or beta code used to achieve published results must be documented.

8.
Test results must be repeatable to within 5% at the highest successful transaction rate.

9.
The test measurement window will be 60 minutes. The ramp-up time is not included in the measurement window. There is no minimum (or maximum) ramp up time. The only requirement is that the measurement window must consist of 60 consecutive minutes with all UBEs running during the full measurement window.

10.
Final test results will need to be reviewed by BAIT for verification of compliance. System configuration files, database configuration files, OneWorld configuration files and timing logs output from test scripts must be turned over to BAIT as part of this review.

11.
A press release may be issued as long as all parties agree with the results. Each party must approve the wording. All press releases must specify the OneWorld version, OS name and version, certified transaction rate, database name and version.

12.
All parties are allowed to distribute the documents.
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THIS PUBLICATION IS PROVIDED "AS IS" without warranty of any kind, expressed or implied, including, but not limited to, the implied warranties of merchantability, fitness for a particular purpose, or non-infringement. This publication could include technical inaccuracies or typographical errors. This publication does not make recommendations, implied or actual. It provides guidelines; however, due the wide variety of networking, hardware and software configurations found in OneWorld installations, no guarantees can be made that specific results are achievable in any particular installation. Changes are periodically added to the information herein. These changes will be incorporated in new editions of the publication. J.D. Edwards may make improvements and/or changes at any time to the product(s) and/or the program(s) described in this publication.
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