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Administration reference

Use the links to reference information in this section to help you operate and administer IBM MQ.

. M“Command sets comparison” on page 5

- “IBM MQ control commands reference” on page 13

« “MQSC commands reference” on page 233

. m“rmvmqinf (remove configuration information)” on page 135
« “Programmable command formats (PCFs) reference” on page 959

- “Administrative REST API reference” on page 2128

- “IBM MQ Administration Interface reference” on page 2356

« “Managed File Transfer administration reference” on page 2437

. “Using the IBM MQ utilities on z/OS” on page 2679

Related reference
Queue names
System and default objects

Commands reference

Use commands to manage queue manager objects (control commands, MQSC commands, PCF
commands), MFT objects, and MQIPT.

“Command sets comparison” on page 5

“IBM MQ control commands reference” on page 13

“MQSC commands reference” on page 233

“Programmable command formats (PCFs) reference” on page 959
“CL commands for IBM i reference” on page 1518

“MFT commands reference” on page 1949

“MQIPT commands reference” on page 2122

Related tasks
Administration using MQSC commands

BT command sets comparison

The tables in this section compare the facilities available for AIX, Linux, and Windows from the different
administration command sets, and also show whether you can perform each function by using the IBM
MQ Explorer or REST API.

Note: These comparison tables do not apply to IBM MQ for z/0S®. For information on how to
use MQSC commands and PCF commands on z/0S, see Issuing commands to IBM MQ for z/OS.

mThese comparison tables do not apply to IBM MQ for IBM i. For information on how to use
MQSC commands and PCF commands on IBM i, see Alternative ways of administering IBM MQ for IBM i.

Related concepts

Introduction to Programmable Command Formats
Introduction to MQ Explorer

Related tasks

Administering IBM MQ
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Administration using MQSC commands

Administering using the REST API

ST Queue manager commands

A table of queue manager commands, showing the PCF command, MQSC command, and control
command equivalents. The REST API resource and HTTP method equivalents, and IBM MQ Explorer
equivalents, are included if available.

Table 1. Queue manager commands

Description PCF command | MQSC command | Control REST API IBM MQ
command resource and Explorer
HTTP method equivalent?
Change Queue Change Queue ALTER OMGR No equivalent Yes
Manager Manager
Create Queue No equivalent No equivalent cxrtmgm Yes
Manager
Delete Queue No equivalent No equivalent dltmgm Yes
Manager
Inquire Queue Inquire Queue DISPLAY QMGR | No equivalent Yes
Manager Manager
IIvr|1qU|re Q;leue IIvr|1qU|re Q;leue DI|VS|SP'|I:AA¥US dspmq GET /admin/ Yes
anager Status anager Status | Q installation
GET /admin/
qmgr
Ping Queue Ping Queue PING QMGR No equivalent No
Manager Manager
Refresh Queue Refresh Queue REFRESH QMGR | No equivalent Yes
Manager Manager
Reset Queue Reset Queue RESET QMGR No equivalent No
Manager Manager
Start Queue No equivalent No equivalent stxrmgm Yes
Manager
Stop Queue No equivalent No equivalent endmgm Yes
Manager
Related tasks

Creating and managing queue managers on Multiplatforms
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BT command server commands

A table of command server commands, showing the PCF command, MQSC command, and control
command equivalents. The REST API resource and HTTP method equivalents, and IBM MQ Explorer
equivalents, are included if available.

Table 2. Commands for command server administration

Description PCF command | MQSC command | Control REST API IBM MQ

command resource and Explorer
HTTP method equivalent?

Display Inquire Queue DISPLAY dspmqgcsv Yes

command server | Manager Status | QMSTATUS

Start command | Change Queue ALTER OMGR strmgcsv Yes

server Manager

Stop command | No equivalent No equivalent endmqgcsv Yes

server

mAuthority commands

A table of authority commands, showing the PCF command, MQSC command, and control command

equivalents. The REST API resource and HTTP method equivalents, and IBM MQ Explorer equivalents, are

included if available.

Table 3. Commands for authority administration

PCF command MQSC command Control command REST API resource |IBM MQ Explorer
and HTTP method |equivalent?

Delete authority DELETE AUTHREC setmqgaut Yes

record

Inquire authority DISPLAY AUTHREC | dmpmqgaut Yes

records

Inquire entity DISPLAY ENTAUTH [dspmqgaut Yes

authority

Refresh Security REFRESH SECURITY | No equivalent Yes

Set authority record | SET AUTHREC setmqaut Yes

BT Cluster commands

A table of cluster commands, showing the PCF command, MQSC command, and control command
equivalents. The REST API resource and HTTP method equivalents, and IBM MQ Explorer equivalents,
are included if available.

Table 4. Cluster commands

PCF command MQSC command Control command REST API resource |IBM MQ Explorer
and HTTP method | equivalent?

Inquire Cluster DISPLAY No equivalent Yes

Queue Manager CLUSQMGR

Refresh Cluster REFRESH CLUSTER [ No equivalent Yes

Reset Cluster RESET CLUSTER No equivalent No
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Table 4. Cluster commands (continued)

PCF command MQSC command Control command REST API resource |IBM MQ Explorer
and HTTP method | equivalent?

Resume Queue RESUME QMGR No equivalent Yes

Manager Cluster

Suspend Queue SUSPEND QMGR No equivalent Yes

Manager Cluster

BT A uthentication information commands

A table of authentication information commands, showing the PCF command, MQSC command, and
control command equivalents. The REST API resource and HTTP method equivalents, and IBM MQ
Explorer equivalents, are included if available.

Table 5. Authentication information commands

PCF command MQSC command Control command REST API resource |IBM MQ Explorer
and HTTP method |equivalent?

Change ALTER AUTHINFO No equivalent Yes
Authentication
Information Object
Copy Authentication | DEFINE No equivalent Yes
Information Object | AUTHINFO(x)

LIKE(y)
Create DEFINE AUTHINFO [ No equivalent Yes
Authentication
Information Object
Delete DELETE AUTHINFO [ No equivalent Yes
Authentication
Information Object
Inquire DISPLAY AUTHINFO | No equivalent Yes

Authentication
Information Object

B Channel commands

A table of channel commands, showing the PCF command, MQSC command, and control command
equivalents. The REST API resource and HTTP method equivalents, and IBM MQ Explorer equivalents, are
included if available.

Table 6. Channel commands

PCF command MQSC command Control command REST API resource |IBM MQ Explorer
and HTTP method | equivalent?
Change Channel ALTER CHANNEL No equivalent Yes
Copy Channel DEFINE No equivalent Yes
CHANNEL(x) LIKE(y)
Create Channel DEFINE CHANNEL No equivalent Yes
Delete Channel DELETE CHANNEL No equivalent Yes
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Table 6. Channel commands (continued)

PCF command MQSC command Control command REST API resource |IBM MQ Explorer
and HTTP method | equivalent?
Inquire Channel DISPLAY CHANNEL | No equivalent GET / Yes
admin/qmgr/
{gmgrNamet/
channel
Inquire Channel DISPLAY CHANNEL | No equivalent GET / Yes
Names admin/qgmgx/
igmgrName}/
channel
Inquire Channel DISPLAY CHSTATUS | No equivalent GET / Yes
Status admin/qmgx/
igmgrName}/
channel
Ping Channel PING CHANNEL No equivalent Yes
Purge Channel PURGE CHANNEL No equivalent Yes
Reset Channel RESET CHANNEL No equivalent Yes
Resolve Channel RESOLVE CHANNEL | No equivalent Yes
Start Channel START CHANNEL runmqgchl Yes
Start Channel START CHINIT runmqgchi No
Initiator
Stop Channel STOP CHANNEL No equivalent Yes

B istener commands

A table of listener commands, showing the PCF command, MQSC command, and control command

equivalents. The REST API resource and HTTP method equivalents, and IBM MQ Explorer equivalents, are

included if available.

Table 7. Listener commands

PCF command MQSC command Control command REST API resource |IBM MQ Explorer
and HTTP method | equivalent?

Change Listener ALTER LISTENER No equivalent Yes

Copy Listener DEFINE No equivalent Yes
LISTENER(x) LIKE(y)

Create Listener DEFINE LISTENER No equivalent Yes

Delete Listener DELETE LISTENER No equivalent Yes

Inquire Listener DISPLAY LISTENER | No equivalent Yes

Inquire Listener DISPLAY LSSTATUS [ No equivalent Yes

Status

Start Channel START LISTENER ‘1" | xrunmglsx Yes

Listener onpage 10

Stop Listener STOP LISTENER endmqlsx “2" onpage Yes

10
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Table 7. Listener commands (continued)

PCF command

MQSC command

Control command

REST API resource
and HTTP method

IBM MQ Explorer
equivalent?

Notes:

1. Used with listener objects only
2. Stops all active listeners

BTN amelist commands

A table of namelist commands, showing the PCF command, MQSC command, and control command
equivalents. The REST API resource and HTTP method equivalents, and IBM MQ Explorer equivalents, are
included if available.

Table 8. Namelist commands

PCF command

MQSC command

Control command

REST API resource
and HTTP method

IBM MQ Explorer
equivalent?

Names

Change Namelist ALTER NAMELIST No equivalent Yes
Copy Namelist DEFINE No equivalent Yes
NAMELIST(x)
LIKE(y)
Create Namelist DEFINE NAMELIST | No equivalent Yes
Delete Namelist DELETE NAMELIST | No equivalent Yes
Inquire Namelist DISPLAY NAMELIST [ No equivalent Yes
Inquire Namelist DISPLAY NAMELIST [ No equivalent Yes

mPI‘OCGSS commands

A table of process commands, showing the PCF command, MQSC command, and control command
equivalents. The REST API resource and HTTP method equivalents, and IBM MQ Explorer equivalents, are
included if available.

Table 9. Process commands

PCF command

MQSC command

Control command

REST API resource
and HTTP method

IBM MQ Explorer
equivalent?

Change Process ALTER PROCESS No equivalent Yes

Copy Process DEFINE PROCESS(x) | No equivalent Yes
LIKE(y)

Create Process DEFINE PROCESS No equivalent Yes

Delete Process DELETE PROCESS No equivalent Yes

Inquire Process DISPLAY PROCESS | No equivalent Yes

Inquire Process DISPLAY PROCESS [ No equivalent Yes

Names
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moueue commands

A table of queue commands, showing the PCF command, MQSC command, and control command
equivalents. The REST API resource and HTTP method equivalents, and IBM MQ Explorer equivalents,
are included if available.

Table 10. Queue commands

PCF command | MQSC command Control REST API IBM MQ
command resource and Explorer
HTTP method equivalent?
Change Queue ALTER QLOCAL No equivalent PAT(;H / Yes
ALTER QALIAS admin/qmgr/
ALTER QMODEL igmgrNamet/
ALTER QREMOTE queue
Clear Queue CLEAR QLOCAL No equivalent Yes
Copy Queue DEFINE QLOCAL(x) LIKE(y) No equivalent Yes
DEFINE QALIAS(x) LIKE(y)
DEFINE QMODEL(x) LIKE(y)
DEFINE QREMOTE(x) LIKE(y)
Create Queue DEFINE OLOCAL No equivalent POST /admin/ |[Yes
DEFINE QALIAS qmgr/N
DEFINE QMODEL igmgrNamef/
DEFINE QREMOTE queue
Delete Queue DELETE OLOCAL No equivalent DELETE / Yes
DELETE QALIAS a ml“ﬁqmgr/
DELETE QMODEL igmgrNamef/
DELETE QREMOTE queue
Inquire Queue DISPLAY QUEUE No equivalent GET /admin/ |Yes
qmgx/
igmgrNamet}/
queue
Inquire Queue DISPLAY QUEUE No equivalent Yes
Names
Inquire Queue DISPLAY QSTATUS No equivalent GET /admin/ Yes
Status qmgr/
igmgrName}/
queue
Reset Queue No equivalent No equivalent No

Statistics
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B M scrvice commands

A table of service commands, showing the PCF command, MQSC command, and control command
equivalents. The REST API resource and HTTP method equivalents, and IBM MQ Explorer equivalents,
are included if available.

Table 11. Service commands

PCF command MQSC command Control command REST API resource |IBM MQ Explorer
and HTTP method | equivalent?

Change Service ALTER SERVICE No equivalent Yes

Copy Service DEFINE SERVICE(x) |No equivalent Yes

LIKE(y)

Create Service DEFINE SERVICE No equivalent Yes

Delete Service DELETE SERVICE No equivalent Yes

Inquire Service DISPLAY SERVICE No equivalent Yes

Inquire Service DISPLAY SVSTATUS [ No equivalent Yes

Status

Start Service START SERVICE No equivalent Yes

Stop Service STOP SERVICE No equivalent Yes

BEMother commands

A table of other commands, showing the command description, and its PCF command, MQSC command,
and control command equivalents. The REST API resource and HTTP method equivalents, and IBM MQ
Explorer equivalents, are included if available.

Table 12. Other commands

Description PCF command | MQSC command | Control REST API IBM MQ

command resource and Explorer
HTTP method equivalent?

Create No equivalent No equivalent crtmgcvx No

conversion exit

Display files No equivalent No equivalent dspmqfls No

used by objects

Display No equivalent No equivalent dspmgtxc ‘17 on No

formatted trace page13

Display version | No equivalent No equivalent dspmqver No

information

Display No equivalent No equivalent dspmqtxn No

transactions

Dump log No equivalent No equivalent dmpmqlog No

Dump MQ No equivalent No equivalent dmpmqcfg No

Configuration

End trace No equivalent No equivalent endmqtzxc Yes
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Table 12. Other commands (continued)

Description PCF command | MQSC command | Control REST API IBM MQ
command resource and Explorer
HTTP method equivalent?
Escape Escape No equivalent No equivalent POST /admin/ |No
action/gmgr/
{gmgrNamet/
mgsc
Record media No equivalent No equivalent rcdmgimg No
image
Re-create media | No equivalent No equivalent rcxrmqobj No
object
Resolve No equivalent No equivalent rsvmqtrn No
transactions
Run client trigger | No equivalent No equivalent runmgtmc No
monitor
Run dead-letter | No equivalent No equivalent runmqdlq No
queue handler
Run MQSC No equivalent No equivalent runmgsc No
commands
Run trigger No equivalent No equivalent runmgtxm No
monitor
Set service No equivalent No equivalent setmqscp ‘2 on No
connection page 13
points
Start IBM MQ No equivalent No equivalent strmqtrc Yes
trace
IBM MQ Services | No equivalent No equivalent amgmdain “2"on No
control page 13

Notes:

1. Not supported on IBM MQ for Windows.
2. Supported by IBM MQ for Windows only.

IBM MQ control commands reference

Reference information about the IBM MQ control commands.

For information about running these commands, see Administration using the control commands.

madquinf (add configuration information)

Add IBM MQ configuration information on AIX, Linux, and Windows only.

Purpose

Use the addmginf command to add information to the IBM MQ configuration data.

For example, use dspmqinf to display and addmqin£ to copy configuration data from the system where
a queue manager was created, to other systems where the same multi-instance queue manager is also to
be started.

Administration reference 13



Syntax

»— addmgqinf

J_ -s — QueueManager j {

A

-v — Attribute = Value lb(

L -s — StanzaType J

Required parameters

-v Attribute = Value
The name and value of the stanza attributes to be placed in the stanza specified in the command.

Table 13 on page 14 lists the QueueManager stanza attribute values. The queue manager stanza is

the only stanza that is currently supported.

Table 13. QueueManager stanza attributes

Attribute

Value

Required or
optional

Name

The name of the queue manager.

You must provide a different name from any other queue manager
stanza on the system.

Required

Pxefix

The directory path under which this queue manager data directory
is stored by default.

You can use Pxefix to modify the location of the queue
manager data directories. The value of Directory is automatically
appended to this path.

Required

Directory

The name of the queue manager data directory.

Sometimes the name must be provided (as in “Example” on page
15), because it is different from the queue manager name. Copy
the directory name from the value returned by dspmqinf.

The rules for transforming queue manager names into directory
names are described in Understanding IBM MQ file names.

Required

DataPath

The directory path where the queue manager data files are placed.
The value of Directory is not automatically appended to this path
and you must provide the transformed queue manager name as part
of DataPath.

= Linux P AIX If the DataPath attribute is omitted on

AIX and Linux, the queue manager data directory path is defined as

: Linuzx

On AIX and
Linux: Optional

Ephemeral
Prefix

ephemeral data is kept, such as IPC sockets.

If the EphemexralPrefix attribute is omitted, the queue manager
ephemeral prefix is defined as Prefix.

Prefix / Directory . On Windows:
Required
BEERNT | Specifies the path to the directory, within which the queue manager [ Optional
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Optional parameters

=s StanzaType
A stanza of the type StanzaType is added to the IBM MQ configuration.

The default value of StanzaType is QueueManager.
The only supported value of StanzaType is QueueManager.

Return codes

Table 14. Return code identifiers and descriptions

Return code Description

0

1
39
45
46
58
69
71
72
100

Successful operation

Queue manager location is invalid (either Pxrefix or DataPath)
Bad command-line parameters

Stanza already exists

Required configuration attribute is missing

Inconsistent use of installations detected

Storage is not available

Unexpected error

Queue manager name error

Log location is invalid

Example

addmginf -v DataPath=/MQHA/gmgrs/QM!NAME +
-v Prefix=/var/mgm +
-v Directory=QM!NAME +
-v Name=QM.NAME

Creates the following stanza in mgs.ini:

QueueManager:
Name=QM.NAME
Prefix=/var/mgm
Directory=QM!NAME
DataPath=/MQHA/qmgrs/QM!NAME

Usage notes

Use dspmqginf with addmginf to create an instance of a multi-instance queue manager on a different

server.

To use this command you must be an IBM MQ administrator and a member of the mgm group.

Related commands

Table 15. Related commands and their descriptions

Command Description

“dspmginf (display Display IBM MQ configuration information

configuration
information)” on page 76
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Table 15. Related commands and their descriptions (continued)

Command Description

“rmvmginf (remove Remove IBM MQ configuration information
configuration
information)” on page 135

Mamqmdain (services control)

amqgmdain is used to configure or control some Windows specific administrative tasks.

Purpose
The amgmdain command applies to IBM MQ for Windows only.
You can usse amgmdain to perform some Windows specific administrative tasks.

Starting a queue manager with amgmdain is equivalent to using the stxrmgm command with the option
-ss. amgmdain makes the queue manager run in a non-interactive session under a different user
account. However, to ensure that all queue manager startup feedback is returned to the command line,
use the strmgm -ss command rather than amgmdain.

You must use the amgmdain command from the installation associated with the queue manager that you
are working with. You can find out which installation a queue manager is associated with using the dspmq
command as follows:

dspmg -o installation

To administer and define IBM MQ service and listener objects, use MQSC commands, PCF commands, or
the IBM MQ Explorer.

The amgmdain command has been updated to modify either the . ini files or the registry as appropriate.
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Syntax

»— amgmdain gmgr start — QMgrName >«
-C
M gmgrend — QMgrName f_ j
- -r
P

=X

M gmgr alter — QMgrName L J
-i — Initiation J

L -x — Multi-instance J

refresh

auto — QMgrName

manual — QMgrName
status
t Q@MgrName j
all
regsec

M——— spn — QMgrName L set _J
unset

reg RegParams ——
t QMgrName j
*

Keywords and parameters

All parameters are required unless the description states they are optional.
In every case, QMgrName is the name of the queue manager to which the command applies.

gmgr start QMgrName
Starts a queue manager.

This parameter can also be written in the form start QMgrName.

If you start your queue manager as a service and need the queue manager to continue to run after
logoff, use strmgm -ss gmgr instead of amgmdain start gmgr.

gmgr end QMgrName
Ends a queue manager.

This parameter can also be written in the form end QMgxName.
For consistency across platforms, use endmgm gmgr instead of amgmdain end gmgr.

For fuller descriptions of the options, see “endmgm (end queue manager)” on page 105.

-C
Controlled (or quiesced) shutdown.

-w
Wait shutdown.
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-i

Immediate shut down.
P

Pre-emptive shut down.

-r
Reconnect clients.

=S

Switch over to a standby queue manager instance.

=X

End the standby instance of the queue manager without ending the active instance.

gmgr alter QMgrName
Alters a queue manager.

-i Initiation

Specifies the initiation type. Possible values are:

Table 16. Initiation command parameters.

Value

Description

auto

Sets the queue manager to automatic startup (when
the machine starts, or more precisely when the IBM
MQ service starts). The syntax is:

amgmdain gmgr alter QmgrName -i auto

interactive

Sets the queue manager to manual startup that then
runs under the logged on (interactive) user. The syntax
is:

amgmdain gmgr alter QmgrName -i interactive

service

Sets the queue manager to manual startup that then
runs as a service. The syntax is:

amgmdain gmgr alter QmgrName -i service

=X Multi-instance

Specifies if auto queue manager start by the IBM MQ service permits multiple instances. Equivalent
to the - sax option on the cxrtmgm command. Also specifies if the amgmdain start gmgr command
permits standby instances. Possible values are:

Table 17. Multi-instance command parameters.

Value

Description

set

Sets automatic queue manager startup to permit
multiple instances. Issues stxmgm -x . The set
option is ignored for queue managers that are initiated
interactively or as a manual service startup. The
syntax of the command is:

amgmdain gmgr alter QmgrName -x set
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Table 17. Multi-instance command parameters. (continued)

Value Description
unset Sets automatic queue manager startup to single
instance. Issues stxrmgm. The unset option is ignored
for queue managers that are initiated interactively
or as a manual service startup. The syntax of the
command is:
amgmdain gmgr alter QmgrName -x unset
refresh
Refreshes or checks the status of a queue manager. You will not see anything returned on the screen
after executing this command.
auto QMgrName

Sets a queue manager to automatic startup.

manual QMgrName

Sets a queue manager to manual startup.

status QMgrName]| all
These parameters are optional.

Table 18. Status command parameters.

Header

Header

If no parameter is supplied:

Displays the status of the IBM MQ services.

If a QMgrName is supplied:

Displays the status of the named queue manager.

If the parameter all is supplied:

Displays the status of the IBM MQ services and all
queue managers.

regsec

Ensures that the security permissions assigned to the Registry keys containing installation information

are correct.
spn QMgrName set | unset

You can set or unset the service principal name for a queue manager.

reg QMgrName| * RegParams

Parameters QMgrName, and * are optional.

Table 19. Reg command parameters.

Value

Description

If RegParams is specified alone:

Modifies queue manager configuration information
related to the default queue manager.

If QMgrName and RegParams are specified:

Modifies queue manager configuration information
related to the queue manager specified by QMgrName.

If *and RegParams are specified:

Modifies IBM MQ configuration information.

The parameter, RegParams, specifies the stanzas to change, and the changes that are to be made.

RegParams takes one of the following forms:

« -c add -s stanza -v attribute= value

« -c remove -s stanza -v [attribute]|x*]

« -c display -s stanza -v [attribute]|x]
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If you are specifying queue manager configuration information, the valid values for stanza are:

XAResourceManager\name
ApiExitLocal\name
Channels

ExitPath
InstanceData

Log
QueueManagerStartup
TCP

LU62

SPX

NetBios

Connection
QMExrrorLog

Broker

ExitPropertieslLocal
SSL

If you are modifying IBM MQ configuration information, the valid values for stanza are:

ApiExitCommon\name
ApiExitTemplate\name
ACPI
AllQueueManagers
Channels
DefaultQueueManager
LogDefaults
ExitProperties

Note the following usage considerations:

- amgmdain does not validate the values you specify for name, attribute, or value.
« When you specify add, and an attribute exists, it is modified.

« If a stanza does not exist, amqmdain creates it.

« When you specify remove, you can use the value * to remove all attributes.

« When you specify display, you can use the value * to display all attributes which have been
defined. This value only displays the attributes which have been defined and not the complete list of
valid attributes.

- If you use remove to delete the only attribute in a stanza, the stanza itself is deleted.
« Any modification you make to the Registry re-secures all IBM MQ Registry entries.

Examples

The following example adds an XAResourceManager to queue manager TEST. The commands issued are:

amgmdain reg TEST -c add -s XAResourceManager\Sample -v SwitchFile=sfl
amgmdain reg TEST -c add -s XAResourceManager\Sample -v ThreadO0fControl=THREAD
amgmdain reg TEST -c add -s XAResourceManager\Sample -v XAOpenString=openit
amgmdain reg TEST -c add -s XAResourceManager\Sample -v XACloseString=closeit

To display the values set by the commands, use:
amgmdain reg TEST -c display -s XAResourceManager\Sample -v *
The display would look something like the following:

0784726, 5639-B43 (C) Copyright IBM Corp. 1994, 2025. ALL RIGHTS RESERVED.
Displaying registry value for Queue Manager 'TEST'

Attribute = Name, Value = Sample

Attribute = SwitchFile, Value = sfl

Attribute = ThreadOfControl, Value = THREAD

Attribute = XAOpenString, Value = openit

Attribute = XACloseString, Value = closeit

To remove the XAResourceManager from queue manager TEST, use:
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amgmdain reg TEST -c remove -s XAResourceManager\Sample -v *

Return codes

Table 20. Return code identifiers and descriptions

Return code |Description
0 Command completed normally
-2 Syntax error
-3 Failed to initialize MFC
-6 Feature no longer supported
-7 Configuration failed
-9 Unexpected Registry error
-16 Failed to configure service principal name
-29 Inconsistent use of installations detected
62 The queue manager is associated with a different installation
71 Unexpected error
m Permission denied (Windows only)
119
Note:

1. If the gqmgxr start QMgrName command is issued, all return codes that can be returned with
stxmqgm, can be returned here also. For a list of these return codes, see “strmgm (start queue
manager)” on page 220.

2. If the qngxr end QMgxName command is issued, all return codes that can be returned with endmqm,
can be returned here also. For a list of these return codes, see “endmgm (end queue manager)” on
page 105.

Related reference

“strmqsvc (start IBM MQ service)” on page 219
Start the IBM MQ service on Windows.

“endmgsvc (end IBM MQ service)” on page 111
End the IBM MQ service on Windows.

TS ST S TR o mym £ s ck (file system check)

amgmEsck checks whether a shared file system on IBM i, AIX and Linux systems meets the requirements
for storing the queue manager data of a multi-instance queue manager.

Purpose

The amgmfsck command applies only to IBM i, AIX and Linux systems. You do not need to check the
network drive on Windows. amgmfsck tests that a file system correctly handles concurrent writes to a file
and the waiting for and releasing of locks.
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Syntax

»— amgmfsck DirectoryName -»<
L.,J |
L.J

j J
L, =]
|

L.yJ
L.,J

L

Required parameters

DirectoryName
The name of the directory to check.

Optional parameters

-a
Perform the second phase of the data integrity test.
Run this on two machines at the same time. You must have formatted the test file using the - £
option previously
-C
Test writing to a file in the directory concurrently.
-f
Perform the first phase of the data integrity test.
Formats a file in the directory in preparation for data integrity testing.
-i
Perform the third phase of the data integrity test.
Checks the integrity of the file after the failure to discover whether the test worked.
-p
Specifies the size of the test file used in the data integrity test in pages. .
The size is rounded up to the nearest multiple of 16 pages. The file is formatted with PageCount
pages of 4 KB.
The optimum size of the file depends on the speed of the filesystem and the nature of the test you
perform. If this parameter is omitted, the test file is 262144 pages, or 1 GB.
The size is automatically reduced so that the formatting completes in about 60 seconds even on a
very slow filesystem.
-V
Verbose output.
-w

Test waiting for and releasing locks.
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-X
Deletes any files created by amgmfsck during the testing of the directory.

Do not use this option until you have completed the testing, or if you need to change the number of
pages used in the integrity test.

Usage

You must be an IBM MQ Administrator to run the command. You must have read/write access to the
directory being checked.

mOn IBM i, use QSH to run the program. There is no CL command.

The command returns an exit code of zero if the tests complete successfully.

The task, Verifying shared file system behavior, describes how to use amgmfsck to check the whether of a
file system is suitable for multi-instance queue managers.

Interpreting your results

If the check fails, the file system is not capable of being used by IBM MQ queue managers. If the tests fail,
choose verbose mode to help you to interpret the errors. The output from the verbose option helps you
understand why the command failed, and if the problem can be solved by reconfiguring the file system.

Sometimes the failure might be an access control problem that can be fixed by changing directory
ownership or permissions. Sometimes the failure can be fixed by reconfiguring the file system to behave
in a different way. For example, some file systems have performance options that might need to be
changed. It is also possible that the file system protocol does not support concurrency sufficiently
robustly, and you must use a different file system. For example, you must use NFSv4 rather than NFSv3.

If the check succeeds, the command reports The tests on the directory completed
successfully. If your environment is not listed as supported in the Testing statement for IBM MQ
multi-instance queue manager file systems, this result does not necessarily mean that you can run IBM
MQ multi-instance queue managers successfully.

You must plan and run a variety of tests to satisfy yourself that you have covered all foreseeable
circumstances. Some failures are intermittent, and there is a better chance of discovering them if you
run the tests more than once.

Related tasks

Verifying shared file system behavior

crtmqcvx (create data conversion code)

Create data conversion code from data type structures.

Purpose

Use the cxtmgcvx command to create a fragment of code that performs data conversion on data type
structures. The command generates a C function that can be used in an exit to convert C structures.

The command reads an input file containing structures to be converted, and writes an output file
containing code fragments to convert those structures.

For information about using this command, see Utility for creating conversion-exit code.

Syntax

»— crtmqcvx — SourceFile — TargetFile »<
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Required parameters
SourceFile

The input file containing the C structures to convert.
TargetFile

The output file containing the code fragments generated to convert the structures.

Return codes

Table 21. Return code identifiers and descriptions

Return Description

code

0 Command completed normally

10 Command completed with unexpected results

20 An error occurred during processing
Examples

The following example shows the results of using the data conversion command against a source C
structure. The command issued is:

crtmgcvx source.tmp target.c

The input file, source. tmp, looks like this:

/* This is a test C structure which can be converted by the %/
/* crtmqcvx utility */

struct my_structure

int code;
MQLONG value;

The output file, target. c, produced by the command, looks like this:
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MQLONG Convertmy_structure(
PMQDXP pExitParms,
PMQBYTE *in_cursorz,
PMQBYTE *out_cursor,
PMQBYTE in_lastbyte,
PMQBYTE out_lastbyte,
MQHCONN hConn,
MQLONG opts,

MQLONG MsgEncoding,
MQLONG RegEncoding,
MQLONG MsgCCSID,
MQLONG ReqCCSID,
MQLONG CompCode,
MQLONG Reason)

t MQLONG ReturnCode = MQRC_NONE;
ConvertLong(1); /* code %/
AlignLong();

ConvertLong(1); /x value %/

Fail:

return(ReturnCode) ;

You can use these code fragments in your applications to convert data structures. However, if you do so,
the fragment uses macros supplied in the header file amgsvmha.h.

BT crtmqdir (create IBM MQ directories)

Create, check, and correct IBM MQ directories and files.

Purpose

Use the cxrtmqdixr command to check that the necessary directories and files used by IBM MQ exist
and have the appropriate ownership and permissions. The command can optionally create any missing
directories or files, and correct any inconsistent ownership or permissions.

Attention: The scope of this command is MQ_DATA_PATH which, for example, is /var/mgm on
Linux. This command does not affect MQ_INSTALLATION_PATH, which is /opt/mgm on Linux.

The system-wide directories and files are created as part of the IBM MQ installation procedure. The tool
can subsequently be run to check or ensure that the necessary IBM MQ directories and files continue to
have appropriate ownership and permissions.

Important:

1. You must have sufficient permission to determine whether the configuration is correct and, optionally,
correct that configuration.

2. When you use the -a parameter, no queue managers can be running.
3. When you use the =m parameter, the queue manager you specified must be stopped.
4. You must not create, delete, or start any queue managers while cxrtmgdix is running.

- Linux = AlX On AIX and Linux, this typically means that you are the mgm user. This is

necessary when using the -a or -m parameters, together with the -f parameter.

Depending on the configuration, the cxtmgdixr command might require you to be an operating system
administrator, or superuser.

Note: sl ESNN AlX he security of data path/log/qm, on AIX and Linux, is set to 2770.

MOn Windows, this typically means that you are a member of the IBM MQ administration
group. This is necessary when using the =a or =m parameters.
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mOn IBM i, you must run the command as a member of the IBM MQ administrative group. This
is necessary when using the -a or -m parameters, together with the - £ parameter.

Syntax

»— crtmadir a >4
} -m — QMgrName { L -f —J L -X tstandardj—I
-s high

Required parameters

Specify one of the following parameters only:
-a
Check all directories; that is, system-wide directories and all the queue managers.

/_\ Attention: The queue manager must be associated with the current installation.

-m
Check directories for the specified queue manager name.

Q Attention: The queue manager must be associated with the current installation.

-s
Check the system-wide directories; that is, directories that are not queue manager specific.

Optional parameters

-f
This option causes directories or files to be created if they are missing, and on AIX and Linux only,
ownership or permissions to be corrected if they are inappropriately set.

If =a or =mis specified on AIX and Linux, as a minimum, the program attempts to correct ownership or
permissions on files that were created at the time of queue manager creation.

-x level of permissions
Specify one of the following values only:

standard
By default, directories and files get a standard set of permissions, but a high level of permissions
can be requested.

high
This option applies to the following platforms:

T -

- SECIUESE inux
It ensures that files in the following directories can be deleted only by the owner:
* errors

- trace
« webui
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Return codes

Table 22. Return code identifiers and descriptions

Return code Description

0
10
20

Successful completion
A warning occurred

An error occurred

Examples

« The following command checks and fixes the system-wide directories:
crtmqdir -s -f
« The following command checks (but does not fix) queue manager QM1:

crtmgdir -m Qml

-:!I_crtmqenv (create IBM MQ environment)

Create a list of environment variables for an installation of IBM MQ, on AIX, Linux, and Windows.

Purpose

You can use the cxtmgenv command to create a list of environment variables with the appropriate values
for an installation of IBM MQ. The list of environment variables is displayed on the command line, and any
variables that exist on the system have the IBM MQ values added to them. This command does not set
the environment variables for you, but gives you the appropriate strings to set the variables yourself, for
example, within your own scripts.

If you want the environment variables set for you in a shell environment, you can use the setmgenv
command instead of using the cxtmgenv command.

You can specify which installation the environment is created for by specifying a queue manager name,
an installation name, or an installation path. You can also create the environment for the installation that
issues the cxtmgenv command by issuing the command with the =-s parameter.

This command lists the following environment variables, and their values, appropriate to your system:

« CLASSPATH

- INCLUDE

. LIB

« MANPATH

. MQ_DATA_PATH

.« MO_ENV_MODE

. MQ_FILE_PATH

« MO_INSTALLATION_NAME
« MO_INSTALLATION_PATH
« MO_JAVA_INSTALL_PATH
« MO_JAVA_DATA_PATH

« MO_JAVA_LIB_PATH

« MQ_JAVA_JVM_FLAG

. MQ_JRE_PATH
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« PATH

Usage notes

The cxtmgenv command removes all directories for all IBM MQ installations from the environment
variables before adding new references to the installation for which you are setting up the
environment. Therefore, if you want to set any additional environment variables that reference IBM
MQ, set the variables after issuing the cxrtmgenv command. For example, if you want to add
MQ_INSTALLATION_PATH/java/libto LD_LIBRARY_PATH, you must do so after running cxtmgenv.

Syntax

»— crtmgenv ———— -m — QMgrName >«
t-kj L-X—ModeJ L-iJ
-l

M -n — InstallationName —

M— -p — InstallationPath —

-r

- -S ~

Required Parameters

-m QMgrName
Create the environment for the installation associated with the queue manager QMgrName.

-n InstallationName
Create the environment for the installation named InstallationName.

-p InstallationPath
Create the environment for the installation in the path InstallationPath.

-r
Remove all installations from the environment.

-s
Create the environment for the installation that issued the command.

Optional Parameters

Linuzx AlX -k

Applies to AIX and Linux only. If the -k flag is specified:

. m0n AIX, the LIBPATH environment variable is set.

. On Linux, the LD_LIBRARY_PATH environment variable is set.

Include the LD _LIBRARY _PATH, or LIBPATH, environment variable in the environment, adding the path
to the IBM MQ libraries at the start of the current LD_LIBRARY_PATH, or LIBPATH, variable.

Linux ALK -1l

Applies to AIX and Linux only. If the =1 flag is specified:

. mOn AIX, the LIBPATH environment variable is set.

. On Linux, the LD_LIBRARY_PATH environment variable is set.

Include the LD _LIBRARY_PATH, or LIBPATH, environment variable in the environment, adding the path
to the IBM MQ libraries at the end of the current LD_LIBRARY_PATH, or LIBPATH, variable.

-x Mode
Mode can take the value 32, or 64.

Create a 32-bit or 64-bit environment:
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- If you specify -x 32, the PATH environment variable is changed to add a prefix to the binary path for
32 bit executables.

- If you specify -x 64, the PATH environment variable is changed to add a prefix to the binary path for
64 bit executables.

If this parameter is not specified, the environment matches that of the queue manager or installation
specified in the command.

Any attempt to display a 64-bit environment with a 32-bit installation fails.
=i
List only the additions to the environment.

When this parameter is specified, the environment variables set for previous installations remain in
the environment variable path and must be manually removed.

Return codes

Table 23. Return code identifiers and descriptions

Return code Description

0
10
20

Command completed normally.
Command completed with unexpected results.

An error occurred during processing.

Examples

The following examples assume that a copy of IBM MQ is installed in /opt/mgm on an AIX or Linux
system.

1. This command creates a list of environment variables for an installation installed in /opt/mgm:
/opt/mgm/bin/crtmgenv -s

2. This command creates a list of environment variables for an installation installed in /opt/mgm2, and
includes the path to the installation at the end of the current value of the LD_LIBRARY_PATH variable:

/opt/mgm/bin/crtmgenv -p /opt/mgm2 -1

3. This command creates a list of environment variables for the queue manager QM1, in a 32-bit
environment:

/opt/mgm/bin/crtmgenv -m QM1 -x 32

The following example assumes that a copy of IBM MQ is installed in C: \Program Files\IBM\MQona
Windows system.

1. This command creates a list of environment variables for an installation called installationi:

"C:\Program Files\IBM\MQ\crtmgenv" -n installationl

Related concepts

Multiple installations

Related tasks

Choosing a primary installation

Related reference

“setmqgenv (set IBM MQ environment)” on page 191
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Use the setmgenv command to set up the IBM MQ environment on AIX, Linux, and Windows.

crtmginst (create IBM MQ installation)

Create installation entries in mginst.ini on AIX and Linux systems.

Purpose

File mginst.ini contains information about all IBM MQ installations on a system. For more information
about mginst.ini, see Installation configuration file, mginst.ini.

Q Attention: Only the user root can run this command.

The first IBM MQ installation is automatically given an installation name of Installationl because the
crtmginst command is not available until an installation of IBM MQ is on the system. Subsequent
installations can have an installation name set before installation occurs, by using the cxrtmqinst
command. The installation name cannot be changed after installation. For more information about
installation names, see Choosing an installation name.

Syntax

»— crtmginst —»

> -p — InstallationPath L J >«
N~ -n— InstallationName —— ¥ — -d— DescriptiveText
. . 1
M -p — InstallationPath — -n — InstallationName —
1
“— -n — InstallationName — -p — InstallationPath ——
Notes:
1 When specified together, the installation name and installation path must refer to the same
installation.
Parameters

-d
Text that describes the installation.

The text can be up to 64 single-byte characters, or 32 double-byte characters. The default value is all
blanks. You must use quotation marks around the text if it contains spaces.

-n InstallationName
The name of the installation.

The name can contain up to 16 single-byte characters and must be a combination of alphabetic
and numeric characters in the ranges a-z, A-Z, and 0-9. The installation name must be unique,
regardless of whether uppercase or lowercase characters are used. For example, the names
INSTALLATIONNAME and InstallationName are not unique.

If you do not supply the installation name, the next available name in the series Installationd,
Installation2... is used.

-p InstallationPath
The installation path. If you do not supply the installation path, /opt/mgmis used on AIX and Linux
systems, and /usr/mgmis used on AIX.
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Return codes

Table 24. Return code identifiers and descriptions

Return code Description

0
10
36
37
45
59
71
89
96
98
131

Entry created without error

Invalid installation level

Invalid arguments supplied
Descriptive text was in error

Entry already exists

Invalid installation specified
Unexpected error

.ini file error

Could not lock .ini file

Insufficient authority to access .ini file

Resource problem

Example

1. This command creates an entry with an installation name of myInstallation, an installation path
of /opt/myInstallation, and a description "My IBM MQ installation":

crtmginst -n MyInstallation -p /opt/myInstallation -d "My IBM MQ installation"

Quotation marks are needed because the descriptive text contains spaces.

Note: On AIX and Linux, the cxtmginst command must be run by the root user because full access
permissions are required to write to the mqinst.ini configuration file.

crtmgm (create queue manager)

Create a queue manager.

Purpose

Use the cxtmgm command to create a queue manager and define the default and system objects. The
objects created by the cxtmgm command are listed in System and default objects. When you have created
a queue manager, use the stxrmgm command to start it.

The queue manager is automatically associated with the installation from which the cxtmgm command
was issued. To change the associated installation, use the setmgm command.

MNote that the Windows installer does not automatically add the user that performs the
installation to the mgm group. For more details, see Authority to administer IBM MQ on AIX, Linux, and
Windows systems.

Usage notes

V3.2.0 @ Linux From IBM MQ 9.2.0, you can use the environment variable MQLICENSE to

accept or view the license.

The options you can set the MQLICENSE environment variable to are '‘accept' or 'view' Other values are
treated as if the environment variable is not set.
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You can also set the MQLICENSE environment variable on the addmqinf and dspmginf commands.
However, you cannot set this environment variable directly on the setmgpxd command.

Note: You can use this environment variable only when the licence has not already been accepted in the
normal way (that is, by running mqlicense). If the license has already been accepted, this environment
variable is ignored regardless of the value.

Syntax

»— crtmgm >
1
L -a [r] — <access_group> _J L -c — Text J

»
»

»
»

L -d — DefaultTransmissionQueue J L -h — MaximumHandleLimit J

f - w
-1l L -ld — LogPath J L -If — LogFilePages J

-lla

A 4

»
»

-ln

2
“— -Ir — InstanceName ——

L -lp — LogPrimaryFiles J L -ls — LogSecondaryFiles J L -q J

»
»

-SS

1 R
-sa L -md — DataPath J L -8 — ApplicationGroup J
-sax
-si

A 4

\ 4

L -t — IntervalValue J L -u— DeadLetterQueue J ]
L group J L -p — PortNumber J ]
-0a 3 ( W

user

A 4

“— UserExternal —/

L -X — MaximumUncommittedMessages J L "z J L -ic — FilePath J

A 4

>
»

Y

L -ii — FilePath —J L -iv — VARIABLE=VALUE[;VARIABLE=VALUE] —J

Y

QMgrName -»<

1—{ HA RDQM Options |— DR RDQM Options |— DR/HA RDQM Options }—J
HA RDQM Options

»d

»— -SX L J -SXS L J ><
-fs — Filesystemsize -fs — Filesystemsize
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DR RDQM Options

»— -rr — InstanceType -rl — LocallP — -ri — RemoteIP — -rn —»
L -rt — ReplicationType J

»— RemoteName — -rp — DRPort L J >
-fs — FileSystemSize

DR/HA RDQM Options

» L . f >
L -m— ype L J -rp — DRport J L -fs — Filesystemsize J
-1l — LocallF,LocallF.LocalIlP t -ri — RemotelF,RemotelF,RemotelP j
-rn — groupname
> L - f ol
L - — ype -rp — DRport J L -fs — Filesystemsize J
L -rl — ip_address, ip_address, ip_address J t -ri — ip_address, ip_address, {p_address j
-rn — groupname

»—rd
Notes:

1 Windows only
2 Specify one only of lc, LI, lla, lln, or Ir
3 AIX and Linux only

Required parameters

QMgrName
The name of the queue manager that you want to create. The name can contain up to 48 characters.
This parameter must be the last item in the command.

Note: The QMgrName is used by IBM MQ applications, other IBM MQ queue managers, and IBM MQ
control commands to identify this queue manager.

No other queue manager with the same name can exist on this machine. Where this queue manager
is going to connect to other queue managers you must ensure that queue manager names are unique
within that group of queue managers.

The QMgrName is also used to name the directories created on disk for the queue manager. Due to
filesystem limitations the name of the directories created might not be identical to the QMgrName
supplied on the cxtmgm command.

In these cases the directories created will be based upon the supplied QMgrName, but might be
modified, or have a suffix such as . 000 or . 001, and so on, added to the queue manager name.

Optional parameters

m-a[r] access_group

Use the access group parameter to specify a Windows security group, members of which will be
granted full access to all queue manager data files. The group can either be a local or global group,
depending on the syntax used.

Valid syntax for the group name is as follows:

LocalGroup
Domain name\GlobalGroup name
GlobalGroup name @ Domain name

You must define the additional access group before running the cxtmgm command with the =a [x]
option.
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If you specify the group using =ax instead of -a, the local mgm group is not granted access to the
gueue manager data files. Use this option if the file system hosting the queue manager data files does
not support access control entries for locally defined groups.

The group is typically a global security group, which is used to provide multi-instance queue managers
with access to a shared queue manager data and logs folder. Use the additional security access group
to set read and write permissions on the folder or to share containing queue manager data and log
files.

The additional security access group is an alternative to using the local group named mgm to set
permissions on the folder containing queue manager data and logs. Unlike the local group mgm, you
can make the additional security access group a local or a global group. It must be a global group to
set permissions on the shared folders that contain the data and log files used by multi-instance queue
managers.

The Windows operating system checks the access permissions to read and write queue manager data
and log files. It checks the permissions of the user ID that is running queue manager processes.

The user ID that is checked depends on whether you started the queue manager as a service or you
started it interactively. If you started the queue manager as a service, the user ID checked by the
Windows system is the user ID you configured with the Prepare IBM MQ wizard. If you started the
queue manager interactively, the user ID checked by the Windows system is the user ID that ran the
stxrmgm command.

The user ID must be a member of the local mgm group to start the queue manager. If the user ID is a
member of the additional security access group, the queue manager can read and write files that are
given permissions by using the group.

Restriction: You can specify an additional security access group only on Windows operating system.
If you specify an additional security access group on other operating systems, the cxtmgm command
returns an error.

-c Text
Descriptive text for this queue manager. You can use up to 64 characters; the default is all blanks.

If you include special characters, enclose the description in single quotation marks. The maximum
number of characters is reduced if the system is using a double-byte character set (DBCS).

-d DefaultTransmissionQueue
The name of the local transmission queue where remote messages are put if a transmission queue is
not explicitly defined for their destination. There is no default.

»  Linux = AIX -g ApplicationGroup
On AIX and Linux, the name of the group that contains members that are allowed to perform the
following actions:

« Run MQI applications
« Update all IPCC resources
- Change the contents of some queue manager directories

The default value is =g all, which allows unrestricted access.
The =g ApplicationGroup value is recorded in the queue manager configuration file, gm. ini.

The mgm user ID and the user running the command must belong to the specified Application Group.
For further details of the operation of restricted mode, see Restricted mode.

-h MaximumHandleLimit
The maximum number of handles that an application can open at the same time.

Specify a value in the range 1 - 999999999. The default value is 256.

- ST -ic FitePath

Automatic configuration of MQSC attributes.
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Specify the location containing MQSC commands to be automatically applied to the queue manager
on every queue manager restart. This can be a filename, or a directory where each file x.mgsc is
automatically processed. See automatic configuration from an MQSC script at startup for more details.

EEET LT ;i FitePath

Automatic configuration of gm. in1i file attributes.

Specify a configuration to be automatically applied to the gm.ini file on every queue manager restart.
This can be a filename containing INI format information, or a directory where *. ini is automatically
processed. See automatic configuration from an INI script at startup for more details.

BERENTN LTI iy VARIABLE=VALUE[;VARIABLE=VALUE]

Configuration variable for use with automatic uniform clusters.

Specify a name and associated value for use as an insert during MQSC definitions. This parameter
is only used for CONNAME fields in defining cluster receivers for automatic uniform clusters. For
example:

-iv CONNAME=QMA.host.name(1414)

The next set of parameter descriptions relate to logging, which is described in Using the log for recovery.

Note: Choose the logging arrangements with care, because some cannot be changed after they are
committed. The defaults for the logging options to cxtmgm can be overridden by attributes in the mgs.ini
file.

If you specify the logging attributes in the mgs.ini file, those attributes override the default values of the
logging command line parameters to cxrtmgm.

-lc
Use circular logging. This method is the default logging method.

-ld LogPath
The directory used to store log files. The default directory to store log paths is defined when you
install IBM MQ.

If the volume containing the log file directory supports file security, the log file directory must have
access permissions. The permissions allow the user IDs, under whose authority the queue manager
runs, read and write access to the directory and its subdirectories. When you install IBM MQ, you
grant permissions to the user IDs and to the mgm group on the default log directory. If you set the
LogPath parameter to write the log file to a different directory, you must grant the user IDs permission
to read and write to the directory. The user ID and permissions for AIX and Linux are different from
those for the Windows system:

#  Linux & AX AIX and Linux

The directory and its subdirectories must be owned by the user mgm in the group mgm.

If the log file is shared between different instances of the queue manager, the security identifiers
(sid) that are used must be the same for the different instances. You must have set the user mgm
to the same sid on the different servers running instances of the queue manager. Likewise for the
group mgm.

BT M windows

If the directory is accessed by only one instance of the queue manager, you must give read and
write access permission to the directory for the following groups and users:

« The local group mgm
« The local group Administrators

« The SYSTEM user ID
To give different instances of a queue manager access to the shared log directory, the queue
manager must access the log directory using a global user. Give the global group, which contains

the global user, read and write access permission to the log directory. The global group is the
additional security access group specified in the -a parameter.
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MIn IBM MQ for Windows systems, the default directory is
C:\ProgrambData\IBM\MQ\log (assuming that C: is your data drive). If the volume supports file
security, the SYSTEM ID, Administrators, and mgm group must be granted read/write access to the

directory.
Linu: AlX In IBM MQ for AIX or Linux systems, the default directory is /var/mgm/

log. User ID mgm and group mgm must have full authorities to the log files.

If you change the locations of these files, you must give these authorities yourself. If these authorities
are set automatically, then the log files are in their default locations.

-If LogFilePages
The log data is held in a series of files called log files. The log file size is specified in units of 4 KB
pages.
LinLix AlX In IBM MQ for AIX or Linux systems, the default number of log file pages is
4096, giving a log file size of 16 MB. The minimum number of log file pages is 64 and the maximum is
65535.

In IBM MQ for Windows systems, the default number of log file pages is 4096, giving a
log file size of 16 MB. The minimum number of log file pages is 32 and the maximum is 65535.

Note: The size of the log files for a queue manager specified during creation of that queue manager
cannot be changed.

-ll LinearLogging
Use linear logging.

mOn Multiplatforms, if you create a queue manager using the existing =11 option, you
need to carry out manual management of log extents as previously (LogManagement=Manual).

»_ Muiti ST

Use linear logging with automatic management of log extents (LogManagement=Automatic).

= Muiti TN

Use linear logging with archive management of log extents (LogManagement=Archive).

-lr InstanceName

Use log replication. Specify this option when configuring a Native HA group. The InstanceName
provided is used by Native HA to identify this copy of log data and must be unique. The InstanceName
can contain up to 48 characters. Valid characters in an InstanceName are:

« Uppercase or lowercase alphabetics (A-Z, a-z)

« Numeric characters (0-9)

« Dash (-), the leading character is not permitted to be a dash
« Period (.)

« Underscore ()

Leading or embedded blanks are not permitted.

-lp LogPrimaryFiles
The log files allocated when the queue manager is created.

On a Windows system:

« The minimum number of primary log files that you can have is 2 and the maximum is 254.

 The total number of primary and secondary log files must not exceed 255 and must not be less than
3

Linuz AlX On AIX and Linux systems:
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e The minimum number of primary log files you can have is 2 and the maximum is 510. The default is
3.

 The total number of primary and secondary log files must not exceed 511 and must not be less than
3.

Operating system limits can reduce the maximum log size.

The value is examined when the queue manager is created or started. You can change it after the
gueue manager has been created. However, a change in the value is not effective until the queue
manager is restarted, and the effect might not be immediate.

For more information about primary log files, see What logs look like.

To calculate the size of the primary log files, see Calculating the size of the log.

-ls LogSecondaryFiles
The log files allocated when the primary files are exhausted.

MOn a Windows system:

« The minimum number of secondary log files that you can have is 1 and the maximum is 253.

« The total number of primary and secondary log files must not exceed 255 and must not be less than
3

~ Linux - AlX On AIX and Linux systems:

« The minimum number of secondary log files that you can have is 2 and the maximum is 509. The

default is 2.
 The total number of primary and secondary log files must not exceed 511 and must not be less than
3.

Operating system limits can reduce the maximum log size.

The value is examined when the queue manager is started. You can change this value, but changes
do not become effective until the queue manager is restarted, and even then the effect might not be
immediate.

For more information about the use of secondary log files, see What logs look like.

To calculate the size of the secondary log files, see Calculating the size of the log.
-md DataPath

The directory used to hold the data files for a queue manager.

Mm IBM MQ for Windows systems, the default is C: \ProgramData\IBM\MQ\gmgzs
(assuming that C: is your data drive). If the volume supports file security, the SYSTEM ID,
Administrators, and mgm group must be granted read/write access to the directory.

= Linux & ALK In IBM MQ for AIX or Linux systems, the default is /var/mgm/gmgrs.

User ID mgm and group mgm must have full authorities to the log files.

For RDQM on Linux systems, the default is /var/mgm/vols/gmgrname/qmgx/.

The DataPath parameter is provided to assist in the configuration of multi-instance queue managers.
For example, on AIX and Linux systems: if the /var/mgm directory is located on a local file system,
use the DataPath parameter and the LogPath parameter to point to the shared file systems
accessible to multiple queue managers.

Note: A queue manager created using DataPath parameter runs on versions of the product earlier
than IBM WebSphere® MQ 7.0.1, but the queue manager must be reconfigured to remove the
DataPath parameter. You have two options to restore the queue manager to a pre-IBM WebSphere
MQ 7.0.1 configuration and run without the DataPath parameter: If you are confident about editing
gueue manager configurations, you can manually configure the queue manager using the Prefix
gueue manager configuration parameter. Alternatively, complete the following steps to edit the queue
manager:
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1. Stop the queue manager.

2. Save the queue manager data and log directories.

3. Delete the queue manager.

4. Backout IBM WebSphere MQ to the pre-IBM WebSphere MQ 7.0.1 fix level.

5. Create the queue manager with the same name.

6. Replace the new queue manager data and log directories with the ones you saved.

-oa group|user|UsexrExternal

Linux AlX On AIX and Linux systems, you can specify whether group or user
authorization is to be used. If you do not set this parameter, group authorization is used. You can
change the authorization model later by setting the SecuxrityPolicy parameter in the Service
stanza of the gm. in1i file (see Service stanza of the gm.ini file).

L S From IBM MQ 9.2.1, you can use the additional option of UserExternal when creating
new queue managers. If you select this option, you can create a non-operating system user name,
with a maximum of 12 characters, that:

« Must conform to the Rules for naming IBM MQ objects

 Is not known to the system
« Can be used both for checking and setting authorizations

- V9.2.1 you create a non-operating system user name, that user is considered to belong to no
groups, except the nobody group. See Principals and groups on AIX, Linux, and Windows for more
information.

For further information, see Object authority manager (OAM).

-p PortNumber
Create a managed TCP listener on the specified port.

Specify a valid port value in the range 1-65535, to create a TCP listener object that uses the specified
port. The new listener is called SYSTEM.LISTENER.TCP.1. This listener is under queue manager
control, and is started and stopped along with the queue manager.

Makes this queue manager the default queue manager. The new queue manager replaces any existing
default queue manager.

If you accidentally use this flag and you want to revert to an existing queue manager as the
default queue manager, change the default queue manager as described in Making an existing queue
manager the default.

-rr InstanceType

Create a disaster recovery replicated data queue manager (DR RDQM). Specify =xx p to create the
primary instance of the queue manager or specify =xx s to create the secondary instance. You must
be root or a userin the mgm group with sudo privileges to use this command.

LB Use - rr with the -sx or the -sxs parameter to create a DR/HA RDQM.

-rt ReplicationType

Optionally specify whether your DR RDQM configuration uses synchronous or asynchronous
replication. Specify =xt s for synchronous and -xt a for asynchronous. Asynchronous is the default.

-rl LocalIP

Specify the local IP address used for replication of data between primary and secondary instances of
a DR RDQM.

LR Use -1l LocalIP,LocallIP,LocalIP with the -=sx or the -sxs parameter to create a DR/HA
RDQM and specify the three IP addresses used for DR replication on the local HA group.
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-ri RemotelP

Specify the remote IP address used for replication of data between primary and secondary instances
of a DR RDQM.

LN Use - ri RemotelP,RemotelP,RemotelP with the -sx or the -sxs parameter to create a
DR/HA RDQM and specify the three IP addresses used for DR replication on the remote HA group. You
must specify either the -xi or the -xn parameter when creating a DR/HA RDQM.

-rn RemoteName

Specifies the name of the system that is hosting the other instance of the queue manager. The name is
the-+ value that is returned if you run uname -n on that server.

LRV Use -xn GroupName with the -sx or the -=sxs parameter to create a DR/HA RDQM and
specify name of the remote HA group. The GroupName refers to the group defined in the DRGroup
stanzain the rdgm.ini file. You must specify either the =xn or the -xi parameter when creating a
DR/HA RDQM.

BTN, pRPort

Specifies the port to use for DR replication.
[ Windows
Automatic queue manager startup. For Windows systems only.
The queue manager is configured to start automatically when the IBM MQ Service starts.
This is the default option if you create a queue manager from IBM MQ Explorer.

Queue managers created in releases earlier than IBM WebSphere MQ 7 retain their existing startup
type.

L Wiindows IS0

Automatic queue manager startup, permitting multiple instances. For Windows systems only.
The queue manager is configured to start automatically when the IBM MQ Service starts.

If an instance of the queue manager is not already running the queue manager starts, the instance
becomes active, and standby instances are permitted elsewhere. If a queue manager instance
that permits standbys is already active on a different server, the new instance becomes a standby
instance.

Only one instance of a queue manager can run on a server.

Queue managers created in versions of the product earlier than IBM WebSphere MQ 7.0.1 retain their
existing startup type.

Interactive (manual) queue manager startup.

The queue manager is configured to start only when you manually request startup by using the
stxrmgm command. The queue manager runs under the (interactive) user when that user is logged-on.
Queue managers configured with interactive startup end when the user who started them logs off.

Service (manual) queue manager startup.

A queue manager configured to start only when manually requested by using the stxmgm command.
The queue manager then runs as a child process of the service when the IBM MQ Service starts.
Queue managers configured with service startup continue to run even after the interactive user has
logged off.

This is the default option if you create a queue manager from the command line.

LR S TS - sx [DR parameters][-fs FilesystemSize]

Create a high availability replicated data queue manager (HA RDQM) on the primary node for that
queue manager (do not specify DR parameters). RDQM is a high availability solution that is available
on Linux only. See Creating an HA RDQM for more details about creating an RDQM. You must be root
or a user in the mgm group with sudo privileges to use this command. The default size for file system
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size is 3 GB. You can specify a different file system size using the -fs option. The default unit is GB
(so -fs 8 creates an 8 GB file system size). You can specify a different unit, for example, specify - fs
1024M to create a 1024 MB file system size. The queue manager is started automatically.

Specify DR parameters to create a DR/HA RDQM on the primary node for that queue manager. See
Creating DR/HA RDQMs for details. The DR parameters are -xx, -xi, -x1, -xn, -xp.

-sxs [DR parameters][-fs FilesystemSize]

Create a replicated data queue manager (RDQM) on a secondary node (do not specify DR parameters).
RDQM is a high availability solution that is available on Linux only. See Creating an HA RDQM for more
details about creating an RDQM. You must be the root user to use this command. The default size for
file system size is 3 GB. The default size for file system size is 3 GB. You can specify a different file
system size using the - fs option. The default unit is GB (so -fs 8 creates an 8 GB file system size).
You can specify a different unit, for example, specify -fs 1024M to create a 1024 MB file system size.

Specify DR parameters to create a DR/HA RDQM on a secondary node. See Creating DR/HA RDQMs for
details. The DR parameters are =xx, -xi, -x1, -xn, -xp.

-t IntervalValue
The trigger time interval in milliseconds for all queues controlled by this queue manager. This value
specifies the length of time triggering is suspended, after the queue manager receives a trigger-
generating message. That is, if the arrival of a message on a queue causes a trigger message to be put
on the initiation queue, any message arriving on the same queue within the specified interval does not
generate another trigger message.

You can use the trigger time interval to ensure that your application is allowed sufficient time to deal
with a trigger condition before it is alerted to deal with another trigger condition on the same queue.
You might choose to see all trigger events that happen; if so, set a low or zero value in this field.

Specify a value in the range 0 - 999999999. The default is 999999999 milliseconds; a time of more
than 11 days. Allowing the default to be used effectively means that triggering is disabled after the
first trigger message. However, an application can enable triggering again by servicing the queue using
a command to alter the queue to reset the trigger attribute.

-u DeadLetterQueue
The name of the local queue that is to be used as the dead-letter (undelivered-message) queue.
Messages are put on this queue if they cannot be routed to their correct destination.

The default is no dead-letter queue.

=X MaximumUncommittedMessages
The maximum number of uncommitted messages under any one sync point. The uncommitted
messages are the sum of:

« The number of messages that can be retrieved from queues

- The number of messages that can be put on queues

- Any trigger messages generated within this unit of work

This limit does not apply to messages that are retrieved or put outside a sync point.

Specify a value in the range 1 - 999999999. The default value is 20000 uncommitted messages.

=-Z
Suppresses error messages.

This flag is used within IBM MQ to suppress unwanted error messages. Do not use this flag when
using a command line. Using this flag can result in a loss of information.

Return codes
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Table 25. Return code identifiers and descriptions

Return Description

code

0 Queue manager created

8 Queue manager exists

18 Invalid trigger interval

19 Invalid dead letter queue

20 Invalid default transmit queue

21 Invalid max handles value

22 Invalid max uncommitted messages value

25 Error creating the queue manager directory structure

37 Invalid queue manager description

38 The access group specified cannot be found

39 Invalid parameter specified

49 Queue manager stopping

58 Inconsistent use of installations detected

63 Invalid Native HA instance name

69 Storage unavailable

70 Queue space unavailable

71 Unexpected error

72 Queue manager name error

74 The IBM MQ service is not started

Log replication is unavailable on this platform

93

95 Log replication is incompatible with RDQM

100 Log location invalid

105 The queue manager was created but could not be set as the default queue manager

111 Queue manager created. However, there was a problem processing the default queue manager
definition in the product configuration file. The default queue manager specification might be
incorrect

115 Invalid log size

119 mPermission denied (Windows only)

155 The group ID specified is not valid

156 The owning group ID can only be changed on AIX and Linux systems

157 The group ID chosen is invalid

Examples

Administration reference 41



« The following command creates a default queue manager called Paint.queue.manager, with a
description of Paint shop, and creates the system and default objects. It also specifies that linear
logging is to be used:

crtmgm -c "Paint shop" -11 -g Paint.queue.manager

 The following command creates a default queue manager called Paint.queue.managezr, creates the
system and default objects, and requests two primary and three secondary log files:

crtmgm -c "Paint shop" -11 -1p 2 -1s 3 -g Paint.queue.manager

« The following command creates a queue manager called travel, creates the system and
default objects, sets the trigger interval to 5000 milliseconds (5 seconds), and specifies
SYSTEM.DEAD.LETTER.QUEUE as its dead-letter queue.

crtmgm -t 5000 -u SYSTEM.DEAD.LETTER.QUEUE travel

M Linux ALK The following command creates a queue manager called QM1 on AIX and

Linux systems, which has log and queue manager data folders in a common parent directory. The
parent directory is to be shared on highly available networked storage to create a multi-instance queue
manager. Before issuing the command, create other parameters /MQHA, /MQHA/logs and /MQHA/
gmgrs owned by the user and group mgm, and with permissions TwxTwxzr - X.

crtmgm -1d /MQHA/logs -md /MQHA/gmgrs QM1

Related concepts
Working with dead-letter queues
Related reference

strmgm (start queue manager)
Start a queue manager or ready it for standby operation.

endmgm (end queue manager)
Stop a queue manager or switch to a standby queue manager or to a replica queue manager.

dltmgm (delete queue manager)
Delete a queue manager.

setmgm (set the associated installation of a queue manager)
Set the associated installation of a queue manager.

dltmqinst (delete MQ installation)

Delete installation entries from mginst.ini on AIX and Linux systems.

Purpose

File mginst.ini contains information about all IBM MQ installations on a system. For more information
about mginst.ini, see Installation configuration file, mqginst.ini.

Q Attention: Only the user root can run this command.

Syntax
»— dltmqinst -p — InstallationPath >«
M————— -n— InstallationName ————
M -p — InstallationPath — -n — InstallationName 1—/
“— -n — InstallationName — -p — InstallationPath L
Notes:
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1 When specified together, the installation name and installation path must refer to the same
installation.

Parameters

-n InstallationName
The name of the installation.

-p InstallationPath
The installation path is the location where IBM MQ is installed.

Return codes

Table 26. Return code identifiers and descriptions

Return code Description

0

5
36
44
59
71
89
96
98
131

Entry deleted without error

Entry still active

Invalid arguments supplied

Entry does not exist

Invalid installation specified
Unexpected error

ini file error

Could not lock ini file

Insufficient authority to access ini file

Resource problem

Example

1. This command deletes an entry with an installation name of myInstallation, and an installation
path of /opt/myInstallation:

dltmginst -n MyInstallation -p /opt/myInstallation

Note: You can only use the d1tmginst command on another installation from the one it runs from. If you
only have one IBM MQ installation, the command will not work.

ditmgm (delete queue manager)

Delete a queue manager.

Purpose

Use the d1tmgm command to delete a specified queue manager and all objects associated with it. Before
you can delete a queue manager, you must end it using the endmgm command.

You must use the dltmgm command from the installation associated with the queue manager that you are
working with. You can find out which installation a queue manager is associated with using the dspmq -o
installation command.

m0n Windows, it is an error to delete a queue manager when queue manager files are open. If
you get this error, close the files and reissue the command.
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Syntax

»— dltmgm ﬁ— QMgrName —»<«
4

Required parameters

QMgrName
The name of the queue manager to delete.

Optional parameters

-Z
Su ppresses error messages.

Return codes

Table 27. Return code identifiers and descriptions

Return code Description

0 Queue manager deleted

3 Queue manager being created

5 Queue manager running

16 Queue manager does not exist

24 A process that was using the previous instance of the queue manager has not yet
disconnected.

25 An error occurred while creating or checking the directory structure for the queue manager.

26 Queue manager running as a standby instance.

27 Queue manager could not obtain data lock.

29 Queue manager deleted, however there was a problem removing it from Active Directory.

33 An error occurred while deleting the directory structure for the queue manager.

39 Invalid parameter specified

49 Queue manager stopping

58 Inconsistent use of installations detected

62 The queue manager is associated with a different installation

69 Storage not available

71 Unexpected error

72 Queue manager name error

74 The IBM MQ service is not started.

100 Log location invalid.

112 Queue manager deleted. However, there was a problem processing the default queue manager
definition in the product configuration file. The default queue manager specification might be
incorrect.

119 mPermission denied (Windows only).
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Examples

1. The following command deletes the queue manager saturn.queue.manager.
dltmgm saturn.queue.manager

2. The following command deletes the queue manager travel and also suppresses any messages
caused by the command.

dltmgm -z travel

Usage notes

MOn Windows, it is an error to delete a queue manager when queue manager files are open. If
you get this error, close the files and reissue the command.

Deleting a cluster queue manager does not remove it from the cluster. To check whether the queue
manager you want to delete is part of a cluster, issue the command DIS CLUSQMGR (*). Then check
whether this queue manager is listed in the output. If it is listed as a cluster queue manager you must
remove the queue manager from the cluster before deleting it. See the related link for instructions.

If you do delete a cluster queue manager without first removing it from the cluster, the cluster continues
to regard the deleted queue manager as a member of the cluster for at least 30 days. You can remove it
from the cluster using the command RESET CLUSTER on a full repository queue manager. Re-creating a
gueue manager with an identical name and then trying to remove that queue manager from the cluster
does not result in the cluster queue manager being removed from the cluster. This is because the newly
created queue manager, although having the same name, does not have the same queue manager ID
(QMID). Therefore it is treated as a different queue manager by the cluster.

Related reference

crtmgm (create queue manager)
Create a queue manager.

strmgm (start queue manager)
Start a queue manager or ready it for standby operation.

endmgm (end queue manager)
Stop a queue manager or switch to a standby queue manager or to a replica queue manager.

dmpmqaut (dump MQ authorizations)

Dump a list of current authorizations for a range of IBM MQ object types and profiles.

Purpose

Use the dmpmgaut command to dump the current authorizations to a specified object.

Syntax

»— dmpmgaut
L -m — QMgrName J M -n — Profile — L -t — ObjectType J

-1

»
>

L -a J

L -s — ServiceComponent J -p — PrincipalName j h -e j
-X

-g — GroupName
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Optional parameters

-m QMgrName
Dump authority records only for the queue manager specified. If you omit this parameter, only
authority records for the default queue manager are dumped.

-n Profile
The name of the profile for which to dump authorizations. The profile name can be generic, using

wildcard characters to specify a range of names as explained in Using OAM generic profiles on AIX,
Linux, and Windows systems.

Dump only the profile name and type. Use this option to generate a terse list of all defined profile
names and types.

-a
Generate set authority commands.

-t ObjectType
The type of object for which to dump authorizations. Possible values are:
A table showing possible values, and descriptions, for the -t flag.

Value Description

authinfo An authentication information object, for use with TLS channel security

channel or chl

A channel

clntconn or clcn

A client connection channel

listener or lstr A listener
namelist or nl A namelist
process or prcs A process

queue or q A queue or queues matching the object name parameter
qmgr A queue manager

rgmname or rqmn | A remote queue manager name

service or srvc A service

topic or top A topic

-s ServiceComponent

If installable authorization services are supported, specifies the name of the authorization service for
which to dump authorizations. This parameter is optional; if you omit it, the authorization inquiry is
made to the first installable component for the service.

m-p PrincipalName

This parameter applies to Windows only; AIX and Linux systems keep only group authority records.

The name of a user for whom to dump authorizations to the specified object. The name of the
principal can optionally include a domain name, specified in the following format:

userid@domain

For more information about including domain names on the name of a principal, see Principals and

groups.

-g GroupName

The name of the user group for which to dump authorizations. You can specify only one name, which
must be the name of an existing user group.
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MFor IBM MQ for Windows only, the group name can optionally include a domain name,
specified in the following formats:

GroupName@domain
domain\GroupName
-e
Display all profiles used to calculate the cumulative authority that the entity has to the object
specifiedin -n Profile. The variable Profile must not contain any wildcard characters.
The following parameters must also be specified:
e -m QMgrName
e -n Profile
« -t ObjectType
and either -p PrincipalName, or -g GroupName.
-X
Display all profiles with the same name as specified in =n Profile. This option does not apply to the
QMGR object, so a dump request of the form dmpmgaut -m QM -t QMGR -x is not valid.
Examples

The following examples show the use of dmpmgaut to dump authority records for generic profiles:

1.

2.

3. This example dumps all authority records for profile a.b.*, of type queue.

This example dumps all authority records with a profile that matches queue a.b.c for principal userl.
dmpmgaut -m gml -n a.b.c -t g -p userl

The resulting dump would look something like this:

profile: a.b.x

object type: queue

entity: userl

type: principal

authority: get, browse, put, ing

Note: SLLLITE S On AIX and Linux, you cannot use the -p option. You must use -g

groupname instead.
This example dumps all authority records with a profile that matches queue a.b.c.

dmpmgaut -m gmgrl -n a.b.c -t g

The resulting dump would look something like this:

profile: a.b.c

object type: queue

entity: Administrator
type: principal
authority: all

profile: a.b.x

object type: queue

entity: userl

type: principal
authority: get, browse, put, inqg
profile: a. k%

object type: queue

entity: groupl

type: group
authority: get
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dmpmgaut -m gmgrl -n a.b.*x -t g

The resulting dump would look something like this:

profile:
object type:
entity:
type:
authority:

a.b.x

queue

userl

principal

get, browse, put, ing

4. This example dumps all authority records for queue manager gmxX.

dmpmgaut -m gmX

The resulting dump would look something like this:

profile:
object type:
entity:
type:
authority:

profile:
object type:
entity:
type:
authority:

profile:
object type:
entity:
type:
authority:

profile:
object type:
entity:
type:
authority:

5. This example dumps all profile names and object types for queue manager gmxX.

ql

queue
Administrator
principal
all

q*

queue

userl
principal
get, browse
name.*
namelist
user2
principal
get

prl

process
groupl
group

get

dmpmgaut -m gmX -1

The resulting dump would look something like this:

profile:
profile:
profile:
profile:

ql,
q*l

Note:

1. MFor Windows only, all principals displayed include domain information, for example:

profile:
object type:
entity:
type:
authority:

type: queue
type: queue

name.*, type: namelist
prl, type: process

a.b.x

queue

userl@domainl
principal

get, browse, put, ing

2. Each class of object has authority records for each group or principal. These records have the profile
name @CLASS and track the crt (create) authority common to all objects of that class. If the crt
authority for any object of that class is changed then this record is updated. For example:

@class
queue
test
principal
crt

profile:
object type:
entity:
entity type:
authority:

This shows that members of the group test have crt authority to the class queue.
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A Attention: You cannot delete the @CLASS entries (the system is working as designed)

3. mmr Windows only, members of the "Administrators" group are by default given full
authority. This authority, however, is given automatically by the OAM, and is not defined by the
authority records. The dmpmgaut command displays authority defined only by the authority records.
Unless an authority record has been explicitly defined, therefore, running the dmpmgaut command
against the "Administrators" group displays no authority record for that group.

Related reference

“setmqgaut (grant or revoke authority)” on page 178
Change the authorizations to a profile, object, or class of objects. Authorizations can be granted to, or
revoked from, any number of principals or groups.

“DISPLAY AUTHREC (display authority records) on Multiplatforms” on page 628
Use the MQSC command DISPLAY AUTHREC to display the authority records associated with a profile
name.

“SET AUTHREC (set authority records) on Multiplatforms” on page 897
Use the MQSC command SET AUTHREC to set authority records associated with a profile name.

dmpmgqcfg (dump queue manager configuration)

Use the dmpmgcfg command to dump the configuration of an IBM MQ queue manager.

Purpose

Use the dmpmqc£fg command to dump the configuration of IBM MQ queue managers. If any default object
has been edited, the -a option must be used if the dumped configuration will be used to restore the
configuration.

A CAUTION: When moving a queue manager from one operating system to another, you use
dmpmqcfg to save the configuration information of the queue manager that you want to move,
and then copy the object definitions across to the new queue manager that you create on the
new operating system. You must take great care with copying the object definitions, because some
manual modification of the definitions might be needed. For more information, see Moving a queue
manager to a different operating system.

The dmpmqc£g utility dumps only subscriptions of type MQSUBTYPE_ADMIN, that is, only subscriptions
that are created using the MQSC command DEFINE SUB or its PCF equivalent. The output from
dmpmqc£g is a runmgsc command to enable the administration subscription to be re-created.
Subscriptions that are created by applications using the MQSUB MQI call of type MQSUBTYPE_API are
not part of the queue manager configuration, even if durable, and so are not dumped by dmpmqcfg. MQTT
channels will only be returned for types -t all and -t mqttchl if the telemetry (MQXR) service is running. For
instructions on how to start the telemetry service, see Administering MQ Telemetry.

From IBM MQ 8.0, the output of the dmpmqc£g is changed to ensure that password fields are commented
out in the generated commands. This change brings the dmpmgc£g command in line with the DISPLAY
commands, that show password fields as PASSWORD (********)_

Note: The dmpmgc£g command does not make a backup of the Advanced Message Security policies.

If you want to export the Advanced Message Security policies, ensure that you run dspmgspl with the
-export flag. This command exports the policies for Advanced Message Security into a text file, which
can be used for restoration purposes. For more information see “dspmgqspl (display security policy)” on
page 88.

Attention: The inquiries used by dmpmqgc£g inquire only QSGDISP(QMGR) definitions

by default. You can inquire additional definitions by using the environment variable
AMQ_DMPMQCFG_QSGDISP_DEFAULT. For more information about the values that you can set with
this environment variable, see AMQ_DMPMQCFG_QSGDISP_DEFAULT.
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[ o example, you could use AMQ_DMPMQCFG_QSGDISP_DEFAULT to query a z/0S
gueue manager in a queue sharing group from an IBM MQ for Multiplatforms installation. Using the
environment variable allows you to include shared objects that would otherwise not be included in
the results.

»— dmpmqcfg >
L -? J -¢c — DEFINE CHANNEL String L (— all j J
-X
-c — default

M object —

M authrec —]

M chlauth —

M sub —

— policy —

L -a J L -s — SeqgNumber J L -z J L f— * ﬁ
"’ L ObjectName J

A 4

—
v

Y

L_t r—auﬁ J L_o =) J;

M—— authinfo — 1line

M— channel — 2line

M— clntconn — M setmqgaut —

M comminfo — M grtmgmaut —
Lstr — setmqspl —

M—— mqttchl —

— namelist —/

L f_ SYSTEM.DEFAULT.MODEL.QUEUE
-q

L ReplyQueueName Q
L -m — QMgrName J L -w — WaitTime —J L -u — Userld J )

A 4

»
»

J |

Y

Optional parameters
-?
Inquire the usage message for dmpmqcfg.

Force a client mode connection. If the -¢ parameter is qualified with the option default, the default
client connection process is used. If -c is omitted, the default is to attempt to connect to the queue
manager first by using server bindings and then if this fails by using client bindings.

If the option is qualified with an MQSC DEFINE CHANNEL CHLTYPE(CLNTCONN) string then this is
parsed and if successful, used to create a temporary connection to the queue manager.
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-x [all]object]|authrec|chlauth|sub|policy ]
Filter the definition procedure to show object definitions, authority records, channel
authentication records, durable subscriptions or policy. The default value all is that all

=-a

types are returned.

Note that when you specify an export type of policy, the security policies for the queue manager are
reported in the configuration information dumped.

Return object definitions to show all attributes. The default is to return only attributes which differ
from the defaults for the object type.

-s SeqNumber
Reset channel sequence number for sender, server and cluster sender channel types to the numeric
value specified. The value SeqNumber must be in the range 1 - 999999999.

-Z

Activate silent mode in which warnings, such as those which appear when inquiring attributes from a
gueue manager of a higher command level are suppressed.

-n [*|ObjectName]
Filter the definitions produced by object or profile name, the object/profile name can contain a single
asterisk. The * option can be placed only at the end of the entered filter string.

@class authority records are included in dmpmgc£g output regardless of the object or profile filter

specified.

c Attention: You cannot delete the @CLASS entries (the system is working as designed)

Choose a single type of object to export. The following table shows the possible values:

Table 28. Possible values for =t parameter

Value Description
all All object types
authinfo An authentication information object

channel or chl

A channel

comminfo

A communications information object

lstrorlistener

A listener

mqgttchl

An MQTT channel

namelistornl A namelist
process or prcs A process

queue orq A queue

gmgr A queue manager
sSrvc or service A service
topicortop A topic

-0 [mgsc|1line|2line|setmqaut|grtmgmaut|setmqspl]
The following table shows the possible values:

Table 29. Possible values for -o parameter options

Value

Description

mgsc

Multi-line MQSC that can be used as direct input to xrunmgsc
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Table 29. Possible values for -o parameter options (continued)

Value Description

11line MQSC with all attributes on a single line for line diffing

MQSC with output on two lines. The first line is an MQSC command string
and the second is a commented version with immutable values.

2line
m setmqgaut statements for AIX, Linux, and Windows queue managers; valid
only when -x authrec is specified.

setmgaut

Linux only; generates iSeries syntax for granting access to the objects.
grtmgmaut

setmqgspl The security policies for the queue manager are reported in the format of

setmqspl command lines. This format can be used to generate scripts to
restore policy configuration to a queue manager.

Note that the setmqspl command lines produced by this format includes
parameters (-m) that specify the queue manager from which the definition
was backed up. This implies that the definitions need to be replayed against
the same queue manager.

If you need to back up policy definitions from one queue manager, and
restore them to a different queue manager, consider using the default MQSC
format where the queue manager name is not explicitly specified.

-q
The name of the reply-to queue used when getting configuration information.

-r
The name of the remote queue manager/transmit queue when using queued mode. If this parameter
is omitted the configuration for the directly connected queue manager (specified with the -m
parameter) is dumped.

-m
The name of the queue manager to connect to. If omitted the default queue manager name is used.

-w WaitTime
The time, in seconds, that dmpmqc£g waits for replies to its commands.

Any replies received after a timeout are discarded, but the MQSC commands still run.
The check for timeout is performed once for each command reply.

Specify a time in the range 1 through 999999; the default value is 60 seconds.
Timed-out failure is indicated by:

» Nonzero return code to the calling shell or environment.
« Error message to stdout or stderr.

-u Userld
The ID of the user authorized to dump the configuration of queue managers.

Authorizations

You must have MQZAO_OUTPUT (+put) authority to access the command input queue
(SYSTEM.ADMIN.COMMAND.QUEUE).

You must have MQZAO_DISPLAY (+dsp) authority and MQZAO_INPUT (+get) authority to access the
default model queue (SYSTEM.DEFAULT.MODEL.QUEUE), to be able to create a temporary dynamic queue
if using the default reply queue.
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You must also have MQZAO_CONNECT (+connect) and MQZAO_INQUIRE (+inq) authority for the queue
manager, and MQZAO_DISPLAY (+dsp) authority for every object that is requested.

No authority is required on the object type (ROMNAME) to limit, or restrict the use of, the dmpmqc£fg
command to display details about any OBJTYPE(RQMNAME).

Return code

If a failure occurs dmpmqc£g returns an error code. Otherwise, the command outputs a footer, an example
of which follows:

Script ended on 2016-01-05 at 05.10.09
Number of Inquiry commands issued: 14
Number of Inquiry commands completed: 14
Number of Inquiry responses processed: 273
QueueManager count: 1

Queue count: 55

NamelList count: 3

Process count: 1

Channel count: 10

AuthInfo count: 4

Listener count: 1

Service count: 1

CommInfo count: 1

Topic count: 5

Subscription count: 1

ChlAuthRec count: 3

Policy count: 1

AuthRec count: 186

Number of objects/records: 273
khkkhkkkkkhhkkhhkkhkkhkkkhhkhhkkhhkhkhhkhhkkhhkhkhhkhhkkhhkhkhhkhhkkhhkhkhhkhhkkhhkhkhhkhhkkhhkhkhhkhhkhhkhkhkhkhhhhkkkhhkhhkhkhk

Examples

To make these examples work you need to ensure that your system is set up for remote MQSC operation.
See Configuring queue managers for remote administration.

dmpmgcfg -m MYQMGR -c "DEFINE CHANNEL (SYSTEM.ADMIN.SVRCONN) CHLTYPE(CLNTCONN)
CONNAME ( 'myhost.mycorp.com(1414)"')"

dumps all the configuration information from remote queue manager MYOMGR in MQSC format
and creates an ad-hoc client connection to the queue manager using a client channel called
SYSTEM.ADMIN.SVRCONN.

Note: You need to ensure that a server-connection channel with the same name exists.
dmpmgcfg -m LOCALQM -r MYQMGR

dumps all configuration information from remote queue manager MYQMGR, in MQSC format, connects
initially to local queue manager LOCALQM, and sends inquiry messages through this local queue manager.

Note: You need to ensure that the local queue manager has a transmission queue named MYQMGR, with
channel pairings defined in both directions, to send and receive replies between queue managers.

Related tasks
mBacking up queue manager configuration

mRestoring gueue manager configuration
Related reference
“runmgsc (run MQSC commands)” on page 163

Administration reference 53



Run IBM MQ commands on a queue manager.

dmpmglog (dump MQ formatted log)
Display and format a portion of the IBM MQ system log.

Purpose
Use the dmpmgqlog command to dump a formatted version of the IBM MQ system log to standard out.

The log to be dumped must have been created on the same type of operating system as that being used to
issue the command.

From IBM MQ 9.1.0, the dmpmglog command outputs a timestamp with each log record as shown in the
following example:

LOG RECORD - LSN <0:0:4615:42406>
Kk ok ok ok ok ok k ok k

HLG Header: lrecsize 212, version 1, rmid O, eyecatcher HLRH
Creation Time: 2017-01-30 13:50:31.146 GMT Standard Time (UTC +0)

Syntax

»— dmpmglog
-b L -e — EndLSN J L -f — LogFilePath J

M——y -s — StartLSN ——

»
»

\— -n — ExtentNumber —’

] L -m — QMgrName J -

Optional parameters

Dump start point
Use one of the following parameters to specify the log sequence number (LSN) at which the dump
should start. If you omit this, dumping starts by default from the LSN of the first record in the active
portion of the log.
-b
Start dumping from the base LSN. The base LSN identifies the start of the log extent that contains
the start of the active portion of the log.

-s StartLSN
Start dumping from the specified LSN. The LSN is specified in the format
nNNN:nnnn:nnnn:nnnn.

If you are using a circular log, the LSN value must be equal to or greater than the base LSN value
of the log.

-n ExtentNumber
Start dumping from the specified extent number. The extent number must be in the range O -
9999999.

This parameter is valid only for queue managers using linear logging.

-e EndLSN
End dumping at the specified LSN. The LSN is specified in the format nnnn:nnnn:nnnn:nnnn.
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-f LogFilePath
The absolute (rather than relative) directory path name to the log files. The specified directory
must contain the log header file (amghlctl.1fh) and a subdirectory called active. The active
subdirectory must contain the log files. By default, log files are assumed to be in the directories
specified in the IBM MQ configuration information. If you use this option, queue names associated
with queue identifiers are shown in the dump only if you use the -m option to name a queue manager
name that has the object catalog file in its directory path.

On a system that supports long file names this file is called gmgmobjcat and, to map the

queue identifiers to queue names, it must be the file used when the log files were created.

For example, for a queue manager named gm1, the object catalog file is located in the

directory . . \gmgrs\gml\gmanager\. To achieve this mapping, you might need to create a
temporary queue manager, for example named tmpq, replace its object catalog with the one
associated with the specific log files, and then start dmpmqlog, specifying =-m tmpq and -£ with
the absolute directory path name to the log files.

-m QMgrName
The name of the queue manager. If you omit this parameter, the name of the default queue manager is
used.

Note: Do not dump the log while the queue manager is running, and do not start the queue manager
while dmpmqlog is running.
dmpmgmsg (queue load and unload)

Use the dmpmgmsg utility to copy or move the contents of a queue, or its messages, to a file. Formerly the
IBM MQ gload utility.

Purpose

From IBM MQ 8.0, the qload utility, that previously shipped in IBM MQ Supportpac MO03, has been
integrated into IBM MQ as the dmpmqmsg utility.

»  Linux @ ALY On AIX and Linux platforms the utility is available in <installdir>. /bin

m0n Windows platforms the utility is available in <installdir>. /biné4 as part of the
server fileset.

ST o1, 705, the utility is available as an executable module, CSQUDMSG in the SCSQLOAD
library, with an alias of QLOAD for compatibility. Sample JCL is also provided as member CSQ4QLOD in
SCSQPROC.

For more information, see Using the dmpmgmsg utility.
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Syntax

»
»

»— dmpmagmsg
L -m — Queue manager name J L -ior-I — Input queue name J

L -f or -F — Filename —J L -0 — Output queue name J
U U cosepmee Giiay oo
Delay options L -h — Strip headers J

L -p — Purge J L -q — Quiet mode —J
L -t — Transaction message limit J L -T — Message age selection J

L -s or -e — Message content selection J L -u — UserID J
L -w — Wait interval J

Mode options
N
b

Context options

Y

A 4

Y

\ 4

A 4

A 4

-A
»— -C I
a
i
d
n
Display options
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»—-d——a—r»e

— H—
— i —
— p —
M— s —
;M_}
;N_}
;t_}

T —

—w —

Delay options

»— -D positive value
negative value }
r (value)

Get options
»— -g —~—— c (value) —>«
M— m (value) —]
M g (value) —
M xc (value) —

M xm (value) —]

— xg (value) —

Message range options

»— -r X
X.y
X#y
#X

Optional parameters

-m QueueManagerName
The name of the queue manager on which the queue, or queues, exist.

-i or -I Input queue name
The name of the input queue.

Note: Using -i browses the queue (non-destructive get), whereas using -I deletes messages from the
queue (destructive get).

-f or -F Filename
Specifies either the source or target file name.

Note:
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 Using -F on a target file forces output to a file if it already exists. The program does not ask you if the
file should be overwritten.

- Take care to ensure that appropriate access controls are set on the output file, as users who are not
permitted to access messages on the queue might have access to read the output file.

- Linux 0 AlX On AIX and Linux, permissions for new files are set according to the

current umask when the utility is run.

m0n Windows, permissions for new files are inherited from the parent directory ACL.

-0 Output queue name
Specifies the name of the output queue.

-a
Controls whether the file is opened in append or binary mode, by adding one of the following values to
the keyword:

a
Append mode

Binary mode

-Cc
Connect in client mode.

If you do not select this flag, the utility runs in local mode, which is the default.

IE_This option is not available on z/0S.

Controls whether messages taken from a queue are converted.

Use the command
-P CCSID [ : X 'Encoding' ]

For example -P850:111

-C
Controls the context option, by adding one of the following values to the keyword:
A
Set all context. This is the default value.
I
Set identity context.
a
Pass all context.
p
Pass identity context.
Use of the pass options is not applicable if the source messages are browsed on a queue.
d
Default context.
n
No context.
-d

Controls the display option or options, by adding one or more of the following values to the keyword.
For example -dsCM:

a
Add ASCII columns to the hexadecimal output in the file to aid readability.
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Write ASCII lines of data wherever possible.

On EBCDIC platforms, data is instead written in EBCDIC.

c
Output ApplicationOriginData and ApplicationIdentityData as characters
Cc
Display the Correlation Identifier in the queue summary.
H
Do not write the file header.
Files created with this option are not loadable by the program as the program does not recognize
the file format. However, if necessary you can use an editor to add an appropriate header
manually, to make the file loadable.
i
Include the message index in the output.
P
Printable character output format.
This format is not code page safe. Loading a file written in this format, while running in a new code
page does not guarantee to produce the same message.
s
Write a simple summary of the messages found on input.
M
Display the Message Identifier in the queue summary.
N
Do not write out the message descriptor content, only the message payload.
t
Text line output format.
This format is not code page safe. Loading a file written in this format, while running in a new code
page does not guarantee to produce the same message.
T
Display the time the message has been on the queue.
w Length

Set the data width for the output.

Add a delay, expressed in milliseconds, before writing a message to the output destination, by adding
one of the following values to the keyword. For example:

-Dpositive_value
Add a fixed delay before putting a message. For example, -D500 puts each message half a second
apart.

-Dnegative_value
Add a random delay, up to the specified value before putting a message. For example, -D-10000
adds a random delay of up to 10 seconds before putting a message.

rvalue
Replays the messages at a percentage of their original put speed. For example:
r
Replays messages at their original speed.

r50
Replays messages at half their original speed.
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-p

-q

=r

r200
Replays messages at twice their original speed.

Filter by Message identifier, Correlation identifier, or Group identifier, by adding one of the following
values to the keyword.

cvalue
Get by character Correlation identifier.

mvalue
Get by character Message identifier.

gvalue
Get by character Group identifier.

xcvalue
Get by hexadecimal Correlation identifier.

xmvalue
Get by hexadecimal Message identifier.

xgvalue
Get by hexadecimal Group identifier.

Strip headers.

Any Dead Letter Queue header (MQDLH) or Transmission Queue header (MQXQH) is removed from the
message before the message is written.

Output queue name.
Causes the source queue to be purged of messages as they are copied to the target destination.

Sets quiet mode. When set, the program does not output its usual summary of activity.

Note: If the dmpmgmsg command runs with the -x option set to 0, the command copies all messages
to the destination, whether that destination is a file or queue.

Sets the applicable message range by adding one of the following values to the keyword.

X
Only message x, for example, -x10. If r is 0, copies all messages to the destination.

X..y
From message x to message y. For example, -r 10..20. -x0. .9 copies one to nine messages to

the destination.

x#y
Output y messages starting at message x. For example, -r 1004#10. , -x07#4 copies one to four
messages to the destination.

#Hx
Output the first x messages, for example, -r #100. - \#0 copies all messages to the
destination.

Sets the transaction message limit. The dmpmgmsg utility uses transactions to copy messages. Each
transaction contains multiple messages, up to a maximum number that is set by the =t parameter.
The default value is 200.

0
Transactions are not used, so messages are copied individually. If a failure occurs before the
application completes its work, nothing is rolled back.
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All messages are copied in a single transaction. Use this value with caution because the number of
messages on the queue might exceed either the MAXUMSGS parameter of the queue manager
(which sets the maximum number of uncommitted messages within a unit of work), or the
available log size.

The maximum number of messages in each transaction. For example, -t1000 specifies that the
dmpmqmsg utility copies up to 1000 messages in each transaction. Ensure that this number does
not exceed the MAXUMSGS parameter of the queue manager. You can use the MQSC DISPLAY
QMGR command to show the value of the MAXUMSGS parameter.

Allows message selection based on message age.

See “Using message age” on page 61 for information on selection using message age.

Attention: The age is based on the PutDate and PutTime fields in the Message Descriptor
(MQMD), compared to UTC for the system where the utility is running.

=S Oor -e

=u

W

Allows message selection based on message content.

mOn ASCII platforms (AIX, Linux, and Windows) use the -s option to search for a natively
encoded string.

mOn EBCDIC platforms (z/OS) use the -e option to search for a natively encoded string.

See “Using message content” on page 62 for information on selection using message content.

If you use the -u parameter to supply a user ID, you are prompted for a matching password.

If you have configured the CONNAUTH AUTHINFO record with CHCKLOCL(REQUIRED) or
CHCKLOCL(REQDADM), you must use the -u parameter otherwise you will not be able to copy or
move the contents of a queue.

If you specify this parameter and redirect stdin, a prompt will not be displayed and the first line of
redirected input should contain the password.

Wait interval, in seconds, for consuming messages. If specified the program waits for messages to
arrive, for the specified period, before ending.

For examples on using the utility, see Examples of using the dmpmgmsg utility. If you store the output of
the command in a file, see “ Meaning of three letter codes in dmpmgmsg output file” on page 62 for the
meaning of the codes in the second column of the information in that file.

Related reference

SETE 1 18M MO for 2/0S utilities

Message selection for dmpmqgmsg
Message selection can be based on message age or message content.

Using message age

You can choose to process only messages older than a certain time interval using the -T flag.

Time interval can be specified in Days, Hours and Minutes. The general format being
[days:]hours:]minutes.

The parameter can take one or two times, -T [0lderThanTime][,YoungerThanTime].

For example:

- Display messages older than five minutes
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dmpmgmsg -m QM1 -i Q1 -fstdout -T5
- Display messages younger than five minutes
dmpmgmsg -m QM1 -i Q1 -fstdout -T,5
- Display messages older than one day but younger than two days.

dmpmgmsg -m QM1 -i Q1 -fstdout -T1440,2880

The following command copies messages older than one hour from Q1 to Q2.

dmpmgmsg -m QM1 -i Q1 -o Q2 -T1:0

The following command moves messages older than one week from Q1 to Q2

dmpmgmsg -m QM1 -I Q1 -o Q2 -T7:0:0

Using message content

You can specify a maximum of three of each search string. If multiple strings are used, they are treated as
follows:

Positive search strings
When multiple positive strings are used, then all the strings must be present for the search to match.
For example, the command

dmpmgmsg -iMATCH -s LIVERPOOL -s CHELSEA

only returns messages that contain both strings.

Negative search strings
When multiple negative strings are used, then none of the strings must be present for the search to
match. For example, the command

dmpmgmsg -IMATCH -S HOME -S DRAW

only returns messages that contain neither string.

SNLNERS Meaning of three letter codes in dmpmaqmsg output file

The mapping between the codes from dmpmgmsg and the attribute names from amqgsbcg.

The order of the attributes in the following table is not alphabetical. Instead, the order reflects the
sequence of the attribute names from amgsbcg.

Table 30. Mapping between the three letter codes in the output file from dmpmgmsg and the representation
from amgsbcg

File format attribute name (from dmpmgmsg) Representation (from amqshcg)
VER Version

RPT Report

MST MsgType

EXP Expiry

FDB Feedback

ENC Encoding

CCS CodedCharSetld

FMT Format PRI Priority
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Table 30. Mapping between the three letter codes in the output file from dmpmgmsg and the representation
from amgsbcg (continued)

File format attribute name (from dmpmgmsg) Representation (from amqshcg)
PER Persistence

MSI Msgld

CoI Correlld

BOC BackoutCount
RTQ ReplyToQ

RTM ReplyToQMgr
USR Userldentifier
ACC AccountingToken
AIX ApplIdentityData
PAT PutApplType
PAN PutApplName
PTD PutDate

PTT PutTime

AOX ApplOriginData
GRP Groupld

MSQ MsgSeqNumber
OFF Offset

MSF MsgFlags

ORL OriginalLength

Related concepts
The Browser sample program

ST dspmq (display queue managers)

Display information about queue managers on Multiplatforms.

Purpose

Use the dspmg command to display names and details of the queue managers on a system.

ST T cquivalent utility to dspmq on z/OS is CSQUDSPM.

Syntax
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f ® |
»— dspmq
L -m— QMgrName J -oall L X J

M -odefault —

M -oinstallation —

M -ostatus —
M -o standby —

-oha

-odr

— -0 nativeha —

L. L. . T

Required parameters

None

Optional parameters
-a
Displays information about the active queue managers only.

A queue manager is active if it is associated with the installation from which the dspmg command was
issued and one or more of the following statements are true:

e The queue manager is running

« A listener for the queue manager is running

« A process is connected to the queue manager
-m QMgrName

The queue manager for which to display details. If you give no name, all queue manager names are
displayed.

-n
Suppresses translation of output strings.

-s
The operational status of the queue managers is displayed. This parameter is the default status
setting.
The parameter -o status is equivalent to -s.

-0all
The operational status of the queue managers is displayed, and whether any are the default queue
manager.

mOn AIX, Linux, and Windows, the installation name (INSTNAME), installation path
(INSTPATH), and installation version (INSTVER) of the installation that the queue manager is
associated with is also displayed.
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-0 default
Displays whether any of the queue managers are the default queue manager.

-1'._-0 installation

AIX, Linux, and Windows only.

Displays the installation name (INSTNAME), installation path (INSTPATH), and installation version
(INSTVER) of the installation that the queue manager is associated with.

-o status
The operational status of the queue managers is displayed.

-0 standby
Displays whether a queue manager currently permits starting a standby instance. The possible values
are shown in Table 31 on page 65.

Table 31. Standby values

Value Description

Permitted The queue manager is running and is permitting standby instances.

Not permitted | The queue manager is running and is not permitting standby instances.

Not applicable [The queue manager is not running. You can start the queue manager and this
instance becomes active if it starts successfully.

-oha | HA
Indicates whether a queue manager is an HA RDQM (high availability replicated data queue manager)
or not. If the queue manager is an HA RDQM, one of the following responses is displayed:

HA(Replicated)

Indicates that the queue manager is an HA RDQM.
HA(Q

Indicates that the queue manager is not an HA RDQM.

For example:

dspmg -o ha
QMNAME (RDQM8) HA(Replicated)
QMNAME (RDQM9) HA(Replicated)
QMNAME (RDQM7) HA(Replicated)
QMNAME (QM7) HA Q)

-odx | DR

Indicates whether a queue manager is a DR RDQM (disaster recovery replicated data queue manager)
or not. One of the following responses is displayed:

DRROLE ()
Indicates that the queue manager is not configured for disaster recovery.

DRROLE (Primary)
Indicates that the queue manager is configured as the DR primary.

DRROLE (Secondary)
Indicates that the queue manager is configured as the DR secondary.

For example:

dspmq -o dr

QMNAME (RDQM13) DRROLE (Pxrimaxry)
QMNAME (RDQM14) DRROLE (Primary)
QMNAME (RDQM15) DRROLE (Secondary)
QMNAME (QM27) DRROLE ()
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-o nativeha | NATIVEHA

Displays operational information for an instance in a Native HA configuration. Used on its own,
displays ROLE, INSTANCE, INSYNC, and QUORUM fields. Combine with the -x parameter to view
additional information on all the instances in the Native HA configuration (see Native HA instance

values).

=X

Information about multi-instance queue manager instances is displayed. Displays
information about Native HA queue manager instances if combined with the -0 nativeha

parameter.

The possible values for multi-instance queue manager instances are shown in Table 32 on page 66.

Table 32. Instance values

Value Description

Active The instance is the active instance.
Standby The instance is a standby instance.

The possible values for Native HA queue manager instances are shown in Native HA

instance values

Table 33. Native HA instance values

Name Description

ROLE Specifies the current role of the instance and is
one of Active, Replica, or Unknown.

INSTANCE The name provided for this instance of the queue
manager when it was created using the -1x
option of the cxtmgm command.

INSYNC Indicates whether the instance is able to take
over as the active instance if required.

QUORUM Reports the quorum status in
the form number_of_instances_in-sync/
number_of instances_configured.

REPLADDR The replication address of the queue manager
instance.

CONNACTV Indicates whether the instance is connected to
the active instance.

BACKLOG Indicates the number of KB that the node is
behind.

CONNINST Indicates whether the named instance is
connected to this instance.

ALTDATE Indicates the date on which this information was
last updated (blank if it has never been updated).

ALTTIME Indicates the time at which this information was
last updated (blank if it has never been updated).

For examples of dspmq output for Native HA instances, see Viewing the status of Native HA queue

managers for IBM MQ certified containers.
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=C

Shows the list of processes currently connected to the IPCC, QMGR, and PERSISTENT subpools for a

queue manager.
For example, this list typically includes:

« Queue manager processes
- Applications, including those that are inhibiting shutdown
- Listeners

Queue manager states

The different states that a queue manager can be in are as follows:
« Starting

« Running

e Running as standby

« Running elsewhere

« Quiescing

e Ending immediately

« Ending pre-emptively
- Ended normally

« Ended immediately

« Ended unexpectedly
- Ended pre-emptively
- Status not available

Return codes

Table 34. Return code identifiers and descriptions

Return Description

code

0 Command completed normally

5 Queue manager running

36 Invalid arguments supplied

58 Inconsistent use of installations detected
71 Unexpected error

72 Queue manager name error

Examples

1. The following command displays queue managers on this server:

dspmg -o all

2. The following command displays standby information for queue managers on this server that have

ended immediately:

dspmg -o standby
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3. The following command displays standby information and instance information for queue managers on
this server:

dspmg -o standby -x

dspmqaut (display object authorization)
dspmgaut displays the authorizations of a specific IBM MQ object.

Purpose
Use the dspmgaut command to display the current authorizations to a specified object.

If a user ID is a member of more than one group, this command displays the combined authorizations of
all the groups.

Only one group or principal can be specified.

For more information about authorization service components, see Installable services, Service
components, and Authorization service interface.

Syntax

»— dspmqgaut -n — Profile — -t — ObjectType —»
L -m — QMgrName J

T -g — GroupName L _J >«
-p — PrincipalName _J -s — ServiceComponent

Required parameters

-n Profile
The name of the profile for which to display authorizations. The authorizations apply to all IBM MQ
objects with names that match the profile name specified.

This parameter is required, unless you are displaying the authorizations of a queue manager. In this
case you must not include it and instead specify the queue manager name using the =m parameter.

-t ObjectType
The type of object on which to make the inquiry. Possible values are:

Table 35. The object type on which to make the inquiry.

Object Type Description

authinfo An authentication information object, for use with TLS
channel security

channel or chl A channel

clntconn or clcn A client connection channel

listener or lstr A Listener

namelist or nl A namelist

process or prcs A process

queue or q A queue or queues matching the object name
parameter

qmgr A queue manager
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Table 35. The object type on which to make the inquiry. (continued)

Object Type Description

rgmname or rqmn A remote queue manager name
service or srvc A service

topic or top A topic

Optional parameters

-m QMgrName
The name of the queue manager on which to make the inquiry. This parameter is optional if you are
displaying the authorizations of your default queue manager.

-g GroupName
The name of the user group on which to make the inquiry. You can specify only one name, which must
be the name of an existing user group.

MFor IBM MQ for Windows only, the group name can optionally include a domain name,
specified in the following formats:

GroupName@domain
domain\GroupName

-p PrincipalName
The name of a user for whom to display authorizations to the specified object.

mmr IBM MQ for Windows only, the name of the principal can optionally include a domain
name, specified in the following format:

userid@domain

For more information about including domain names on the name of a principal, see Principals and
groups.

-s ServiceComponent
If installable authorization services are supported, specifies the name of the authorization service to
which the authorizations apply. This parameter is optional; if you omit it, the authorization inquiry is
made to the first installable component for the service.

Returned parameters

Returns an authorization list, which can contain none, one, or more authorization values. Each
authorization value returned means that any user ID in the specified group or principal has the authority
to perform the operation defined by that value.

Table 36 on page 69 shows the authorities that can be given to the different object types.

Table 36. Specifying authorities for different object types

Authority | Queue |Process |Queue |Remote | Namelis | Topic |Auth Clntcon | Channel | Listener | Service

manage | queue |t info n

r manage

r name

all Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
alladm Yes Yes Yes No Yes Yes Yes Yes Yes Yes Yes
allmgqi Yes Yes Yes Yes Yes Yes Yes No No No No
none Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
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Table 36. Specifying authorities for different object types (continued)

Authority [ Queue |Process |Queue |Remote | Namelis | Topic |Auth Clntcon | Channel | Listener | Service
manage | queue |t info n
r manage
r name
altusr No No Yes No No No No No No No No
browse Yes No No No No No No No No No No
chg Yes Yes Yes No Yes Yes Yes Yes Yes Yes Yes
clr Yes No No No No Yes No No No No No
connect No No Yes No No No No No No No No
crt Yes Yes Yes No Yes Yes Yes Yes Yes Yes Yes
ctrl No No No No No Yes No No Yes Yes Yes
ctrlx No No No No No No No No Yes No No
dlt Yes Yes Yes No Yes Yes Yes Yes Yes Yes Yes
dsp Yes Yes Yes No Yes Yes Yes Yes Yes Yes Yes
get Yes No No No No No No No No No No
pub No No No No No Yes No No No No No
put Yes No No Yes No Yes No No No No No
ing Yes Yes Yes No Yes No Yes No No No No
passall Yes No No No No Yes No No No No No
passid Yes No No No No Yes No No No No No
resume No No No No No Yes No No No No No
set Yes Yes Yes No No No No No No No No
setall Yes No Yes No No Yes No No No No No
setid Yes No Yes No No Yes No No No No No
sub No No No No No Yes No No No No No
system No No Yes No No No No No No No No

The following list defines the authorizations associated with each value:

Table 37. Authorizations associated with each value.

call with the BROWSE option

Value Description

all Use all operations relevant to the object. all authority
is equivalent to the union of the authorities alladm,
allmgi, and system appropriate to the object type.

alladm Perform all administration operations relevant to the
object

allmqi Use all MQI calls relevant to the object

altusr Specify an alternative user ID on an MQI call

browse Retrieve a message from a queue by issuing an MQGET

70 IBM MQ Administration Reference




Table 37. Authorizations associated with each value. (continued)

Value Description

chg Change the attributes of the specified object, using the
appropriate command set

clr Clear a queue (PCF command Clear queue only) or a
topic

ctrl Start, and stop the specified channel, listener, or
service, and ping the specified channel.

ctrlx Reset or resolve the specified channel

connect Connect the application to the specified queue
manager by issuing an MQCONN call

crt Create objects of the specified type using the
appropriate command set

dlt Delete the specified object using the appropriate
command set

dsp Display the attributes of the specified object using the
appropriate command set

get Retrieve a message from a queue by issuing an MQGET
call

ing Make an inquiry on a specific queue by issuing an
MQINQ call

passall Pass all context

passid Pass the identity context

pub Publish a message on a topic using the MQPUT call.

put Put a message on a specific queue by issuing an
MQPUT call

resume Resume a subscription using the MQSUB call.

set Set attributes on a queue from the MQI by issuing an
MQSET call

setall Set all context

setid Set the identity context

sub Create, alter, or resume a subscription to a topic using
the MQSUB call.

system Use queue manager for internal system operations

The authorizations for administration operations, where supported, apply to these command sets:

« Control commands
« MQSC commands
« PCF commands

Return codes
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Table 38. Return code identifiers and descriptions

Return Description
code
0 Successful operation
26 Queue manager running as a standby instance.
36 Invalid arguments supplied
40 Queue manager not available
49 Queue manager stopping
58 Inconsistent use of installations detected
69 Storage not available
71 Unexpected error
72 Queue manager name error
133 Unknown object name
145 Unexpected object name
146 Object name missing
147 Object type missing
148 Invalid object type
149 Entity name missing
Examples

« The following example shows a command to display the authorizations on queue manager
saturn.queue.manager associated with user group staff:

dspmgaut -m saturn.queue.manager -t gmgr -g staff

The results from this command are:

Entity staff has the following authorizations for object:
get
browse
put
ing
set
connect
altusr
passid
passall
setid

 The following example displays the authorities userl has for queue a.b.c:
dspmgaut -m gmgrl -n a.b.c -t q -p userl
The results from this command are:

Entity userl has the following authorizations for object:
get
put
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dspmgqcsv (display command server)

The status of a command server is displayed

Purpose

Use the dspmgcsv command to display the status of the command server for the specified queue
manager.

The status can be one of the following:

- Starting

e Running

« Running with SYSTEM.ADMIN.COMMAND.QUEUE not enabled for gets
- Ending

Stopped

You must use the dspmgcsv command from the installation associated with the queue manager that you
are working with. You can find out which installation a queue manager is associated with using the dspmq
-0 installation command.

Syntax

»— dspmqcsv >«
l——QMngame ——I

Required parameters
None

Optional parameters

QMgrName
The name of the local queue manager for which the command server status is being requested.

Return codes

Table 39. Return code identifiers and descriptions

Return Description

code

0 Command completed normally

10 Command completed with unexpected results
20 An error occurred during processing

Examples

The following command displays the status of the command server associated with venus.q.mgr:

dspmgcsv venus.q.mgr
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Related commands

Table 40. Related command names and descriptions

Command Description
strmgcsv Start a command server
endmqcsv End a command server

Related reference

“Command server commands” on page 7

A table of command server commands, showing the PCF command, MQSC command, and control
command equivalents. The REST API resource and HTTP method equivalents, and IBM MQ Explorer
equivalents, are included if available.

dspmgqfls (display file names)
Display the file names corresponding to IBM MQ objects.

Purpose

Use the dspmgfls command to display the real file system name for all IBM MQ objects that match a
specified criterion. You can use this command to identify the files associated with a particular object. This
command is useful for backing up specific objects. See Understanding IBM MQ file names for information
about name transformation.

Syntax

»— dspmgfls L _J L J GenericObjName —»<«
-m — QMgrName -t — ObjType

Required parameters

GenericObjName
The name of the object. The name is a string with no flag and is a required parameter. Omitting the
name returns an error.

This parameter supports an asterisk (*) as a wildcard at the end of the string.

Optional parameters

-m QMgrName
The name of the queue manager for which to examine files. If you omit this name, the command
operates on the default queue manager.

-t ObjType
The object type. The following list shows the valid object types. The abbreviated name is shown first
followed by the full name.

Table 41. Valid object types.

Object Type Description

* orall All object types; this parameter is the default

authinfo Authentication information object, for use with TLS
channel security
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Table 41. Valid object types. (continued)

Object Type

Description

channel or chl

A channel

clntconn or clcn

A client connection channel

catalog or ctlg

An object catalog

namelist or nl A namelist
listener or lstr A listener
process or prcs A process

queue or q A queue or queues matching the object name
parameter

galias or qa An alias queue

glocal or ql A local queue

gmodel or qm

A model queue

qremote or qr

A remote queue

gmgr

A queue manager object

service or srvc

A service

Note:

1. The dspmqfls command displays the name of the directory containing the queue, not the name of the
queue itself.

p - Linux = AlX On AIX and Linux, you must prevent the shell from interpreting the meaning

of special characters, for example, an asterisk (*). The way you do this depends on the shell you are
using. It may involve the use of single quotation marks, double quotation marks, or a backslash.

Return codes

Table 42. Return code identifiers and descriptions

Return Description
code
0 Command completed normally
10 Command completed but not entirely as expected
20 An error occurred during processing
Examples

1. The following command displays the details of all objects with names beginning SYSTEM. ADMIN
defined on the default queue manager.

dspmgqfls SYSTEM.ADMIN*
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2. The following command displays file details for all processes with names beginning PROC defined on
queue manager RADIUS.

dspmgfls -m RADIUS -t prcs PROCx*

-Il._dspmqinf (display configuration information)
Display IBM MQ configuration information (AIX, Linux, and Windows only).

Purpose
Use the dspmginf command to display IBM MQ configuration information.

Syntax

-s — QueueManager -0 — stanza ﬁ
»— dspmgqinf f_ j J StanzaName -»<
L -s — StanzaType J L -0 — command J

Required parameters

StanzaName
The name of the stanza. That is, the value of the key attribute that distinguishes between multiple
stanzas of the same type.

Optional parameters

=s StanzaType
The type of stanza to display. If omitted, the QueueManager stanza is displayed.

The only supported value of StanzaType is QueueManager.

-0 stanza
Displays the configuration information in stanza format as it is shown in the . in1i files. This format is
the default output format.

Use this format to display stanza information in a format that is easy to read.

-0 command
Displays the configuration information as an addmginf command.

Information about the installation associated with the queue manager is not displayed using this
parameter. The addmqginf command does not require information about the installation.

Use this format to paste into a command shell.

Return codes

Table 43. Return code identifiers and descriptions

Return code Description

0

39
44
58
69
71

Successful operation

Bad command-line parameters

Stanza does not exist

Inconsistent use of installations detected
Storage not available

Unexpected error
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Table 43. Return code identifiers and descriptions (continued)

Return code Description

72 Queue manager name error

Examples
dspmginf QM.NAME

The command defaults to searching for a QueueManager stanza named QM. NAME and displays it in stanza
format.

QueueManager:
Name=QM.NAME
Prefix=/var/mgm
Directory=QM!NAME
DataPath=/MQHA/gmgrs/QM!NAME
InstallationName=Installationl

The following command gives the same result:
dspmginf -s QueueManager -o stanza QM.NAME
The next example displays the output in addmqinf format.
dspmginf -o command QM.NAME
The output is on one line:
addmginf -s QueueManager -v Name=QM.NAME -v Prefix=/var/mgm -v Directory=QM!NAME

-v DataPath=/MQHA/qgmgrs/QM!NAME

Usage notes
Use dspmginf with addmqinf to create an instance of a multi-instance queue manager on a different
server.

To use this command you must be an IBM MQ administrator and a member of the mgm group.

Related commands

Table 44. Related command names and descriptions

Command Description

“addmqinf (add Add queue manager configuration information
configuration
information)” on page 13

“rmvmginf (remove Remove queue manager configuration information
configuration

information)” on page

135
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EEYTE dspmginst (display IBM MQ installation)

- vV3.2.0 Display installation entries from mqinst.ini on AIX, Linux, and Windows, and display
license entitlement information.

Purpose

The mginst.ini file contains information about all IBM MQ installations on a system. For more
information about mqinst.ini, see Installation configuration file, mqginst.ini. You can display information
from all installation son the system, or about specific installations.

dspmq:i.nst also displays information about license entitlement for each installation. The
command displays the license type (Production, Trial, Beta, or Developer) and the licensed entitlement
required for the IBM MQ installation. The required entitlement is reported based on the components

that are installed and usage information that has been specified using the setmqinst command (see
“setmgqinst (set IBM MQ installation)” on page 194). See IBM MQ license information for more information
about license types and entitlement.

Syntax
»— dspmginst >
l -p — InstallationPath J
M—————— -n— InstallationName ——— X X X
M -p — InstallationPath — -n — InstallationName L
“— -n — InstallationName — -p — InstallationPath 1)

Notes:

1 When specified together, the installation name and installation path must refer to the same
installation.

Required parameters

None

Optional parameters

-n InstallationName
The name of the installation.

-p InstallationPath
The installation path.

Display usage information.

Return codes

Table 45. Return code identifiers and descriptions

Return code Description

0 Entry displayed without error
36 Invalid arguments supplied
44 Entry does not exist

59 Invalid installation specified
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Table 45. Return code identifiers and descriptions (continued)

Return code Description

71 Unexpected error

89 .ini file error

96 Could not lock .ini file

131 Resource problem
Examples

1. Display details of all IBM MQ installations on the system:
dspmginst

2. Query the entry for the installation named Installation3:
dspmginst -n Installation3

3. Query the entry with an installation path of /opt/mgm:

dspmginst -p /opt/mgm

4. Query the entry for the installation named Installation3. Its expected installation path is /opt/mgm:

dspmginst -n Installation3 -p /opt/mgm

5. mwe following examples show the output of dspmginst for different license types and

entitlements:

« QOutput for an IBM MQ client installation:

InstName: Installationl
InstDesc: My installation
Identifier: 1

InstPath: /opt/mgm
Version: 9.1.4.0
Primary: No

State: Available
License: Production

Entitlement: IBM MQ Client

« QOutput for a standard IBM MQ server installation:

InstName: Installationl
InstDesc: My installation
Identifier: 1

InstPath: /opt/mgm
Version: 9.1.4.0
Primary: No

State: Available
License: Production

Entitlement: IBM MQ

« Output for an IBM MQ server installation that has been identified as a High Availability Replica:

InstName: Installationl
InstDesc: My installation
Identifier: 1

InstPath: /opt/mgm
Version: 9.1.4.0
Primary: No

State: Available
License: Production

Entitlement: IBM MQ High Availability Replica

Administration reference 79



« QOutput for an IBM MQ Advanced server installation:

InstName: Installationl
InstDesc: My installation
Identifier: 1

InstPath: /opt/mgm
Version: 9.1.4.0
Primary: No

State: Available
License: Production

Entitlement: IBM MQ Advanced

 Output for an IBM MQ Advanced server installation that has high availability replica entitlement:

InstName: Installationl
InstDesc: My installation
Identifier: 1

InstPath: /opt/mgm
Version: 9.1.4.0
Primary: No

State: Available
License: Production

Entitlement: IBM MQ Advanced High Availability Replica

. mOutput for an IBM MQ Advanced server installation that has non production

entitlement:

InstName: Installationl
InstDesc: My installation
Identifier: 1

InstPath: /opt/mgm
Version: 9.2.2.0
Primary: No

State: Available
License: Production

Entitlement: IBM MQ Advanced (Non-production)

EEETININTTTEM dspmqlic (display IBM MQ license)

Display an IBM MQ license.

Purpose

On Linux (excluding IBM MQ Appliance) use the dspmglic command to display the IBM MQ license in the

appropriate language for the environment.

Syntax

»— dspmglic »«

Required parameters

None

Optional parameters

None
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Return codes

Table 46. Return code identifiers and descriptions

Return code Description

0
20

The license file is displayed in some language

An error occurred

Usage notes

You can change the language can by setting the LANG environment variable. Note that you might need
to install the necessary operating system language pack to obtain the required information in a language
other than English.

Related concepts

License acceptance on IBM MQ for Linux
Related reference

MQLICENSE

“mglicense (accept license post installation)” on page 120
From IBM MQ 9.2.0, use the mglicense command on Linux to accept an IBM MQ license after installation.

“strmgm (start queue manager)” on page 220
Start a queue manager or ready it for standby operation.

dspmqrte (display route information)

Determine the route that a message has taken through a queue manager network.

Purpose

The IBM MQ display route application (dspmqxte) command can be run on all platforms except z/OS.
You can run the IBM MQ display route application as a client to an IBM MQ for z/OS queue manager by
specifying the =c parameter when issuing the dspmgxrte command.

The IBM MQ display route application generates and puts a trace-route message into a queue manager
network. As the trace-route message travels through the queue manager network, activity information is
recorded. When the trace-route message reaches its target queue, the activity information is collected by
the IBM MQ display route application and displayed. For more information, and examples of using the IBM
MQ display route application, see IBM MQ display route application.

Syntax

I—{ Generation options }—1
»— dspmqrte L _j -q —»
-C L -i — Correlld Display options

»— TargetQName J »<

L m oM,
-m — QMgrName
L -u — Userld J

Generation options
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L -ac ﬁ—J L -d — Deliver J L -f — Forward J
-ar
L -l — Persistence 1—J L 0 J L -p — Priority J
L -gm — TargetQMgrName J L -ro none

A 4

A 4
v

ReportOption

L -rq — ReplyToQ L J L -s — Activities J

-rqm — ReplyToQMgr —J

L -t — Detail J L -ts — TopicString J L -Xp — PassExpiry J ]

Display options
L -xs — Expiry J 1 2 J

-Nn

A 4

»
»

A 4

A 4

Display options

-v summary

- [
L, Ly at

none

——
v

. J

L outline J

DisplayOption

»d

L -w — WaitTime J

Notes:

11f Persistence is specified as yes, and is accompanied by a request for a trace-route reply message
(-ar), or any report generating options ( -ro ReportOption ), then you must specify the parameter -rq
ReplyToQ. The reply-to queue must not resolve to a temporary dynamic queue.

2 If this parameter is accompanied by a request for a trace-route reply message ( -ar ), or any of
the report generating options ( -ro ReportOption ), then a specific (non-model) reply-to queue
must be specified using -rq ReplyToQ . By default, activity report messages are requested.

Required parameters

-q TargetQName
If the IBM MQ display route application is being used to send a trace-route message into a queue
manager network, TargetQName specifies the name of the target queue.

If the IBM MQ display route application is being used to view previously gathered activity information,
TargetQName specifies the name of the queue where the activity information is stored.
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Optional parameters

-C
Specifies that the IBM MQ display route application connects as a client application. For more
information about how to set up client machines, see:

. mmstalling an IBM MQ client on an AIX workstation

. Installing an IBM MQ client on a Linux workstation

. mmstalling an IBM MQ client on a Windows workstation

. -mlnstalling an IBM MQ client on an IBM i workstation
This parameter can be used only if the client component is installed.

-i Correlld
This parameter is used when the IBM MQ display route application is used to display previously
accumulated activity information only. There can be many activity reports and trace-route reply
messages on the queue specified by -q TargetQName. Correlld is used to identify the activity
reports, or a trace-route reply message, related to a trace-route message. Specify the message
identifier of the original trace-route message in Correlld.

The format of Correlld is a 48 character hexadecimal string.

-m QMgrName
The name of the queue manager to which the IBM MQ display route application connects. The name
can contain up to 48 characters.

If you do not specify this parameter, the default queue manager is used.

Generation options

The following parameters are used when the IBM MQ display route application is used to put a
trace-route message into a queue manager network.

-ac
Specifies that activity information is to be accumulated within the trace-route message.

If you do not specify this parameter, activity information is not accumulated within the trace-route
message.

Requests that a trace-route reply message containing all accumulated activity information is
generated in the following circumstances:

« The trace-route message is discarded by an IBM WebSphere MQ 7.0 queue manager.

« The trace-route message is put to a local queue (target queue or dead-letter queue) by a IBM
WebSphere MQ 7.0 queue manager.

- The number of activities performed on the trace-route message exceeds the value of specified in -s
Activities.

For more information about trace-route reply messages, see Trace-route reply message reference.

If you do not specify this parameter, a trace-route reply message is not requested.

-d Deliver
Specifies whether the trace-route message is to be delivered to the target queue on arrival. Possible
values for Deliver are:

Table 47. Delivery parameter values.
Value Description
yes On arrival, the trace-route message is put to the target queue, even if the queue

manager does not support trace-route messaging.
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Table 47. Delivery parameter values. (continued)

Value Description

no On arrival, the trace-route message is not put to the target queue.

If you do not specify this parameter, the trace-route message is not put to the target queue.

-f Forward
Specifies the type of queue manager that the trace-route message can be forwarded to. Queue
managers use an algorithm when determining whether to forward a message to a remote queue
manager. For details of this algorithm, see The cluster workload management algorithm. The possible
values for Forward are:

Table 48. Forward parameter values.

Value Description

all The trace-route message is forwarded to any queue manager.

Warning: If forwarded to a queue manager before IBM WebSphere MQ
6.0, the trace-route message is not recognized and can be delivered to a
local queue despite the value of the -d Delivex parameter.

supported The trace-route message is only forwarded to a queue manager that honors the
Deliver parameter from the TraceRoute PCF group.

If you do not specify this parameter, the trace-route message is only forwarded to a queue manager
that honors the Deliver parameter.

-l Persistence
Specifies the persistence of the generated trace-route message. Possible values for Persistence are:

Table 49. Persistence parameter values.

Value Description
yes The generated trace-route message is persistent. (MQPER_PERSISTENT).
no The generated trace-route message is not persistent.

(MQPER_NOT_PERSISTENT).

q The generated trace-route message inherits its persistence value from the queue
specified by -q TargetQName. (MQPER_PERSISTENCE_AS_Q_DEF).

A trace-route reply message, or any report messages, returned shares the same persistence value as
the original trace-route message.

If Persistence is specified as yes, you must specify the parameter -xrq ReplyToQ. The reply-to
gueue must not resolve to a temporary dynamic queue.

If you do not specify this parameter, the generated trace-route message is not persistent.

Specifies that the target queue is not bound to a specific destination. Typically this parameter is used
when the trace-route message is to be put across a cluster. The target queue is opened with option
MQOO_BIND_NOT_FIXED.

If you do not specify this parameter, the target queue is bound to a specific destination.

-p Priority
Specifies the priority of the trace-route message. The value of Priority is either greater than or equal
to 0, or MOQPRI_PRIORITY_AS_Q_DEF. MQPRI_PRIORITY_AS_Q_DEF specifies that the priority value
is taken from the queue specified by -q TargetQName.
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If you do not specify this parameter, the priority value is taken from the queue specified by -q
TargetQName.

-qm TargetQMgrName
Qualifies the target queue name; normal queue manager name resolution applies. The target queue is
specified with -q TargetQName.

If you do not specify this parameter, the queue manager to which the IBM MQ display route
application is connected is used as the reply-to queue manager.

-ro none | ReportOption

Table 50. ReportOption parameter values.

Value Description

none Specifies no report options are set.

ReportOption Specifies report options for the trace-route message. Multiple report options can
be specified using a comma as a separator. Possible values for ReportOption are:
activity

The report option MQRO_ACTIVITY is set.
coa

The report option MQRO_COA_WITH_FULL_DATA is set.
cod

The report option MQRO_COD_WITH_FULL_DATA is set.
exception

The report option MQRO_EXCEPTION_WITH_FULL_DATA is set.
expiration

The report option MQRO_EXPIRATION_WITH_FULL_DATA is set.
discard

The report option MQRO_DISCARD_MSG is set.

If -ro ReportOptionor -ro none are not specified, then the MQRO_ACTIVITY and
MQRO_DISCARD_MSG report options are specified.

-rq ReplyToQ
Specifies the name of the reply-to queue that all responses to the trace-route message are sent to. If
the trace-route message is persistent, or if the -n parameter is specified, a reply-to queue must be
specified that is not a temporary dynamic queue.

If you do not specify this parameter, the system default model queue,
SYSTEM.DEFAULT.MODEL.QUEUE is used as the reply-to queue. Using this model queue causes a
temporary dynamic queue, for the IBM MQ display route application, to be created.

-rqgm ReplyToQMgr
Specifies the name of the queue manager where the reply-to queue is located. The name can contain
up to 48 characters.

If you do not specify this parameter, the queue manager to which the IBM MQ display route
application is connected is used as the reply-to queue manager.

-s Activities
Specifies the maximum number of recorded activities that can be performed on behalf of the trace-
route message before it is discarded. This parameter prevents the trace-route message from being
forwarded indefinitely if caught in an infinite loop. The value of Activities is either greater than or
equal to 1, or MQROUTE_UNLIMITED_ACTIVITIES. MOROUTE_UNLIMITED_ACTIVITIES specifies that
an unlimited number of activities can be performed on behalf of the trace-route message.

If you do not specify this parameter, an unlimited number of activities can be performed on behalf of
the trace-route message.
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-t Detail

Specifies the activities that are recorded. The possible values for Detail are:

Table 51. Detail parameter values.

Value Description

low Activities performed by user-defined application are recorded only.

medium Activities specified in 1ow are recorded. Additionally, activities performed by MCAs
are recorded.

high Activities specified in 1ow, and medium are recorded. MCAs do not expose any

further activity information at this level of detail. This option is available to
user-defined applications that are to expose further activity information only. For
example, if a user-defined application determines the route a message takes by
considering certain message characteristics, the routing logic can be included with
this level of detail.

If you do not specify this parameter, medium level activities are recorded.

-ts TopicString

Specifies a topic string to which the IBM MQ display route application is to publish a trace-route
message, and puts this application into topic mode. In this mode, the application traces all of the
messages that result from the publish request.

-Xp PassExpiry

Specifies whether the report option MQRO_DISCARD_MSG and the remaining expiry time from the
trace-route message is passed on to the trace-route reply message. Possible values for PassExpiry

are:

Table 52. PassExpiry parameter values.

Value

Description

yes

The report option MQRO_PASS_DISCARD_AND_EXPIRY is specified in the
message descriptor of the trace-route message.

If a trace-route reply message, or activity reports, are generated for the trace-
route message, the MQRO_DISCARD_MSG report option (if specified), and the
remaining expiry time are passed on.

This parameter is the default value.

no

The report option MQRO_PASS_DISCARD_AND_EXPIRY is not specified.

If a trace-route reply message is generated for the trace-route message, the
discard option and remaining expiry time from the trace-route message are not
passed on.

If you do not specify this parameter, the MQRO_PASS_DISCARD_AND_EXPIRY report option is not
specified in the trace-route message.

-xs Expiry

Specifies the expiry time for the trace-route message, in seconds.

If you do not specify this parameter, the expiry time is specified as 60 seconds.

Specifies that activity information returned for the trace-route message is not to be displayed.

If this parameter is accompanied by a request for a trace-route reply message ( -axr), or any of the
report generating options from ( -ro ReportOption), then a specific (non-model) reply-to queue
must be specified using -rq ReplyToQ. By default, activity report messages are requested.
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After the trace-route message is put to the specified target queue, a 48 character hexadecimal string
is returned containing the message identifier of the trace-route message. The message identifier can
be used by the IBM MQ display route application to display the activity information for the trace-route
message at a later time. This can be done using the -1 Correlld parameter.

If you do not specify this parameter, activity information returned for the trace-route message is
displayed in the form specified by the -v parameter.

Display options
The following parameters are used when the IBM MQ display route application is used to display
collected activity information.

-b
Specifies that the IBM MQ display route application only browses activity reports or a trace-route
reply message related to a message. This parameter allows activity information to be displayed again
at a later time.

If you do not specify this parameter, the IBM MQ display route application gets activity reports and
deletes them, or a trace-route reply message related to a message.

-v summary | all | none | outline DisplayOption

Table 53. DisplayOption parameter values.

Value Description

summary The queues that the trace-route message was routed through are displayed.
all All available information is displayed.

none No information is displayed.

outline DisplayOption Specifies display options for the trace-route message. Multiple display options can
be specified using a comma as a separator.

If no values are supplied the subsequent information is displayed:
« The application name

» The type of each operation

» Any operation-specific parameters

Possible values for DisplayOption are:

activity
All non-PCF group parameters in Activity PCF groups are displayed.
identifiers
Values with parameter identifiers MQBACF_MSG_ID or MQBACF_CORREL_ID
are displayed. This overrides msgdelta.

message
All non-PCF group parameters in Message PCF groups are displayed. When this
value is specified, you cannot specify msgdelta.

msgdelta
All non-PCF group parameters in Message PCF groups, that have changed since
the last operation, are displayed. When this value is specified, you cannot
specify message.

operation
All non-PCF group parameters in Operation PCF groups are displayed.

traceroute
All non-PCF group parameters in TraceRoute PCF groups are displayed.

If you do not specify this parameter, a summary of the message route is displayed.
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-w WaitTime
Specifies the time, in seconds, that the IBM MQ display route application waits for activity reports, or
a trace-route reply message, to return to the specified reply-to queue.

If you do not specify this parameter, the wait time is specified as the expiry time of the trace-route
message, plus 60 seconds.

-u Userld
The ID of the user authorized to determine the route that a message has taken through a queue
manager network.

Return codes

Table 54. Return code identifiers and descriptions

Return code Description

0 Command completed normally

10 Invalid arguments supplied

20 An error occurred during processing
Examples

1. The following command puts a trace-route message into a queue manager network with the target
queue specified as TARGET . Q. Providing queue managers on route are enabled for activity recording,
activity reports are generated. Depending on the queue manager attribute, ACTIVREC, activity reports
are either delivered to the reply-to queue ACT.REPORT.REPLY.Q, or are delivered to a system queue.
The trace-route message is discarded on arrival at the target queue.

dspmqrte -q TARGET.Q -rq ACT.REPORT.REPLY.Q

Providing one or more activity reports are delivered to the reply-to queue, ACT.REPORT.REPLY.Q, the
IBM MQ display route application orders and displays the activity information.

2. The following command puts a trace-route message into a queue manager network with the target
queue specified as TARGET . Q. Activity information is accumulated within the trace-route message,
but activity reports are not generated. On arrival at the target queue, the trace-route message is
discarded. Depending on the value of the target queue manager attribute, ROUTEREC, a trace-route
reply message can be generated and delivered to either the reply-to queue, TRR.REPLY.TO0.Q,ortoa
system queue.

dspmgrte -ac -ar -ro discard -rq TRR.REPLY.T0.Q -q TARGET.Q

Providing a trace-route reply message is generated, and delivered to the reply-to queue
TRR.REPLY.TO0.Q, the IBM MQ display route application orders and displays the activity information
that was accumulated in the trace-route message.

For more examples of using the IBM MQ display route application and its output, see IBM MQ display
route application examples.

dspmqspl (display security policy)

Use the dspmgspl command to display a list of all policies and details of a named policy.

Before you begin

« The queue manager on which you want to operate must be running.
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« You must grant the necessary +connect, +inq and +chg authorities, using the setmgaut command, to
connect to the queue manager and create a security policy.

For more information about configuring security see Setting up security.

Syntax

»— dspmgspl — -m — QMgrName >
L -p — PolicyName J L -export J

Table 55. dspmgspl command flags

Command flag Explanation
-m Queue manager name (mandatory).
-p Policy name.
-expoxt The output is written to a DD named Adding this flag generates output which can easily be
EXPORT applied to a different queue manager.
Examples

The dspmgspl command shows the key reuse count for all policies. The following example is the output
you receive on Multiplatforms:

Policy Details:
Policy name: PROT
Quality of protection: PRIVACY
Signature algorithm: SHA256
Encryption algorithm: AES256
Signer DNs: -
Recipient DNs:
CN=Name, 0=0Organization, C=Country
Toleration: 0
Key Reuse Count: 0
Policy Details:
Policy name: PROT2
Quality of protection: CONFIDENTIALITY
Signature algorithm: NONE
Encryption algorithm: AES256
Signer DNs: -
Recipient DNs:
CN=Name, 0=0rganization, C=Country
Toleration: O
Key Reuse Count: 100

On z/0S, you can use the dspmgspl command with the CSQOUTIL utility. For more
information, see “The message security policy utility (CSQOUTIL)” on page 2754.

Related reference

“SET POLICY (set security policy) on Multiplatforms” on page 915
Use the MQSC command SET POLICY to set a security policy.

“DISPLAY POLICY (display a security policy) on Multiplatforms” on page 737
Use the MQSC command DISPLAY POLICY to display a security policy.

“setmqspl (set security policy)” on page 201
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Use the setmqspl command to define a new security policy, replace an already existing one, or remove
an existing policy.

TS ST d spmqtrc (display formatted trace)

Format and display IBM MQ trace.

Purpose

The dspmqtxc command is supported on AIX, Linux, systems only. Use the dspmgtxc command to
display IBM MQ formatted trace output.

The runtime TLS trace files have the names AMQ.SSL.TRC and AMQ.SSL.TRC.1. You cannot format any of
the TLS trace files. The TLS trace files are binary files and, if they are transferred to IBM support by FTP,
they must be transferred in binary transfer mode.

Syntax

»— dspmgqtrc >
L -t — FormatTemplate J L -h J L -S J

> L _J InputFileName —»<«
-0 — OutputFilename

Required parameters

InputFileName
The name of the file containing the unformatted trace, for example:

/var/mgm/trace/AMQ12345.01.TRC

If you provide one input file, dspmgtxc formats it to the output file you name. If you provide more
than one input file, any output file you name is ignored, and formatted files are named AMQ yyyyy.
22 .FMT, based on the PID of the trace file.

Optional parameters

-t FormatTemplate
The name of the template file containing details of how to display the trace. If this parameter is not
supplied, the default template file location is used:

.E-For AIX systems, the default value is as follows:

MQ_INSTALLATION_PATH/1lib/amqgtrc2.fmt

For Linux, the default value is as follows:

MQ_INSTALLATION_PATH/1lib/amqtrc.fmt

MQ_INSTALLATION_PATH represents the high-level directory in which IBM MQ is installed.
-h
Omit header information from the report.

-S
Extract trace header and put to stdout.

-0 output_filename
The name of the file into which to write formatted data.
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Related commands

Table 56. Related command names and descriptions

Command Description
endmgtrc End trace

“strmqtrc (Start trace)” on Start trace
page 225

Related reference

Command sets comparison: Other commands

A table of other commands, showing the command description, and its PCF command, MQSC command,
and control command equivalents. The REST API resource and HTTP method equivalents, and IBM MQ
Explorer equivalents, are included if available.

dspmqtrn (display incomplete transactions)

Display in-doubt and heuristically completed transactions.

Purpose

Use the dspmgtxn command to display details of transactions. This command includes transactions
coordinated by IBM MQ and by an external transaction manager.

Syntax

»— dspmgqtrn L_eJ L_hJ L_iJ L_a_j L_q_j;

»d

] L -m QMgrName J -

Optional parameters

-e
Requests details of externally coordinated, in-doubt XA transactions. Such transactions are those for
which the queue manager (RM) has been asked to prepare to commit, but has not yet been informed
by the TM of the transaction outcome (commit or rollback).

Requests details of externally coordinated transactions that were resolved by the xrsvmqtxn
command, and the external transaction coordinator has yet to acknowledge with an xa-forget
command. This transaction state is termed heuristically completed by X/Open.

Note: If you do not specify -e, =h, or =1, details of both internally and externally coordinated in-doubt
transactions are displayed, but details of externally coordinated, heuristically completed transactions
are not displayed.

-i
Requests details of internally coordinated, in-doubt XA transactions. Such transactions are those for
which the queue manager (TM) has asked each resource manager (RM) to prepare to commit, but
an error was reported by one of the resource managers (for example, a network connection broke).
In this state, the queue manager (TM) has yet to inform all resource managers of the transaction
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outcome (commit or rollback), but stands ready to do so. For more information, see Displaying
outstanding units of work with the dspmgtrn command.

Information about the state of the transaction in each of its participating resource managers is
displayed. This information can help you assess the affects of failure in a particular resource manager.

Note: If you do not specify -e or -1, details of both internally and externally coordinated in-doubt
transactions are displayed.

Requests a list of all transactions known to the queue manager . The returned data includes
transaction details for all transactions known to the queue manager. If a transaction is currently
associated with an IBM MQ application connection, information related to that IBM MQ application
connection is also returned. The data returned by this command might typically be correlated with
the output of a runmgsc “DISPLAY CONN (display application connection information)” on page 707
command, and the output fields have the same meaning as in that command.

Not all of the fields are appropriate for all transactions. When the fields are not meaningful, they are
displayed as blank. For example: The UOWLOG value when the command is issued against a circular
logging queue manager.

-q
Specifying this parameter on its own is the same as specifying -a -q.
Displays all the data from the -a parameter and a list of up to 100 unique objects updated within the
transaction. If more than 100 objects are updated in the same transaction, only the first 100 distinct
objects are listed for each transaction.

-m QMgrName
The name of the queue manager for which to display transactions. If you omit the name, the
transaction of the default queue manager are displayed.

Return codes

Table 57. Return code identifiers and descriptions

Return Description
code
0 Successful operation
26 Queue manager running as a standby instance.
36 Invalid arguments supplied
40 Queue manager not available
49 Queue manager stopping
58 Inconsistent use of installations detected
69 Storage not available
71 Unexpected error
72 Queue manager name error
102 No transactions found
Example

Here is a typical use of the command, showing the form that is usually requested by IBM MQ Support:

dspmgtrn -m <gmgrname> -q -a
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The output generated would be long. As an illustration, here is what one XA transaction might look like in
the output:

TranNum(©,12294)
TRANSTATE (ACTIVE)
UOWLOGDA (2024-11-04)
UOWLOGTI(14.58.32)
UOWSTDA(2024-11-04)
UOWSTTI(14.58.32)
UOWLOG( )
EXTURID(XA_FORMATID[40]
XA_GTRID[7378717467323134000000000000000000000000
00000ORAAAAAAAAAAAAAAAAAAAAADECF5C2E29D80014751A]
XA_BQUAL[000000280000000100000003])
OBJECT(TEST.Q)

Related tasks
Displaying outstanding units of work with the dspmgtrn command
Related reference

“rsvmgtrn (resolve transactions)” on page 137
Resolve in-doubt and heuristically completed transactions

dspmgqver (display version information)
Display IBM MQ version and build information.

Purpose
Use the dspmgvexr command to display IBM MQ version and build information.

By default, the dspmgvex command displays details of the installation from which it was invoked. A note
is displayed if other installations exist; use the -i parameter to display their details.

Syntax

»— dspmgver —»

> 1La_f L-p—components_j L'f—fields_J L-b_J Lv_f J=
L]

Optional parameters

-a
Display information about all fields and components.

For IBM MQ 9.1 and earlier, when 32-bit support is missing from a 64-bit system, the
dspmgver -acommand mightissue a message suggesting that the 32 bit version of IBM Global
Security Kit (GSKit) is not installed. For more information, see the "Command failure" section of this
topic. This issue is fixed in IBM MQ 9.2.

-p Components
Display information for the components specified by component. Either a single component or
multiple components can be specified. Enter either the value of a single component or the sum of
the values of all the required components. Available components and related values are as follows:
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Value Description
1 IBM MQ server, or client.
2 IBM MQ classes for Java.
4 IBM MQ classes for Java Message Service.
8 WebScale Distribution Hub
16 “1”onpage 94 IIEEIEE!I . . .
IBM MQ custom channel for Windows Communication Foundation
32 mIBM Message Service Client for .NET (XMS .NET) - this component is
only available on Windows
64 GSKit
LER-RUBNFor IBM MQ 9.1 and earlier, when 32-bit support is missing from a
64-bit system, the dspmgqver -a command might issue a message suggesting
that the 32 bit version of GSKit is not installed. For more information, see the
"Command failure" section of this topic. This issue is fixed in IBM MQ 9.2.
128 Advanced Message Security
256 IBM MQ AMQP Service
512 IBM MQ Telemetry Service
1024 Other bundled components that are used by IBM MQ
2048 WebSphere Liberty profile
4096 IBM MQ Java Runtime Environment
8192 IBM MQ Replicated Data Queue Managers
Notes:

1. MSupported by IBM MQ for Windows only. If you have not installed Microsoft.NET 3 or
later, the following error message is displayed:

Title: WMQWCFCustomChannellLevel.exe - Application Error
The application failed to initialize properly (Ox0000135).
The default value is 1.

-f Fields
Display information for the fields specified by field. Specify either a single field or multiple fields. Enter
either the value of a single field or the sum of the values of all the required fields. Available fields and
related values are as follows:

Value Description
1 Name
2

Version, in the formV.R.M.F:
Where V =Version, R =Release, M =Modification,
and F =Fix pack

4 Level
8 Build type
16 Platform
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Value

Description

32

Addressing mode

64

Operating system

128

Installation path

256

Installation description

512

Installation name

1024

Maximum command level

2048

Primary installation

4096

Data Path

8192

License type

Information for each selected field is displayed on a separate line when the dspmgvex command is

run.

The default value is 8191. This displays information for all fields.

Omit header information from the report.

=V

Display verbose output.

Display information about all installations. You cannot use this option with other options. The
installation from which the dspmqvex command was issued is displayed first. For any other
installations, only the following fields are displayed: Name, Version, Installation name, Installation
description, Installation path, and Primary installation.

Return codes

Table 58. Return code identifiers and descriptions

Return Description

code

0 Command completed normally.

10 Command completed with unexpected results.

20 An error occurred during processing.
Examples

The following command displays IBM MQ version and build information, using the default settings for -p

and -f:

dspmqver

The following command displays information about all fields and components and is the equivalent of
specifying dspmqver -p 63 -f 4095:

dspmgver -a

Administration reference 95




The following command displays version and build information for the IBM MQ classes for Java:
dspmgver -p 2

The following command displays the Common Services for Java Platform Standard Edition, IBM MQ, Java
Message Service Client, and IBM MQ classes for Java Message Service:

dspmgver -p 4
The following command displays the build level of the WebScale Distribution Hub:

dspmqver -p 8 -f 4

mme following command displays the name and build type for IBM MQ custom channel for
Windows Communication Foundation:

dspmqver -p 16 -f 9
The following command displays information about installations of IBM MQ.

dspmgver -i

= S Example output for MQ.NET Standard classes:

Name : IBM Message Service Client for .NET Standard
Version: 9.1.1.0
Level: pP911 - LXXXX

Build Type: Production

Command failure
LT ailure when 32-bit support is missing from a 64-bit system

In IBM MQ Versions 8.0, 9.0 and 9.1, the 32-bit and 64-bit versions of IBM Global Security
Kit (GSKit) are bundled together. When you run dspmqver -aordspmqver -p 64,the command
checks both versions of GSKit. When 32-bit support is missing from a 64-bit system, you might get a
message suggesting that the 32-bit version of GSKit is not installed. The GSKit issue is fixed in IBM MQ
9.2. For information about 64-bit Linux distributions that might no longer support 32-bit applications by
default, and guidance on manually loading the 32-bit libraries for these platforms, see Hardware and
software requirements on Linux systems.

Failure when viewing the IBM MQ classes for Java

The dspmgvex command can fail if you try to view version or build information for the IBM MQ classes
for Java, and you have not correctly configured your environment, or if the IBM MQ JRE component is not
installed, and an alternative JRE could not be located.

For example, you might see the following message:

[root@blade883 ~]# dspmqver -p 2
AMQ8351: IBM MQ Java environment has not been configured
correctly, or the IBM MQ JRE feature has not been installed.

To resolve this problem, consider installing the IBM MQ JRE component if it is not already installed, or
ensure that the path is configured to include the JRE, and that the correct environment variables are set;
for example, by using setjmsenv or setjmsenvé4.

For example:

export PATH=$PATH:/opt/mgm/java/jre/bin
cd /opt/mgm/java/bin/
. ./setjmsenvé4

[root@blade883 bin]# dspmqver -p 2
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Name: IBM MQ classes for Java
Version: 8.0.0.0

Level: kOOO-L110908

Build Type: Production

- Linux = AlX Note that the setjmsenv and setjmsenv64 commands apply to AIX and
Linux only.

MOn Windows, if the IBM MQ JRE component is installed, you need to issue the setmgenv
command to resolve error AMQ8351.

dspmqweb (display mqgweb server configuration)

Display information about the status of the mgweb server, the configuration of the mgweb server, or the
remote queue manager connection information for the IBM MQ Console. The mqweb server is used to
support the IBM MQ Console and REST APL.

Using the command on z/0S
Before issuing either the setmgweb or dspmgqweb commands on z/0S, you must set the WLP_USER_DIR
environment variable, so that the variable points to your mqweb server configuration.

To do this, issue the following command:

export WLP_USER_DIR=WLP_user_directory

where WLP_user_directory is the name of the directory passed to cxtmqweb. For example:

export WLP_USER_DIR=/var/mgm/web/installationl

See Create the mgweb server for more information.

You must also set the JAVA_HOME environment variable to reference a 64 bit version of Java on your
system.

Purpose - dspmqweb status
Use the dspmgqweb command to view information about the status of the mgweb server.

The mgweb server must be running to use the IBM MQ Console or the administrative REST API. If the
server is running then the available root context URLs and associated ports that are used by the IBM MQ
Console and administrative REST API are displayed by the dspmqweb status command.

Purpose - dspmqweb remote

b vS.2.3 |

Use the dspmqweb remote command to view details of the remote queue manager connections that are
configured for use with the IBM MQ Console.

Purpose - dspmqweb properties

Use the dspmqweb properties command to view details of the configuration of the mqweb server. It is
not necessary for the mqweb server to be running.

The following properties can be returned by the dspmgqueb propexrties command on all platforms,
including the IBM MQ Appliance:

ltpaExpiration
This configuration property is used to specify the time, in seconds, before the LTPA token expires.
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maxTraceFiles
This configuration property is used to specify the maximum number of mqweb server log files that are
generated by the mqweb server.

maxTraceFileSize
This configuration property is used to specify the maximum size, in MB, that each mqweb server log
file can reach.

mquonsoleMastgCharsToDisplay
This configuration property is used to specify the maximum characters to retrieve from each message
when browsing a queue via the IBM MQ Console.

mquonsoleMastgRequestSize

This configuration property is used to specify the maximum size, in MB, a browse request can be
across all messages when browsing queues via the IBM MQ Console.

mquonsoleMastgsPerRequest
This configuration property is used to specify the total number of messages to retrieve from a queue
when browsing via the IBM MQ Console.

mqRestCorsAllowedOrigins
This configuration property is used to specify the origins that are allowed to access the REST API. For
more information about CORS, see Configuring CORS for the REST APL.

m¢RestCorsMaxAgeInSeconds
This configuration property is used to specify the time, in seconds, that a web browser can cache the
results of any CORS pre-flight checks.

mqRestCsrfValidation
This configuration property is used to specify whether CSRF validation checks are performed. A value
of false removes the CSRF token validation checks.

mqgRestGatewayEnabled
This configuration property is used to specify whether the administrative REST API gateway is
enabled.

mqRestGatewayQmgr
This configuration property is used to specify the name of the queue manager to use as the gateway
queue manager. This queue manager must be in the same installation as the mgweb server. A blank
value indicates that no queue manager is configured as the gateway queue manager.

mqRestMessagingEnabled
This configuration property is used to specify whether the messaging REST API is enabled.

= U mqRestMessagingFullPoolBehavior

This configuration property is used to specify the behavior of the messaging REST API when all
connections in the connection pool are in use.

The value can be one of the following values:

block
When all the connections in the pool are in use, wait for a connection to become available. When
this option is used, the wait for a connection is indefinite.

Inactive connections are closed and removed from a queue manager pool automatically. The state
of each queue manager pool is interrogated every 2 minutes, and any connections that have been
inactive for the last 30 seconds are closed and removed from the associated pool.

error
When all the connections in the pool are in use, return an error.

overflow
When all the connections in the pool are in use, create a non-pooled connection to use. This
connection is destroyed after it is used.

The value for this property is a string value. The default value is overflow.
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- V3.2.0 mqRestMessagingMaxPoolSize

This configuration property is used to specify the maximum connection pool size for each queue
manager connection pool.

The value for this property is an integer value. The default value is 20.

mqRestMftCommandQmgr
This configuration property is used to specify the name of the command queue manager to which
create transfer and create, delete, or update resource monitor requests are submitted by the REST
API for MFT.

mqRestMftCoordinationQmgr
This configuration property is used to specify the name of the coordination queue manager from
which transfer details are retrieved by the REST API for MFT.

mqRestMftEnabled
This configuration property is used to specify whether the REST API for MFT is enabled.

mqRestMftReconnectTimeoutInMinutes
This configuration property is used to specify the length of time, in minutes, after which the REST API
for MFT stops trying to connect to the coordination queue manager.

mqRestRequestTimeout
This configuration property is used to specify the time, in seconds, before a REST request times out.

traceSpec
This configuration property is used to specify the level of trace that is generated by the mgweb server.
For a list of possible values, see Configuring logging for the IBM MQ Console and REST API.

mThe following properties are the additional properties that can be returned by
the dspmqueb propexrties command on z/0S, AIX, Linux, and Windows:

httpHost
This configuration property is used to specify the HTTP host name as an IP address, domain name
server (DNS) host name with domain name suffix, or the DNS host name of the server where IBM MQ
is installed.

An asterisk specifies all available network interfaces, and the value localhost allows only local
connections.

httpPort
This configuration property is used to specify the HTTP port number that is used for HTTP
connections.

A value of -1 disables the port.

httpsPort
This configuration property is used to specify the HTTPS port number that is used for HTTPS
connections.

A value of -1 disables the port.

ltpaCookieName
This configuration property is used to specify the name of the LTPA token cookie name.

By default, the value of this property is LtpaToken2_${env.MQWEB_LTPA_SUFFIX? on AIX, Linux,
and Windows , or LtpaToken2_$$httpsPort} on z/0S, . The variable after the LtpaToken2_ prefix
is used by the mqweb server to generate a unique name for the cookie. You cannot set this variable,
but you can change the 1tpaCookieName to a value of your choosing.

maxMsgTraceFiles
This configuration property is used to specify the maximum number of messaging trace files that are
generated by the mqweb server for the IBM MQ Console.

maxMsgTraceFileSize
This configuration property is used to specify the maximum size, in MB, that each messaging trace file
can reach.

This property only applies to the IBM MQ Console.
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mqConsoleAutostart
This configuration property is used to specify whether the IBM MQ Console automatically starts when
the mqweb server starts.

LRI mqConsoleFrameAncestors

This configuration property is used to specify the list of origins of web pages which can embed the
IBM MQ Console in an IFrame.

MmqConsoleRemoteAllowLocal

This configuration property is used to specify whether remote and local queue managers are visible in
the IBM MQ Console when remote queue manager connections are allowed. When this property is set
to true, both local and remote queue managers are displayed.

MquonsoleRemotePollTime

This configuration property is used to specify the time, in seconds, before the remote queue manager
connections list is refreshed. On refresh, unsuccessful connections are retried.

MquonsoleRemoteSupportEnabled
This configuration property is used to specify whether the IBM MQ Console allows remote queue
manager connections. When this property is set to true, remote queue manager connections are
allowed.

mquonsoleRemoteUIAdmin

This configuration property is used to specify whether remote queue managers can be added to the
IBM MQ Console by using the Console, or if remote queue managers can be added only by using the
setmqueb remote command. When this property is set to true, remote queue managers can be
added by using the IBM MQ Console.

mqRestAutostart
This configuration property is used to specify whether the REST API automatically starts when the
mqweb server starts.

MremoteKeyﬁle

This configuration property is used to specify the location of the key file that contains the initial
encryption key that is used to decrypt the passwords that are stored in the remote queue manager
connection information.

securelLtpa
This configuration property is used to specify whether the LTPA token is secured for all requests. An
unsecured LTPA token is required in order send HTTP requests from a browser.

V3.2.0 ALW The following properties are the additional properties that can be returned by
the dspmqueb propexrties command on AIX, Linux, and Windows:

managementMode
This configuration property is used to specify whether queue managers and listeners are able to be
created, deleted, started, and stopped by the IBM MQ Console.

The value for this property is a string value and can be one of the following values:

standard
Queue managers and listeners can be created and administered in the IBM MQ Console.

externallyprovisioned
Queue managers and listeners cannot be created in the IBM MQ Console. Only queue managers
and listeners that are created outside of the IBM MQ Console can be administered.
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Syntax

»— dspmqweb

status

poertes a1 L1 |
| rJ

-li

remote J -a 1
J

L -uniqueName — uniqueName

Optional parameters

status

Displays information about the status of the mqweb server. That is, whether the mqweb server is
running. If the mgweb server is running, information about the available root context URLs and
associated ports that are used by the IBM MQ Console and administrative REST API are displayed.
The command returns non-zero if the mqweb server is not running, or its status could not be
successfully queried.

For example:

Server mgweb is running.

URLs:
https://localhost:9443/ibmmq/console/
https://localhost:9443/ibmmq/rest/vl/

properties

Displays information about the configurable properties of the mqweb server. That is, which properties
are configurable by the user and those that have been modified. It is not necessary for the mqweb
server to be running.
-u
Displays only the configurable properties that have been modified by the user.
-a
Displays all available configurable properties, including those which have been modified by the
user.

Formats the output as text name-value pairs.

-C
Formats the output as command text which can be used as input to the corresponding setmqweb
properties command.

Mremote

Displays information about the remote queue manager connections that are configured for use with
the IBM MQ Console.

-li
Displays all the remote queue manager unique IDs.

-a
Displays all the remote queue manager connection definitions and properties.

-uniqueName uniqueName
Displays the remote queue manager connection definition and properties for the specified queue
manager.

Enable verbose logging. Diagnostic information is written to a mgweb server log-file.
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Return codes

Table 59. Return code identifiers and descriptions

Return Description

code
0 Command successful.
>0 Command not successful.

For a full list of server command exit codes, see Liberty:server command options in the WebSphere
Application Server documentation.

Related commands

Table 60. Related commands and descriptions

Command Description

strmqweb Start the mgweb server.
endmqgweb Stop the mgweb server.
setmqweb Configure the mgweb server.

endmgqcsv (end command server)

Stop the command server for a queue manager.

Purpose
Use the endmgscv command to stop the command server on the specified queue manager.

You must use the endmgscv command from the installation associated with the queue manager that you
are working with. You can find out which installation a queue manager is associated with using the dspmq
-0 installation command.

If the queue manager attribute, SCMDSERYV, is specified as QMGR then changing the state of the
command server using endmgscv does not effect how the queue manager acts upon the SCMDSERV
attribute at the next restart.

Syntax

-C
»— endmqcsv % QMgrName —»<«
-i

Required parameters

QMgrName
The name of the queue manager for which to end the command server.

Optional parameters

-C
Stops the command server in a controlled manner. The command server can complete the processing
of any command message that it has already started. No new message is read from the command
queue.
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This parameter is the default.

=i
Stops the command server immediately. Actions associated with a command message currently being
processed might not complete.

Return codes

Table 61. Return code identifiers and descriptions

Return Description

code

0 Command completed normally

10 Command completed with unexpected results

20 An error occurred during processing
Examples

1. The following command stops the command server on queue manager saturn.queue.manager:

endmgcsv -c saturn.queue.manager

The command server can complete processing any command it has already started before it stops.
Any new commands received remain unprocessed in the command queue until the command server is
restarted.

2. The following command stops the command server on queue manager pluto immediately:

endmgcsv -i pluto

Related commands

Table 62. Related command names and descriptions

Command Description
strmqcsv Start a command server
dspmqcsv Display the status of a command server

Related reference

“Command server commands” on page 7

A table of command server commands, showing the PCF command, MQSC command, and control
command equivalents. The REST API resource and HTTP method equivalents, and IBM MQ Explorer
equivalents, are included if available.

Menqudnm (stop .NET monitor)

Stop the .NET monitor for a queue (Windows only).

Purpose
Note: The endmgdnm command applies to IBM MQ for Windows only.

Use the endmgdnm control command to stop a .NET monitor.
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Syntax

»— endmgdnm — -q — QueueName L J >«
-m — QMgrName

Required parameters

- QueueName
The name of the application queue that the .NET monitor is monitoring.

Optional parameters

-m QMgrName
The name of the queue manager that hosts the application queue.

If omitted, the default queue manager is used.

Return codes

Table 63. Return code identifiers and descriptions

Return code Description

0
36
40
58
71
72
133

Successful operation

Invalid arguments supplied

Queue manager not available
Inconsistent use of installations detected
Unexpected error

Queue manager name error

Unknown object name error

Related tasks
Using the .NET monitor

endmgqlsr (end listener)

End all listener process for a queue manager.

Purpose

The endmglsx command ends all listener processes for the specified queue manager.

You must use the endmglsx command from the installation associated with the queue manager that you
are working with. You can find out which installation a queue manager is associated with using the dspmq
-0 installation command.

You do not have to stop the queue manager before issuing the endmglsx command. If any of the listeners
are configured to have inbound channels running within the runmglszx listener process, rather than within
a pool process, the request to end that listener might fail if channels are still active. In this case a
message is written indicating how many listeners were successfully ended and how many listeners are
still running.

If the listener attribute, CONTROL, is specified as QMGR then changing the state of the listener using
endmqlszx does not effect how the queue manager acts upon the CONTROL attribute at the next restart.
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Syntax

»— endmgqlsr >«
L W J L -m — QMgrName J

Optional parameters

-m QMgrName
The name of the queue manager. If you omit this parameter, the command operates on the default
queue manager.

-w
Wait before returning control.

Control is returned to you only after all listeners for the specified queue manager have stopped.

Return codes

Table 64. Return code identifiers and descriptions

Return code Description

0 Command completed normally
10 Command completed with unexpected results
20 An error occurred during processing

Related tasks

Applying maintenance level updates to multi-instance queue managers on AIX
Applying maintenance level updates to multi-instance queue managers on Linux
Applying maintenance level updates to multi-instance queue managers on Windows
Related reference

“Listener commands” on page 9

A table of listener commands, showing the PCF command, MQSC command, and control command
equivalents. The REST API resource and HTTP method equivalents, and IBM MQ Explorer equivalents, are
included if available.

endmqgm (end queue manager)

Stop a queue manager or switch to a standby queue manager or to a replica queue manager.

Purpose

Use the endmgm command to end (stop) a specified queue manager. This command stops a queue
manager in the following modes:

« Controlled or quiesced shutdown
« Immediate shutdown
 Pre-emptive shut down

- Wait shutdown

The endmgm command stops all instances of a multi-instance queue manager in the same way as it stops
a single instance queue manager. You can issue the endmgm on either the active instance, or one of the
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standby instances of a multi-instance queue manager. You must issue endmgm on the active instance to
end the queue manager.

If you issue the endmgm command on the active instance of a multi-instance queue manager, you can
permit a standby instance to switch over to being the new active instance when the current active
instance completes its shutdown.

If you issue the endmgm command on a standby instance of a multi-instance queue manager, you can end
the standby instance by adding the -x option, and leave the active instance running. The queue manager
reports an error if you issue endmqgm on the standby instance without the -x option.

You can issue the endmgm command on the active or replica nodes of a Native HA group.
A check is performed to see if stopping the specified instance breaks the group's quorum, and the
command fails if it does. If you issue endmgm =-s on the active instance, that instance stops and one of
the replicas becomes the active instance. If you issue endmgm -x on a replica instance, the instance is
stopped.

Issuing the endmgm command will affect any client application connected through a server-connection
channel. The effect varies depending on the parameter used, but it is as though a STOP CHANNEL
command was issued in one of the three possible modes. See Stopping MQI channels, for information
about the effects of STOP CHANNEL modes on server-connection channels. The endmgm optional
parameter descriptions state which STOP CHANNEL mode they will be equivalent to.

If you issue endmgm to stop a queue manager, reconnectable clients do not try to reconnect. To override
this behavior, specify either the - or -s option to enable clients to start trying to reconnect.

Note: If a queue manager or a channel ends unexpectedly, reconnectable clients start trying to reconnect.

Note: The client might not reconnect to this queue manager. Depending on the MQCONNX reconnect
option the client has used, and the definition of the queue manager group in the client connection table,
the client might reconnect to a different queue manager. You can configure the client to force it to
reconnect to the same queue manager.

You must use the endmgm command from the installation associated with the queue manager that you are
working with. You can find out which installation a queue manager is associated with using the dspmgq -o
installation command.

The attributes of the queue manager and the objects associated with it are not affected by the endmgm
command. You can restart the queue manager using the stxmqgm (Start queue manager) command.

To delete a queue manager, stop it and then use the d1tmqm (Delete queue manager) command.

Syntax

-C
»— endmgm r

| .
L -z J -w t -S j t -t — interval ﬂ
-i -r -tp — interval
X

P

»— QMgrName »<«

Required parameters

QMgrName
The name of the message queue manager to be stopped.
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Optional parameters

-C

-p

-r

=S

Controlled (or quiesced) shutdown. This parameter is the default.

The queue manager stops, but only after all applications have disconnected. Any MQI calls currently
being processed are completed. In the unlikely event that a “dspmq (display queue managers)” on
page 63 command is issued in the small timeframe between the applications disconnecting and the
queue manager actually stopping, the “dspmg (display queue managers)” on page 63 command might
transiently report the status as Ending immediately, even though a controlled shutdown was
requested.

Control is returned to you immediately and you are not notified of when the queue manager has
stopped.

The effect on any client applications connected through a server-connection channel is equivalent to a
STOP CHANNEL command issued in QUIESCE mode.

Immediate shutdown. The queue manager stops after it has completed all the MQI calls currently
being processed. Any MQI requests issued after the command has been issued fail. Any incomplete
units of work are rolled back when the queue manager is next started.

Control is returned after the queue manager has ended.

The effect on any client applications connected through a server-connection channel is equivalent to a
STOP CHANNEL command issued in FORCE mode.

Pre-emptive shutdown.

Important: Use this type of shutdown only in exceptional circumstances, for example, when a queue
manager does not stop as a result of a normal endmgm command.

The queue manager might stop without waiting for applications to disconnect or for MQI calls to
complete. This can give unpredictable results for IBM MQ applications. The shutdown mode is set to
immediate shutdown. If the queue manager has not stopped after a few seconds, the shutdown mode
is escalated, and all remaining queue manager processes are stopped.

The effect on any client applications connected through a server-connection channel is equivalent to a
STOP CHANNEL command issued in TERMINATE mode.

Start trying to reconnect reconnectable clients. This parameter has the effect of reestablishing the
connectivity of clients to other queue managers in their queue manager group.

For a multi-instance queue manager, switch over to a standby queue manager instance after shutting
down. The command checks that there is a standby instance running before ending the active
instance. It does not wait for the standby instance to start before ending. Connections to the

queue manager are broken by the active instance shutting down. Reconnectable clients start trying
to reconnect. You can configure the reconnection options of a client to reconnect only to another
instance of the same queue manager, or to reconnect to other queue managers in the queue manager

group.

For the active instance of a Native HA group, switch over to a replica instance after
shutting down.

« Specify the - option to help client applications to reconnect to another instance.

« If this instance is not the active instance in the Native HA group then the command fails.

« If ending this active instance would cause the group quorum to fail then the command fails. (If other
instances end or become unavailable at the same time as you run this command, the quorum check
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W

=X

-Z

might not detect this, the Native HA group ends and can only be restarted when enough instances
are available.)

Wait shutdown.

This type of shutdown is equivalent to a controlled shutdown except that control is returned to

you only after the queue manager has stopped. You receive the message Waiting for queue
manager gmName to end while shutdown progresses. In the unlikely event that a “dspmq (display
gueue managers)” on page 63 command is issued in the small timeframe between the applications
disconnecting and the queue manager actually stopping, the “dspmq (display queue managers)” on
page 63 command might transiently report the status as Ending immediately, even though a
controlled shutdown was requested.

The effect on any client applications connected through a server-connection channel is equivalent to a
STOP CHANNEL command issued in QUIESCE mode.

For a multi-instance queue manager, end a standby instance of the queue manager, without ending
the active instance of the queue manager.

For a replica instance of a Native HA group, stop the instance:

« If this instance is the active instance in the Native HA group then the command fails.

« If ending this replica instance would cause the group quorum to fail then the command fails. (If
other instances end or become unavailable at the same time as you run this command, the quorum
check might not detect this, the Native HA group ends and can only be restarted when enough
instances are available.)

Suppresses error messages on the command.

LTV -t <interval>

The target time in which ending the queue manager within <interval> seconds is attempted,
escalating the phases of application disconnection. Essential queue manager maintenance tasks
are allowed to complete, which might prolong the phase of the queue manager ending. (For more
information, see Ending a queue manager within a target time.)

= AU - tp <interval>

The target time in which ending the queue manager within <interval> seconds is attempted,
escalating the phases of application disconnection. Essential queue manager maintenance tasks are
interrupted if necessary.

These maintenance tasks include the attempt to retain non-persistent messages, when NPMCLASS is
set to HIGH on a queue. (For more information, see Ending a queue manager within a target time.)

Return codes

Table 65.

Return code identifiers and descriptions

Return
code

0
3
16
39

Description

Queue manager ended
Queue manager being created
Queue manager does not exist

Invalid parameter specified
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Table 65. Return code identifiers and descriptions (continued)

Return
code

40
49
58
62
69
71
77
79
90

119

Description

Queue manager not available

Queue manager stopping

Inconsistent use of installations detected

The queue manager is associated with a different installation

Storage not available

Unexpected error

IBM MQ queue manager cannot switch over

Active instance of IBM MQ queue manager QmgrName not ended

Standby instance of IBM MQ queue manager OmgrName not ended

Permission denied

Examples

The following examples show commands that stop the specified queue managers.

1. This command ends the queue manager named mercury.queue.managexr in a controlled way. All
applications currently connected are allowed to disconnect.

endmgm mercury.queue.manager

2. This command ends the queue manager named saturn.queue.manager immediately. All current
MQI calls complete, but no new ones are allowed.

endmgm -i saturn.queue.manager

The results of issuing endmgm to the local instance of a multi-instance queue manager are shown in Table
66 on page 109. The results of the command depend on whether the -s or -x switch is used, and the
running status of local and remote instances of the queue manager.

Table 66. endmgm actions
endmgq |Local :emot
m machin . |RC |Message Result
. machin
option |e
e
None Queue manager ended.
Active 0 -
itandb Queue manager ended, including the standby instance.
Standb Active |90 AMO8368 Standby instance of IBM MQ queue manager
y OmgrName not ended.
None 77 AMQ7276 IBM MQ queue manager cannot switch over.
Active | standb 0 ) Queue manager QMNAME ended, permitting switchover
-s y to a standby instance.
Standb Active |90 AMQ8368 Standby instance of IBM MQ queue manager
y OmgrName not ended.
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Table 66. endmgm actions (continued)
endmgq |Local :emot
m machin . |RC | Message Result
. machin
option |e
e
None .
. Active instance of IBM MQ queue manager QmgrName
Active |standb |79 |AMQ8367 not ended.
-x y
itandb Active |0 - Standby instance of queue manager QMNAME ended.

The following table shows the results of issuing endmgm to Native HA instances.

Table 67. endmgm actions

Remot
endmgq |Local e
m machin . |RC | Message Result
. machin
option |e
e
None Queue manager ended.
Active 0 -
itandb Queue manager ended, including the standby instance.
Standb Active |90 |AMOS368 Standby instance of IBM MQ queue manager
y @mgrName not ended.
Native Active instance ended. Remaining instances
HA - 0 - communicate and elect a new Active, if they can find
Active a quorum.
Native . L .
HA ) 0 ) Replica instance ended. Remaining instances continue,
. if they have quorum.
Replica
None 77 AMQ7276 IBM MQ queue manager cannot switch over.
Active | standb 0 ) Queue manager QMNAME ended, permitting switchover
-s y to a standby instance.
Standb Active |90 AMQ8368 Standby instance of IBM MQ queue manager
y @mgrName not ended.
Native | Q00T
HA 0 - Active instance ended.
. would
Active .
remain
Quoru
Native |m .
s HA would |79 AMO7275 Instance has not ended because it would cause quorum
. to be lost.
Active [be
broken
Native |- 90 AMQ7277 This operation is not valid on a Replica instance.
HA
Replica
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Table 67. endmgm actions (continued)

Remot
endmgq |Local e
m machin . |RC | Message Result
. machin
option |e
e
None .
. Active instance of IBM MQ queue manager QmgrName
Active |standb |79 |AMQ8367 not ended.
-x y
itandb Active |0 - Standby instance of queue manager QMNAME ended.
Native |- 79 AMQ8367 Active instance of IBM MQ queue manager '"MG' not
-X HA ended.
Active
Native |Quoru |0 - Replica instance ended.
HA m
Replica | would
remain
Native |Quoru |90 AMQ7275 Instance has not ended because it would cause quorum
HA m to be lost.
Replica |[would
be
broken
Related tasks

Stopping a queue manager

mStopping a queue manager manually

Applying maintenance level updates to multi-instance queue managers on AIX
Applying maintenance level updates to multi-instance queue managers on Linux
Applying maintenance level updates to multi-instance queue managers on Windows
Related reference

crtmgm (create queue manager)
Create a queue manager.

endmgm (end queue manager)
Stop a queue manager or switch to a standby queue manager or to a replica queue manager.

dltmgm (delete queue manager)
Delete a queue manager.

BT Mendmgsvc (end IBM MQ service)
End the IBM MQ service on Windows.

Purpose
The command ends the IBM MQ service on Windows. Run the command on Windows only.

If you are running IBM MQ on Windows systems with User Account Control (UAC) enabled, you must
invoke endmqgsvc with elevated privileges. To open an elevated command prompt, right click the
command prompt icon and select Run as administrator (see Authority to administer IBM MQ on AIX,
Linux, and Windows).

Run the command to end the service, if the service is running.
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Restart the service for IBM MQ processes to pick up a new environment, including new security
definitions.

Syntax

endmqgsvc

Parameters
The endmgsvc command has no parameters.

You must set the path to the installation that contains the service. Either make the installation primary,
run the setmgenv command, or run the command from the directory containing the endmqgsvc binary
file.

Related reference

“strmqsvc (start IBM MQ service)” on page 219
Start the IBM MQ service on Windows.

endmqtrc (end trace)

End trace for some or all of the entities that are being traced.

Purpose

Use the endmgtxc command to end tracing for the specified entity or all entities. The endmqtxc
command ends only the trace that is described by its parameters. Using endmqtxc with no parameters
ends early tracing of all processes.

All endmgtxc commands set the type of output to mgm on strmqtrc.

Attention: There can be a slight delay between the endmqtxc command ending, and all trace
operations actually completing. This is because IBM MQ processes are accessing their own trace
files. As each process becomes active at different times, their trace files close independently of
one another.

Syntax

The syntax of this command is as follows:

»— endmqtrc >
L -m — QMgrName J L -i — PidTids —J L -p — Apps J
E -e j E -a j

Optional parameters

-m QMgrName
The name of the queue manager for which to end tracing.

The QMgrName supplied must match exactly the QMgrName supplied on the stxrmgqtxrc command.
If the stxrmqtxrc command used wildcards, the endmqtxrc command must use the same wildcard
specification including the escaping of any wildcard characters to prevent them being processed by
the command environment.

A maximum of one -m flag and associated queue manager name can be supplied on the command.
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-i PidTids
Process identifier (PID) and thread identifier (TID) for which to end tracing. You cannot use the -1i flag
with the -e flag. If you try to use the -1 flag with the -e flag, then an error message is issued. This
parameter must only be used under the guidance of IBM Service personnel.

-p Apps
The named processes for which to end tracing. Apps is a comma-separated list. You must specify each
name in the list exactly as the program name would be displayed in the "Program Name" FDC header.
Asterisk (*) or question mark (?) wildcards are allowed. You cannot use the -p flag with the -e flag. If
you try to use the -p flag with the -e flag, then an error message is issued.

-e
Ends early tracing of all processes.

Using endmqtxc with no parameters has the same effect as endmqtxc -e. You cannot specify the
-e flag with the -m flag, the -1i flag, or the -p flag.

-a
Ends all tracing.
Important: This flag must be specified alone.

Return codes

Table 68. Return code identifiers and descriptions

Return code Description
AMQ5611  This message is issued if you supply invalid arguments to the command.

58 Inconsistent use of installations detected

Examples

This command ends tracing of data for a queue manager called QM1.

endmgtrc -m QM1

The following examples are a sequence that shows how the endmgtrc command ends only the trace that
is described by its parameters.

1. The following command enables tracing for queue manager QM1 and process amgxxx.exe:
strmgqtrc -m QM1 -p amgxxx.exe
2. The following command enables tracing for queue manager QM2:
strmqtrc -m QM2
3. The following command ends tracing for queue manager QM2 only. Tracing of queue manager QM1
and process amgxxx.exe continues:
endmgtrc -m QM2

Related commands

Table 69. Related command names and descriptions

Command Description

dspmqtrc Display formatted trace output
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Table 69. Related command names and descriptions (continued)

Command Description

“strmqtrc (Start trace)” on Start trace
page 225

Related reference

Command sets comparison: Other commands

A table of other commands, showing the command description, and its PCF command, MQSC command,
and control command equivalents. The REST API resource and HTTP method equivalents, and IBM MQ
Explorer equivalents, are included if available.

endmqweb (end mqweb server)
Stop the mgweb server that is used to support the IBM MQ Console and REST API.

Purpose

Use the endmqweb command to stop the mgweb server. If you stop the mgweb server, you cannot use the
IBM MQ Console or the REST API.

Syntax

»— endmqweb >«
Optional parameters
None.

Return codes

Table 70. Return code identifiers and descriptions

Return Description

code
0 Command successful
>0 Command not successful.

For a full list of server command exit codes, see Liberty:server command options in the WebSphere
Application Server documentation.

Related commands

Table 71. Related command names and descriptions

Command Description
dspmgweb Display the status of the mqweb server.
strmqweb Start the mqweb server.

ST migmqlog (migrate IBM MQ logs)

The migmglog command migrates logs, and can also change the type of your queue manager logs from
linear to circular or from circular to linear.

m:i.gmqlog is not supported on IBMi or z/0OS.
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Usage notes

MOn Windows, running migmgqlog enables you to move your queue manager logs to an
Advanced Format disk

migmqlog can only run when the queue manager is inactive.

If the running of migmglog is interrupted by, for example, a power failure, you should be rerun the same
command until it completes normally.

A partially migrated log can not be used to start a queue manager, and the result of attempting to do so is
not well defined.

migmqlog migrates logs 'in place’, or migrates logs to a new location. When logs are migrated to a new
log location, no change is made to any existing log files and all valid recovery log files in the old location
are migrated to the new location.

migmqlog updates the gm. ini file to reflect the new log configuration, that is, LogType and LogPath,
as needed.

Following any log migration, the log is configured such that all future log writes occur with 4096 byte
alignment, at minimum.

MFor further information on migrating logs on Windows to be Advanced Format, see Migrating
logs to an Advanced Format disk.

See Types of logging for more information about linear and circular logging.

Syntax

»— migmglog — -m — QMgrName L J >
-ld — New log path t -l ﬂ
-le

Required parameters

-m QMgrName
The name of the queue manager on which to migrate logs.

Optional parameters

-ld New log path
If you specify =1d and do not point to the existing log location, migration will be to a new log location.

If you do not specify =1d, or you specify =1d and point to the existing log location, migration will be 'in
place'.

-l
If you pass =11 to the command, and the queue manager is currently defined to be using circular
logging, the queue manager will be reconfigured to use linear logging.

-lc
If you pass =1c to the command, and the queue manager is currently defined to be using linear
logging, the queue manager will be reconfigured to use circular logging.

Related tasks

Migrating the log of your queue manager from linear to circular

Migrating the log of your queue manager from circular to linear
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mgcextck (certify TLS setup)

Use the mgcexrtck command to diagnose potential TLS problems with your queue managers.

Purpose
The command can be used as a first check to determine why a connection using TLS has been unable to
successfully connect to queue managers within your enterprise, and works with multiple certificates.

Syntax
»— mqcertck — QmgrName —»

L ~clientkeyr — client_key_reposi J

14
L -clientchannel — channel_name —J t—clientuser-- client_usermame j L -clientport — client_port J

-clientlabel-- client_certlabl

Required parameters

OmgrName
Name of the queue manager to check for TLS errors.

Optional parameters

-clientkeyr client_key_repository
Required if you supply the ~clientuser, -clientlabel, -clientchannel, or -clientport
parameters.

Location of the client key repository used by a client application connecting to the referenced queue
manager.

Important: You must supply the name without the . kdb extension.

-clientuser client_username
Cannot be used if you supplied the ~clientlabel parameter.

User running the client application that connects to the referenced queue manager. If supplied,
requires -clientkeyr.

-clientlabel client_certlabl
Cannot be used if you supplied the -clientuser parameter.

Certificate label that is given to the client that connects to the referenced queue manager by using
one of the IBM MQ MQI client CERTLABL methods. If supplied, requires -~clientkeyzr.

-clientchannel channel_name

Name of the channel on the referenced queue manager to check for TLS errors. If supplied, requires
-clientkeyr.

-clientport port_number
Specify a specific port to use when testing the client.

The value must be:

« Aninteger value between 1 and 65535 inclusive.
« A port number, which must be a free port that mgcextck can use during its client checks.

« Not be a port that is in use by the queue manager, or any other process on the machine running
mqcexrtck.

If you do not specify a value, port 5857 is used. If supplied, requires ~clientkeyzr.

Examples
Example 1
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After configuring an IBM MQ queue manager for TLS connections, you can use mgcextck to verify that no
mistakes have been made, before attempting to start your channels.

The information returned in the example shows that no certificate has been found for queue manager
gmgr.

[mgm@mg-host ~]$ mgcertck gmgr
5724-H72 (C) Copyright IBM Corp. 1994, 2025.

ERROR:
No Certificate could be found for the Queue Manager gmgr

EXPLANATION:

Queue managers will use a certificate with the label set in the Queue Manager's
CERTLABL attribute. There is no certificate with the label ibmwebspheremqgmgr
in the key repository being used by the queue manager The Key repository being
used is located at /var/mqgm/qmgrs/qmgr/ssl/key.kdb.

ACTION:

A valid certificate with the label ibmwebspheremqgmgr needs to be added to the
key repository.

This application has ended. See above for any problems found.

If there are problems then resolve these and run this tool again.

Example 2

After creating a key repository, certificate, and exchanging certificates for a client application, you can use
mqcextck to verify that a client application is able to connect to a queue manager.

To do this, you need to run mgcextck on the machine where the IBM MQ queue manager is running, and
have access to the client key repository.

You can do this in a variety of ways, for example, a file system mount. After you have set up your machine,
run the following command:

mgcertck QmgrName -clientkeyr Location_of Client_Key_Repository
-clientlabel Client_certificate_label

For example:

mgcertck gmgr -clientkeyr /var/mgm/gmgrs/gmgr/ssl/key
-clientlabel ibmwebspheremqgmgr

Check the output for any problems identified with your configuration.

Note that, if you are planning on having your clients connect anonymously, you can run the preceding
command without the ~clientlabel parameter.

ST ST i config (check system configuration)

Checks that the system configuration meets the requirements to run IBM MQ (AIX and Linux platforms
only).

Purpose

The mqconfig command is run to verify the system configuration matches or exceeds that which is
required by an IBM MQ queue manager environment. The configuration values are minimum values, and
large installations might require values greater than those checked by this command.
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For further information about configuring your system for IBM MQ, see the Operating system configuration
and tuning information for IBM MQ on the platform, or platforms, that your enterprise uses.

Syntax

»— mqconfig »<
L -v — Version J

Optional parameters

-v Version
The system requirements vary between different versions of IBM MQ. Specify the version of IBM MQ
for which you need to verify the current system configuration.

The default value, if =v is not specified, is the current version.

Example

The following output is an example of what the command produces on a Linux system:

# mgconfig -v 8.0
mgconfig: V3.7 analyzing Red Hat Enterprise Linux Server release 6.5
(Santiago) settings for IBM MQ V8.0

System V Semaphores

semmsl (sem:1) 500 semaphores IBM>=32 PASS
semmns (sem:2) 35 of 256000 semaphores (0% IBM>=4096 PASS
semopm (sem:3) 250 operations IBM>=32 PASS
semmni (sem:4) 3 of 1024 sets (0%) IBM>=128 PASS
System V Shared Memory

shmmax 68719476736 bytes IBM>=268435456 PASS
shmmni 1549 of 4096 sets (37%) 1IBM>=4096 PASS
shmall 7464 of 2097152 pages (0%) IBM>=2097152 PASS
System Settings

file-max 4416 of 524288 files (1% IBM>=524288 PASS
Current User Limits (root)

nofile (-Hn) 10240 files IBM>=10240 PASS
nofile (-Sn) 10240 files IBM>=10240 PASS
nproc (-Hu) 11 of 30501 processes (0%) IBM>=4096 PASS
nproc (-Su) 11 of 4096 processes (1%) 1IBM>=4096 PASS

Note: Any values listed in the Current User Limits section are resource limits for the user who ran
mqgconfig. If you normally start your queue managers as the mgm user, you should switch to mgm and run
mgconfig there.

If other members of the mgm group (and perhaps root) also start queue managers, all those members
should all run mgconfig, to ensure that their limits are suitable for IBM MQ.

The limits displayed by mgconfig are not applied to queue managers on Linux started with systemd.

Related tasks
Configuring and tuning the operating system on Linux

BTSNl M QE xplorer (launch IBM MQ Explorer)

Start IBM MQ Explorer (Windows and Linux x86-64 platforms only).

Purpose

You can start IBM MQ Explorer by using the MQExploxrex command in the installation directory. The
location of the MQExploxrex command depends on how you installed IBM MQ Explorer.

© Linux On Linux:
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- If you are running the IBM MQ Explorer that was installed as part of a full IBM MQ
server installation, the MQExploxex command is stored in MQ_INSTALLATION_PATH/bin, where
MQ_INSTALLATION_PATH is the IBM MQ installation path.

- If youinstalled the stand-alone IBM MQ Explorer (MSOT SupportPac), MQExplozrex is in
MQ_EXPLORER_INSTALLATION_PATH, where MQ_EXPLORER_INSTALLATION_PATH is the IBM MQ
Explorer (MSOT SupportPac) installation path.

MOn Windows:

« If you are running the IBM MQ Explorer that was installed as part of a full IBM MQ server
installation, the MQExploxex.exe command is stored in MQ_INSTALLATION_PATH/bin64, where
MQ_INSTALLATION_PATH is the IBM MQ installation path.

« If you installed the stand-alone IBM MQ Explorer (MSOT SupportPac), MQExplorer.exe isin
MQ_EXPLORER_INSTALLATION_PATH, where MQ_EXPLORER_INSTALLATION_PATH is the IBM MQ
Explorer (MSOT SupportPac) installation path.

You can also launch IBM MQ Explorer by using the system menu on Linux, or the start menu on Windows.
In both cases, you must left-click the installation that you want to launch.

On Linux, the system menu entry for IBM MQ Explorer is added to the Development
category. Where it appears within the system menu is dependent on your Linux distribution (SUSE or
Red Hat), and your desktop environment (GNOME or KDE).

» On SUSE

— Left-click Computer > More Applications..., and find the installation of IBM MQ Explorer that you
want to launch under the Development category.

- On Red Hat®

— The installation of IBM MQ Explorer that you want to launch can be found under Applications>
Programming.

MOn Windows, open the start menu, and select the IBM MQ Explorer installation entry under

the IBM MQ folder that corresponds to the installation that you want to launch. Each instance of IBM MQ
Explorer listed is identified by the name that you chose for its installation.

Syntax

MQExplorer.exe (the MQExplorer command) supports standard Eclipse runtime options. The syntax of
this command is as follows:

»— MQExplorer »<
L -clean J L -initialize J

Optional parameters

-clean
Is passed to Eclipse. This parameter causes Eclipse to delete any cached data used by the Eclipse
runtime.

-initialize
Is passed to Eclipse. This parameter causes Eclipse to discard configuration information used by the
Eclipse runtime.

The graphical user interface (GUI) does not start.

Related tasks
Launching IBM MQ Explorer
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Related reference

“strmqcfg (start IBM MQ Explorer)” on page 217
Start IBM MQ Explorer (Windows and Linux x86-64 platforms only).

mqlicense (accept license post installation)

From IBM MQ 9.2.0, use the mglicense command on Linux to accept an IBM MQ license after installation.

Purpose

On Linux (excluding IBM MQ Appliance), from IBM MQ 9.2.0, use the mglicense command to accept the
IBM MQ license post installation.

Note: You must have the appropriate privileges to run this command on your system, typically root access
on Linux.

The license agreement is displayed in a language appropriate to your environment and you are prompted
to accept or decline the terms of the license.

If possible, mglicense opens an X-window to display the license.

If you need the license to be presented as text in the current shell, which can be read by a screen reader,
type the following command:

mglicense -text_only

Syntax

»— mglicense >«

M -accept —

-jre

— -text_only —/

Required parameters

None

Optional parameters

-accept
Accept the IBM MQ license without it being displayed.

-jre
Path to the Java executable used to display the license.

-text_only
Display a text-only version of the license, which can be read by a screen-reader.

Return codes

Table 72. Return code identifiers and descriptions

Return code Description
0 Successful completion.

You can accept or decline the result, depending upon what you chose.

10 A warning occurred
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Table 72. Return code identifiers and descriptions (continued)

Return code Description

20 An error occurred

Usage notes

Note that running this command, with the environment variable MQLICENSE=accept, has the same
effect as running with the ~accept parameter.

Related concepts

License acceptance on IBM MQ for Linux
Related reference

MQLICENSE

“dspmglic (display IBM MQ license)” on page 80
Display an IBM MQ license.

REELEE NI mgperfck (MQ performance check)

Use the mgpexrfck command to help understand the performance of your queue manager.

Purpose

The command can be used to gather information about the CPU and Log resources being used by a
gueue manager, and the activity on local queues and sender channels. Run this command when the work
being processed by your queue manager is low, and when it is high, to compare the impact of different
workloads on the queue manager.

The command produces an HTML report summarizing the workload. You can view the report in a web
browser. For more information on how to interpret the report, see Interpreting the IBM MQ Performance
Check Report.

Syntax

»— mgperfck
-h|? m— _
L h|? —J L - QMgrName J L -q QueueName J
L -s — SenderChannel J L -n — Iterations J ]
L -d — OutputDirectory L -u — User J L -N J )

»
»

\ 4

\ 4

Notes:

1. MNO‘( available on IBM MQ Appliance.

Required parameters

None.
Optional parameters

-h or -?
Display usage help text and exit.
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-m QmgrName
The name of queue manager to connect to. If this is not specified, the command will attempt to
connect to the default queue manager.

- QueueName
The name of a local queue to analyze. You can analyze up to 10 queues by repeating this parameter.
The queue must exist, it must be a local queue, and the user running the tool must have permission to
open the queue for inquire.

-s SenderChannel
The name of a sender channel to analyze. You can analyze up to 10 channels by repeating this
parameter. The channel must exist, it must have attribute CHLTYPE (SDR), and the MONCHL attribute
of the channel must be set to either LOW, MEDIUM, or HIGH. If the channel’s MONCHL attribute is
MQMON_Q_MGR, then the MONCHL attribute of the queue manager must be LOW, MEDIUM, or HIGH.

If the channel’s transmission queue has not been provided on the command line using the -q
parameter, and fewer than 10 queues have been requested, then the transmission queue will be
automatically added to the list of queues that will be analyzed.

-n Iterations
The number of sampling iterations to perform. The default is 6. A new iteration begins when the queue
manager publishes a set of resource statistics which typically happens every 10 seconds.

-d OutputDirectory
The directory to which the output file will be written.

If this parameter is omitted, then output will be written to the current directory.

'MTNS option is not available on the IBM MQ Appliance where output will always be
written into the “mqdiag:” file system.

-u User
The user id to be used to authenticate the connection to the queue manager. If this parameter is
specified, the command will prompt for a password. The password will not be displayed on the
screen.

-N
Suppresses translation of the report.

Granting permissions to run the command

To subscribe to the system statistics, the command must be run by a member of the mgm group or a user
who has permissions to topics in the $SYS/MQ branch of the topic tree. For more information, see System
topics for monitoring and activity trace.

In addition, the command needs the following permissions to run:

Table 73. Permissions needed for each object type

Object name Object type Permissions
QmgrName amegr +connect +ing +dsp
SYSTEM.DEFAULT.MODEL.QUEUE | queue +get +dsp
SYSTEM.ADMIN.COMMAND.QUE | queue +put

UE

SYSTEM.ADMIN.TOPIC topic +sub

For each queue named on the command line (and any channel’s transmission queues which are
automatically added by the command) add the following permissions:
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Table 74. Additional permissions for queues

Object name Object type Permissions

QueueName Queue +ing

For each channel named on command line add the following permissions:

Table 75. Additional permissions for channels

Object name Object type Permissions
ChannelName Channel +dsp
Examples

The following command creates a report containing six iterations of CPU and Log statistics for the default
gueue manager:

[mgm@mg-host ~]$ mgperfck

Connected to queue manager DFT.QMGR.

Creating file: mgperfcheck_DFT.QMGR_2024-12-20_132743-0.html
Waiting for messages.
Processing iteration 1 of
Processing iteration 2 of
Processing iteration 3 of
Processing iteration 4 of
Processing iteration 5 of
Processing iteration 6 of
Writing report summary.

aoocooo o

The following command creates a report with three iterations of statistics for queue manager
SENDER.QM, queue TESTQ, and channel TO.RECEIVER.QM. The report includes information about the
channel’s transmission queue:

[mgm@mg-host ~]$ mgperfck -m SENDER.QM -q TESTQ -s TO.RECEIVER.QM -n 3
Connected to queue manager SENDER.QM.

Creating file: mgperfcheck_SENDER.QM_2024-12-20_133202-0.html

Waiting for messages.

Processing iteration 1 of 3.

Processing iteration 2 of 3.

Processing iteration 3 of 3.

Related reference
Metrics published on the system topics

mgqrc (display return code and AMQ message information)

Display information about return codes and AMQ messages.

Purpose

You can use the mqxrc command to display information about symbols, return codes, and AMQ messages.
You can specify a range of return codes or AMQ messages, as well as specifying specific return codes or
AMQ messages.

Numeric arguments are interpreted as decimal if they start with a digit 1 - 9, or hex if prefixed with Ox.
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Syntax

¥

returnCode >
L. L,J

b—————— -r— returnCode ————

M AMQmessage ———————————

fM————-m — AMQmessage ——— ]
— -R

L -f — first — -1l — last 1—J
—— -M — -f — first — -l — last r

L -s — symbol J L B J L -d — language J L -0 — format J
L-i—format—j L'PJ L-UJ L-XJ

Notes:

11f there is a problem with a message within a range, an indication is displayed before the message
text. ? is displayed if there are no matching return codes for the message. ! is displayed if the message
severity is different to the return code severity.

Parameters
returnCode

The return code to display
AMQmessage

The AMQ message to display
symbol

The symbol to display
-a

Try all severities to find message text
-b

Display messages without extended information
-f first

First number in a range
-l last

Last numberin a range

-m AMQmessage
The AMQ message to list

-M
Display AMQ messages in a range

-r returnCode
The return code to display

-R
Display all return codes. If used with the -£ and -1 parameters, -R displays the return codes within a
range.

-s symbol
The symbol to display

If a - is given as a trailing parameter, it indicates that further input will come from stdin.

124 1BM MQ Administration Reference



m-d language
Display the message in the specified language, for example, Fr_FR.

-i format
Determine the message to display from a message in the specified format, which must be one of the
following:

text

The textual format of the QMExxroxLog service, including the Insert attributes.
json

JSON format diagnostic messages, specified in UTF-8.

-o format
Display the message in the specified format, which must be one of the following:

mqrc
The format used by mgxc in previous versions of the product.

text
The textual format of the QMExxroxLog service.

json
The JSON format, described in JSON format diagnostic messages.

L ALw

Display the message explanation only. For example:

mgrc -p AMQ8118
displays
The queue manager insert_5 does not exist.

LA

Display the user response only. For example:
mgrc -u AMQ8118
displays

Either create the queue manager (crtmgm command) or correct the queue manager name used in the command
and then try the command again.

-X
Display extended message information, including the message severity. For example, the following
message has an error (E) severity of 30:

mgrc -x AMQ8118
536903960 0x20008118 E 30 urcMS_MQCONN_FAILED
536903960 0x20008118 E 30 zrc_CSPRC_Q_MGR_DOES_NOT_EXIST

MESSAGE :
IBM MQ queue manager does not exist.

EXPLANATION:
The queue manager <insert three> does not exist.

ACTION:
Either create the queue manager (crtmgm command) or correct the queue manager name used in the command
and then try the command again.

Examples

1. This command displays AMQ message 5005:
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mgrc AMQ5005
2. This command displays return codes in the range 2505 - 2530:
mgrc -R -f 2505 -1 2530

3. Running the following command, where AMQERRO1 . json contains JSON formatted messages in any
language, converts all messages into US English in the original textual QMExxoxLog format:

cat AMQERRO1.json | mgqrc -d En_US -i json -o text -
Alternatively, you could take AMQERRO1 . LOG and convert it to JSON:
cat AMQERRO1.LOG | mgrc -i text -o json -

4. Running the following command, where AMQERRO1 . LOG contains text formatted messages in any
language, converts messages into US English:

cat AMQERRO1.LOG | mgrc -d En_US -i text -o text -

rcdmqgimg (record media image)

Write the image of an object or group of objects to the log for media recovery.

Purpose

Use the redmgimg command to write an image of an object, or group of objects, to the log for use in
media recovery. This command can be used only when using linear logging. See Types of logging for more
information about linear logging. Use the associated command xrcxmqgobj to re-create the object from the
image.

Before IBM MQ 9.1.0, or when using LogManagement=Manual, the command does not run automatically
as it must be run in accordance with, and as determined by, the usage of each individual customer of IBM

MQ.

After IBM MQ 9.1.0, when using LogManagement=Automatic or Archive, the queue manager
automatically records media images, however rcdmgimg can also be run manually as well, if required.

Running xrcdmgimg moves the log sequence number (LSN) forwards and frees up old log files for archival
or deletion.

When determining when and how often to run xrcdmqimg, consider these factors:

Disk space
If disk space is limited, regular running of xrcdmgimg releases log files for archive or deletion.

Impact on normal system performance
rcdmqimg activity can take a long time if the queues on the system are deep. At this time, other
system usage is slower and disk utilization increases because data is being copied from the queue
files to the logs. Therefore, the ideal time to run xredmqgimg is when the queues are empty and the
system is not being heavily used.

You use this command with an active queue manager. Further activity on the queue manager is logged so
that, although the image becomes out of date, the log records reflect any changes to the object.

Syntax

»— rcdmgimg -t ObjectType —»
L -m — QMgrName J L -z J L -l J

»— GenericObjName -»<
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Required parameters

GenericObjName
The name of the object to record. This parameter can have a trailing asterisk to record that any objects
with names matching the portion of the name before the asterisk.

This parameter is required unless you are recording a queue manager object or the channel
synchronization file. Any object name you specify for the channel synchronization file is ignored.

-t ObjectType

The types of object for which to record images. Valid object types are:

Table 76. Valid object types

Object Type Description
all and * All the object types; ALL for objtype and * for GenericObjName
authinfo Authentication information object, for use with TLS channel security

channel or chl

Channels

clntconnorclcn

Client connection channels

catalogorctlg An object catalog
listener or1lstr Listeners
namelist or nl Namelists
process or prcs Processes

queue or g

All types of queue

galiasorqa

Alias queues

qlocalorql

Local queues

gmodel or gqm

Model queues

gqremote or qr

Remote queues

qmgr

Queue manager object

service or sxrvc

Service

syncfile

Channel synchronization file.

topic or top

Topics

Note: S LLITE S S hen using IBM MQ for AIX or Linux systems, you must prevent the

shell from interpreting the meaning of special characters, for example, an asterisk (*). How you do this
depends on the shell you are using, but might involve the use of single quotation marks ('), double
quotation marks ("), or a backslash ().

Optional parameters

-m QMgrName
The name of the queue manager for which to record images. If you omit this parameter, the command
operates on the default queue manager.

-z
Suppresses error messages.

-l
Writes messages containing the names of the oldest log files required to restart the queue manager
and to perform media recovery. The messages are written to the error log and the standard error
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destination. (If you specify both the -z and -l parameters, the messages are sent to the error log, but
not to the standard error destination.)

When issuing a sequence of xredmgimg commands, include the -l parameter only on the last
command in the sequence, so that the log file information is gathered only once.

Return codes

Table 77. Return code identifiers and descriptions

Return code Description

0
26
28
36
40
49
58
68
69
71
72
119
128
131
132
135

Successful operation

Queue manager running as a standby instance.
Object not media recoverable.

Invalid arguments supplied

Queue manager not available

Queue manager stopping

Inconsistent use of installations detected
Media recovery not supported

Storage not available

Unexpected error

Queue manager name error

User not authorized

No objects processed

Resource problem

Object damaged

Temporary object cannot be recorded

When are log extents deleted

Log extents are only deleted when the queue manager determines that they can be deleted. Note that log
extents are not deleted immediately after recording the media image.

For example, if the starting media extent is 04, the queue manager does not delete this extent until the
extent number moves forward, and the queue manager might or might not delete extents 01 to 04.

The logger event messages, and the IBM MQ queue manager error logs, show the log extents required for
gueue manager restart and media recovery.
Examples

The following command records an image of the queue manager object saturn.queue.manager in the
log.

rcdmgimg -t gmgr -m saturn.queue.manager
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Related commands

Table 78. Related command names and descriptions

Command Description

rcxrmqobj Re-create a queue manager object

rcrmqobj (re-create object)

Re-create an object, or group of objects, from their images contained in the log.

Purpose
Use the xrcxrmqobj command to re-create an object, or group of objects, from their images.
Note: Use this command on a running queue manager.

« With ObjectType argument of clchltab or syncfile, this command re-creates the object files from
the internal queue manager state.

 For other ObjectType arguments, the command can only be used when the queue manager is configured
to use linear logging. Use the associated command, rcdmqgimg, to record the object images to the log.
The object is re-created from images in the log.

All activity on the queue manager after the image was recorded is logged. To re-create an object, replay
the log to re-create events that occurred after the object image was captured.

Syntax

»— rcrmgobj -t ObjectType — GenericObjName —»<
L -m — QMgrName J L -z J

Required parameters

GenericObjName
The name of the object to re-create. This parameter can have a trailing asterisk to re-create any
objects with names matching the portion of the name before the asterisk.

This parameter is required, unless the object type is the channel synchronization file; any object name
supplied for this object type is ignored.

-t ObjectType
The types of object to re-create. Valid object types are:

Table 79. Valid object types.

Object Type Description

*orall All object types

authinfo Authentication information object, for use with TLS channel security
channel or chl Channels

clntconnorclcn Client connection channels

clchltab Client channel table

comminfo Communication information object
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Table 79. Valid object types. (continued)

Object Type Description
listenerorlstr Listener
namelistornl Namelists
process or prcs Processes

queue or g All types of queue
galiasorqga Alias queues

glocalorqgl Local queues

gmodel or gm Model queues

gqremote orqr Remote queues
serviceorsrvc Service

syncfile Channel synchronization file.

You can use this option when circular logs are configured but the
syncfile fails if the channel scratchpad files, which are used to
rebuild syncfile, are damaged or missing. You might want to
do this if your system has reported the error message AMQ7353
(krcE_SYNCFILE_UPDATE_FAILED).

topicortop

Topics

Note: i LLTESN AlX When using IBM MQ for AIX or Linux systems, you must prevent the

shell from interpreting the meaning of special characters, for example, an asterisk (*). How you do this
depends on the shell you are using, but might involve the use of single quotation marks ('), double
quotation marks ("), or a backslash (}).

Optional parameters

-m QMgrName
The name of the queue manager for which to re-create objects. If omitted, the command operates on
the default queue manager.

=-Z

Su ppresses error messages.

Return codes

Table 80. Return code identifiers and descriptions

Return
code

0

26
28
36
40
49

Description

Successful operation

Queue manager running as a standby instance.
Object not media recoverable.

Invalid arguments supplied

Queue manager not available

Queue manager stopping
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Table 80. Return code identifiers and descriptions (continued)

Return Description
code
58 Inconsistent use of installations detected
66 Media image not available
68 Media recovery not supported
69 Storage not available
71 Unexpected error
72 Queue manager name error
119 User not authorized
128 No objects processed
135 Temporary object cannot be recovered
136 Object in use
Examples

1. The following command re-creates all local queues for the default queue manager:
rcrmqobj -t gl =*
2. The following command re-creates all remote queues associated with queue manager store:

rcrmqobj -m store -t qr *

Related commands

Table 81. Related command names and descriptions

Command Description
rcdmgimg Record an object in the log

BTSN dgmadm (administer replicated data queue manager cluster)
Administer the cluster in a high availability RDQM configuration.

Purpose
Use the xrdgmadm command to administer the Pacemaker cluster used in RDQM high availability
configurations. (This command is not required for disaster recovery RDQM configurations.)
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Syntax

»— rdgmadm >«
L.
L

J

L
L -n J L nodename J

J

L
L 'nJ L nodename J
L -p — -m — gmname J
L -p — -m — gmname — -n — nodename J

L -p — -m — gmname — -n — nodename — , — nodename J

L -p — -m — gmname — -dJ

Optional parameters

-C
Initialize the Pacemaker cluster, using the settings specified in the /var/mgm/rdgm. ini file. The
same command must be run on each of the three nodes by the root user. (You can also run this
command as a user in the mgm group if you have configured sudo, see Requirements for RDQM HA
solution.) The command fails if the node is already part of a Pacemaker cluster. A node cannot be a
member of two Pacemaker clusters.

-u
Delete the Pacemaker cluster configuration. The same command must be run on each of the three
nodes by the root user. (You can also run this command as a user in the mgm group if you have
configured sudo, see Requirements for RDQM HA solution.) The Pacemaker cluster configuration
cannot be deleted if any replicated data queue managers (RDQMs) exist.

-s [-n nodename]
Suspend the local node (or the specified node if the -n nodename argument is supplied). The
command can be run on any of the three nodes by a user in the haclient group, or by root. The node
is taken offline. Any replicated data queue managers (RDQMs) running on that node are stopped and
restarted on an active node. Queue manager data does not replicate to the offline node. The command
fails if the specified node is the last active node.

-r [-n nodename]
Resume the local or specified node. The command can be run on any of the three nodes by a user in
the haclient group, or by root. The node is brought online. If the node is the preferred location for
any replicated data queue managers (RDQMs), the queue managers are stopped and restarted on this
node.

-p -m gmname [-n nodenamel,nodename]
Assign the local or specified node as the Preferred Location for the named queue manager. If the
Pacemaker cluster is in a normal state and the Preferred Location is not the current primary node,
the queue manager is stopped and restarted on the new Preferred Location. You can specify a
comma-separated list of two node names to assign a second preference of Preferred Location.
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-p -m gmname -d
Clear the Preferred Location so that the queue manager does not automatically return to a node when
it is restored.

LEEERNAREITES rdgmclean (clear failed resource actions)

You use the rdgmclean command to clear failed resource actions from RDQM HA configurations.

Purpose

Failed resource actions arise when the Pacemaker component of an RDQM high availability configuration
encounters some problem with a resource on one of the nodes in an HA group. Some failed resource
actions prevent the resource from running on one or all nodes and must be cleared before Pacemaker can
restart the resource. You must also resolve the cause of the resource failure.

Syntax

»— rdgmclean T -m — gmname TN

-a

Optional parameters

-m gmname
Specify the name of the queue manager for which you are clearing failed resource actions.
-a
Clear all failed resource actions in the RDQM HA configuration.
Related concepts
Failed resource actions
Related tasks

Viewing RDQOM and HA group status

STl dgmdr (manage DR RDQM instances)

Change a primary disaster recovery replicated data queue manager (DR RDQM) to a secondary instance,
or change a secondary instance to a primary.

Purpose
Use the xdgmdx command to control whether an instance of a DR RDQM has the primary or secondary
role.

You can also use rdqgmdx on the node where you created a primary DR RDQM to retrieve the command
that you need to create the secondary instance on the recovery node.

You must be root or a user in the mgm group with sudo privileges to use this command.

Syntax

»— rdgmdr — -m — gmname -s
E 'P}
-d
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Parameters

-m gmname
Specify the name of the DR RDQM that you are issuing the command for.
-s
Specify -s to make a DR RDQM that is currently in the primary role into the secondary.
-p
Specify -p to make a DR RDQM that is currently in the secondary role into the primary. This command

fails if the primary instance of the queue manager is still running and the DR replication link is still
functioning.

Specify -d to return the cxtmgm command required to create a secondary instance of the specified
DR RDQM.

rdqmint (add or delete floating IP address for RDQM)

Add or delete the floating IP address used to connect to a high availability replicated data queue manager
(HA RDQOM).

Purpose

Use the xrdgmint command to add or delete the floating IP address that is used to connect to an HA
RDQM regardless of which node in the high availability (HA) group is actually running the RDQM. (This
command is not applicable to disaster recovery RDQM configurations.)

Syntax

»— rdgmint L J ><
-m — gmname — -a — -f — ipv4address — -l — interfacename

L -m — gmname — -d J

Optional parameters

-m gmname
Specify the name of the RDQM for which you are adding or deleting a floating IP address.

-a

Specify this option to add a floating IP address.
-d

Specify this option to delete a floating IP address.

-f ipv4address
The IP address in dot decimal format.

The floating IP address must be a valid IPv4 address that is not already defined on any HA node, and it
must belong to the same subnet as the static IP addresses defined for the local interface.

-l interfacename
The name of the physical interface that the floating IP address is bound to.

Examples

To specify a floating IP address for the queue manager RDQM1, enter the following command:
rdgmint -m RDQM1 -a 192.168.7.5 -1 MQIF

To delete the floating IP address for the queue manager RDQM1, enter the following command:
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rdgmint -m gmname -d

SETESM rdgmstatus (display RDQM status)

Display the status of all the replicated data queue managers (RDQMs) on a node or detailed status of
specified individual RDQMs. You can also display the online/offline status of the nodes in an HA group.

Purpose

Use the xdgmstatus command on its own to view a summary of the status of all RDQM queue managers
on a node. You can specify a queue manager name to view detailed status for that RDQM, including details
of failed resource actions. You can also view the availability status of all nodes in an HA group.

You can enter the command on any node in an HA group, or either node in a DR pair, or any node in a
DR/HA configuration.

For examples of the output of the xrdgmstatus command, see Viewing RDQM and HA group status, and
Viewing DR RDQM status, and Viewing DR/HA RDOQM and HA group status.

Syntax

»— rdgmstatus i >
T ﬁ_[
-a

L.,J

Optional parameters

-m gmname
Specify the name of the RDQM for which you are requesting status.

XEF¥FE ,

Optionally use with -m gmname to view failed resource actions associated with the specified queue
manager (see Failed resource actions).

-n
Specify -n to list the three nodes in the HA group, and their current online or offline status.

Related tasks

Viewing RDQOM and HA group status
Viewing DR RDQM status
Viewing DR/HA RDQM and HA group status

EEYTE - mvmqinf (remove configuration information)

Remove IBM MQ configuration information (AIX, Linux, and Windows only).

Purpose
Use the xmvmqin£f command to remove IBM MQ configuration information.

You must use the xrmvmginf command from the installation associated with the queue manager that you
are working with. You can find out which installation a queue manager is associated with using the dspmq
-0 installation command.
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Syntax

f_ -s — QueueManager j
»— rmvmginf StanzaName -»<

L -s — StanzaType J

Required parameters

StanzaName
The name of the stanza. That is, the value of the key attribute that distinguishes between multiple
stanzas of the same type.

Optional parameters

=s StanzaType
The type of stanza to remove. If omitted, a QueueManager stanza is removed.

The only supported value of StanzaType is QueueManager.

Return codes

Table 82. Return code identifiers and descriptions

Return code Description

0 Successful operation
5 Queue manager is running
26 Queue manager is running as a standby instance
39 Bad command line parameters
44 Stanza does not exist
49 Queue manager is stopping
58 Inconsistent use of installations detected
69 Storage is not available
71 Unexpected error
72 Queue manager name error
Example

rmvmginf QM.NAME

Usage notes
Use rmvmginf to remove an instance of a multi-instance queue manager.

To use this command you must be an IBM MQ administrator and a member of the mgm group.
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Related commands

Table 83. Related command names and descriptions

Command Description

“addmgqinf (add Add queue manager configuration information
configuration
information)” on page 13

“dspmginf (display Display queue manager configuration information
configuration
information)” on page 76

rsvmqtrn (resolve transactions)

Resolve in-doubt and heuristically completed transactions

Purpose
The rsvmqtxrn command is used to resolve two different transaction states.

in-doubt transactions
Use the xrsvmgqtxrn command to commit or back out internally or externally coordinated in-doubt
transactions.

Note: Use this command only when you are certain that transactions cannot be resolved by the
normal protocols. Issuing this command might result in the loss of transactional integrity between
resource managers for a distributed transaction.

heuristically completed transactions
Use the xrsvmqtxrn command with the - £ parameter for IBM MQ to remove all information about
externally coordinated transactions that were previously resolved manually using the xsvmqtxn
command, but the resolution has not been acknowledged by the transaction coordinator using
the xa-foxrget command. Transactions that are manually resolved by a resource manager and
unacknowledged by the transaction manager, are known as heuristically completed transactions by
X/Open.

Note: Only use the - £ option if the external transaction coordinator is permanently unavailable. The
gueue manager, as a resource manager, remembers the transactions that are committed or backed
out manually by the rsvmgtrn command.

Syntax

»— rsvmqtrn — -m — QMgrName — +- 1 -a _J >«
Transaction

— -r— ? — RMID —/

Required parameters

-m QMgrName
The name of the queue manager.

Attention: The following parameters are mutually exclusive. You must supply the -a parameter on
its own, or one of the other parameters together with its transaction number.
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Optional parameters

-a
The queue manager resolves all internally coordinated, in-doubt transactions (that is, all global units
of work).

Backs out the named transaction. This flag is valid for externally coordinated transactions (that is, for
external units of work) only.

-c
Commits the named transaction. This flag is valid for externally coordinated transactions (that is,
external units of work) only.

Forgets the named heuristically completed transaction. This flag is valid only for externally
coordinated transactions (that is, external units of work) that are resolved, but unacknowledged by
the transaction coordinator.

Note: Use only if the external transaction coordinator is never going to be able to acknowledge the
heuristically completed transaction. For example, if the transaction coordinator has been deleted.

-r RMID
The participation of the resource manager in the in-doubt transaction can be ignored. This flag is valid
for internally coordinated transactions only, and for resource managers that have had their resource
manager configuration entries removed from the queue manager configuration information.

Note: The queue manager does not call the resource manager. Instead, it marks the participation of
the resource manager in the transaction as being complete.

Transaction
The transaction number of the transaction being committed or backed out. Use the dspmqtxn
command to find the relevant transaction number. This parameter is required with the -b, -c, - £,
and -x RMID parameters and must be the last parameter when used.

Return codes

Table 84. Return code identifiers and descriptions

Return Description

code

0 Successful operation

26 Queue manager running as a standby instance.
32 Transactions could not be resolved

34 Resource manager not recognized

35 Resource manager not permanently unavailable
36 Invalid arguments supplied

40 Queue manager not available

49 Queue manager stopping

58 Inconsistent use of installations detected

69 Storage not available

71 Unexpected error

72 Queue manager name error

85 Transactions not known
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Related commands

Table 85. Related command names and descriptions

Command Description

dspmqtrn Display list of prepared transactions

Y9.2.0 B VISZ2D

runamscred: protect AMS keywords

The runamscxred command protects passwords inside AMS configuration files.

ST S There are two variants of this command:

« An MOQI variant located in <IBM MQ installation root>/bin
« A Javavariant located in <IBM MQ installation root>/java/bin

SRS When using runamscred to protect AMS keywords, use the same variant for the AMS client
that is going to use the AMS keywords. For example, use the Java variant to protect Java keywords.

Purpose

The runamscxred command uses the encryption key contained in the file, indicated by one of four
options. In order of priority, these are the:

1. -sf parameter

2. MQS_AMSCRED_KEYFILE environment variable

3. amscred.keyfile parameter in the configuration file

4. Default initial key file if none of the above options is specified.

A Attention: WRIEREEENYou should not use the default initial key.

Syntax

runamscred

»— runamscred — -f — config_file »<
L -sp — int J L -sf — key file J L -h —J

Parameters
-f config_file

Required. Path to the keystore configuration file to protect

-sp int
Optional. Algorithm to use for protecting passwords. The value can be:

0
Use the deprecated credentials protection method.

-V 3.2.2  VEY, applicable for MQI clients
1

S The IBM MQ 9.2.0 password protection algorithm.

-vg.22 P

Default: Use the more secure credentials protection method.
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-sf keyfile
Optional. Path to a file containing the initial key.

-h
Optional. Displays command syntax.

Examples

Linux AlX To encrypt a password in the /home/alice/keystore.conf configuration

file using the new algorithm, and store it in the new format, issue the following command:

runamscred -f /home/alice/keystore.conf

Linux AlX To encrypt a password in the /home/alice/keystore.conf configuration
file, using an initial key in the /etc/secure/alice_initial.key file, together with the new algorithm,
and store it in the new format, issue the following command:

runamscred -sf /etc/secure/alice_initial.key -f /home/alice/keystore.conf

To encrypt a password in the C:\Users\alice\keystore.conf configuration file using
the new algorithm, and store it in the new format, issue the following command:

runamscred -f C:\Users\alice\keystore.conf

MTO encrypt a password in the C:\Users\alice\keystore. conf configuration file, using
aninitial key in the C:\secure\alice_initial.key file, together with the new algorithm, and store it
in the new format, issue the following command:

runamscred -sf C:\secure\alice_initial.key -f C:\Users\alice\keystore.conf

Return codes

1]
Command completed successfully.

1
Command ended unsuccessfully.
Related tasks
Protecting passwords in AMS configuration files
Related information
Setting up AMS password protection for configuration files

O T SN SN TR T runmqbceb (run IBM MQ Bridge to
blockchain) for IBM MQ 9.1.3 and earlier
Configure and run the IBM MQ Bridge to blockchain.

Notes:

. EﬁéﬁiﬁﬁThe IBM MQ Bridge to blockchain is deprecated across all releases from November 22
2022 (see US Announcement letter 222-341).

v 3.2.0.21 & FRemaved [ Long Term Support, IBM MQ Bridge to blockchain is removed at IBM
MQ 9.2.0 CSU 21. If you have applications that will be impacted by this change, please contact IBM
Support.

LTS
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Attention: This format of the runmgbcbh command is stabilized. From IBM MQ 9.1.4, if you have
a Hyperledger Fabric network, use the command described in “runmgbcb (run IBM MQ Bridge to
blockchain)” on page 144.

« Syntax
« Usage notes
« Command line parameters

Configuration parameters

Syntax
The diagram shows the syntax for the runmgbcbh command usage as described in note “1” on page 141.

»— runmgbcb — -f — ConfigFile — -r — RuntimeLogFile L J >
-0 — outputConfigFile
L -q — BridgelnputQueue —J L -m — QMgrName J L -d — Debuglevel —J
E -k — killFile j

Usage notes

1. You can run the runmgbcb command to start the IBM MQ Bridge to blockchain and connect to IBM
Blockchain and IBM MQ. When the connections are made, the bridge is ready to receive and process
request messages that are put on the queue manager input queue, send the correctly formatted
gueries and updates to the blockchain network, receive, process and put replies from the blockchain to
the reply queue.

runmgbchb -f ConfigFile -r RuntimelLogFile -m QMgrName -d Debuglevel -k killFile -r
RuntimelLogFile

When you use the command for runtime processing, the required parameters are -£, with the
name of the previously created configuration file, and =x with the name of the log file. When the
other command parameters are also given on the command line, they override the values in the
configuration file. The same configuration file can be used by multiple bridges.

2. You can also use the runmgbch command to generate a configuration file that is used to define the
parameters that are needed for the bridge to connect to IBM Blockchain and IBM MQ.

When you are creating the configuration file, the -£ parameter is optional.

runmgbcb -f inputConfigFile -o outputConfigFile

When you run the command in this way, you are prompted to enter values for each of the configuration
parameters. To keep an existing value press Enter. To remove an existing value press Space, then
Entex. For more information, see “Configuration parameters” on page 142.

Command line parameters

-f ConfigFile
Configuration file. The =£ parameter is required when you are running the runmghcbh command
to start the IBM MQ Bridge to blockchain, as described in usage note “1” on page 141. You can
optionally use the -f parameter to reuse some of the values from an existing inputConfigFile, as
described in usage note “2” on page 141, and also enter some of the new values. If you do not specify
the -£ parameter when you are creating the configuration file, all the values for the parameters you
are prompted for are empty.
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-r RuntimelogFile
Required. Location and name of the log file for trace information. You can specify the log file path and
name in the configuration file or on the command line.

-0 outputConfigFile
New configuration file. When you run the command with the =0 parameter, xrunmmbcb command
loads existing configuration values from the - £ file and prompts for new values for each configuration
parameter.

-q BridgelInputQueue
Name of the queue that the bridge waits for messages on.

-m QMgrName
Queue manager name.

-d debugLevel
Debug level, 1, or 2.

1
Terse debug information is displayed.

Verbose debug information is displayed.

-k killFile
A file to cause the bridge to exit. When you run the command with the =k parameter and specify a file,
if the file exists, it causes the bridge program to exit. Using this file is an alternative way to stop the
program when you don't want to use Ctxr1+C or kill command. The file is deleted by the bridge on
startup in case it exists. If the deletion fails, the bridge abends but monitors for the recreation of the
file.

Configuration parameters

When you run the runmgbcbh command to create the configuration file, the parameters are stepped
through in six groups. Passwords are obfuscated and are not displayed as you type. The generated
configuration file is in JSON format. You must use the runmgbch command to create the configuration
file. You cannot edit the passwords and security certificate information directly in the JSON file.

Connection to queue manager
Parameters relating to the IBM MQ queue manager.

IBM MQ Queue manager
Required. The IBM MQ Advanced queue manager that you are using with the IBM MQ Bridge to
blockchain.

Bridge input queue

SYSTEM.BLOCKCHAIN.INPUT.QUEUE is the default queue where applications put request
messages, this can be overridden in the configuration file or on the runmgbch command line.
User applications must have appropriate authorisation to put messages to this queue.

IBM MQ Channel
The bridge requires a svrcon channel to connect to the z/os queue manager remotely.

IBM MQ Conname
Uses standard connection name format of "host(port), host(port)" to enable multiple destinations
such as for multi-instance queue managers.

IBM MQ CCDT URL
If a TLS connection is required to the queue manager, you must use a JNDI or CCDT definition.

JNDI implementation class name
The class name of your JNDI provider. The "queue manager name" parameter refers to the
connection factory name when you are using JNDI.

JNDI provider URL
The endpoint of your INDI service.
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IBM MQ Userld
The UserxId that is running the bridge must have permission to set identity context on the
messages it sends as replies, these have the requester UsexId set in the message. The bridge
user must therefore have appropriate access to put to the reply queue.

IBM MQ Password
Password for the IBM MQ UsexId that the bridge is using.

User identification
Parameters relating to user authentication details that the bridge uses to connect to the Hyperledger
Composer REST server

Userid
The User Id provided by the bridge to Hyperledger Composer must be known and authorized to
connect to the Hyperledger Composer endpoint, based on the user authentication configuration of
the Hyperledger Composer REST server.

Password
The password for the User Id that the bridge is using to connect to Hyperledger Composer.

API path for login
The URL path to provide user credentials to the Hyperledger Composer REST server. Note that this
URL differs, depending on the type of security provider configured.

REST server
Address for Hyperledger Composer REST server.

The location of the Hyperledger Composer REST server in “host:port” format. The protocol prefix of
http:// orhttps:// should not be provided.

Location of PEM file for IBM Blockchain certificate
When using a TLS connection to the Hyperledger Composer REST server, a single PEM file is used
to hold the Hyperledger certificates to authenticate the bridge with the Hyperledger Composer REST
server. This PEM file must be copied to the system where the IBM MQ Bridge to blockchain is running,
and specified in the configuration file.

Certificate stores for TLS connections
Parameters relating to certificate stores for TLS connections.

Personal keystore for TLS certificates
Keystore for security certificates that are used for IBM MQ.

Keystore password
Password for the keystore.

Trusted store for signer certificates
If you do not add the trusted store, the personal keystore for TLS certificates is used.

Trusted store password
If the personal keystore for TLS certificates is used, this is the password for the keystore for TLS
certificates.

Use TLS for MQ connection
The bridge can use TLS when it connects to the queue manager.

Timeout for Blockchain operations

If you don't provide a truststore parameter, the keystore is used for both roles. The stores can be the
same as the one configured for the IBM MQ connection in the CCDT or JNDI.

Behavior of bridge program
Parameters relating to the behavior of the IBM MQ Bridge to blockchain.

Required. Runtime logfile for copy of stdout/stderr
Path to and name of the log file for the tracing information.

The configuration is only read on startup of the bridge process. Changes to the configuration require a
restart of the bridge.
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e e

- Deprecated| SUESN LA Srunmgbceb (run IBM MQ Bridge to
blockchain)
Configure and run the IBM MQ Bridge to blockchain on a Hyperledger Fabric network.
Notes:
M Deprecate The IBM MQ Bridge to blockchain is deprecated across all releases from November 22
2022 (see US Announcement letter 222-341).
V5.2.0.21 § ] For Long Term Support, IBM MQ Bridge to blockchain is removed at IBM
MQ 9.2.0 CSU 21. If you have applications that will be impacted by this change, please contact IBM
Support.

Attention: For IBM MQ 9.1.3 and earlier, this command has a different format. See “runmgbcb
(run IBM MQ Bridge to blockchain) for IBM MQ 9.1.3 and earlier” on page 140.

- Syntax
» Usage notes

« Command line parameters

« Configuration parameters

Syntax
The diagram shows the syntax for the runmghch command usage as described in note “1” on page 144.

»— runmgbcb — -f — ConfigurationFile — -r — RuntimelogFile L J >
-0 — outputConfigFile

»
»

L -q — BridgelnputQueue J L -m — QMgrName J L -d — Debuglevel J ]
L -k — killFile J L -sf — file J L -sp — mode —J A

Y

Usage notes

There are two available authentication mechanisms for the bridge to connect to Hyperledger Fabric, both
of which require that you configure a username. This username will be associated with any operations
processed through the IBM MQ Bridge to blockchain.

The first approach allows a Wallet (file) to be supplied from the administrator. The Wallet is a container
holding certificates and so on.

The second approach is based on an administrator just providing certificates to you and not a standalone
wallet. The configuration then requires the location of the certificate (typically a PEM file), along with a
password to access it, and an associated organization name.

1. You can run the runmgbcbh command to start the IBM MQ Bridge to blockchain and connect to
Hyperledger Fabric and IBM MQ.

When the connections are made, the bridge is ready to receive and process request messages that
are put on the queue manager input queue, send the correctly formatted queries and updates to the
blockchain network, receive, process and put replies from the blockchain to the reply queue.

runmgbcb -f ConfigFile -q BridgeInputQueue -m QMgrName -d DebuglLevel -k killFile -r
RuntimelLogFile
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When you use the command for runtime processing, the required parameters are -£, with the
name of the previously created configuration file, and =x with the name of the log file. When the
other command parameters are also given on the command line, they override the values in the
configuration file. The same configuration file can be used by multiple bridges.

2. You can also use the xrunmghbcbh command to generate a configuration file that is used to define the
parameters that are needed for the bridge to connect to Hyperledger Fabric and IBM MQ.

When you are creating the configuration file, the -£ parameter is optional.
runmgbcbh -f inputConfigFile -o outputConfigFile [-b]

When you run the command in this way, you are prompted to enter values for each of the configuration
parameters. To keep an existing value press Enter. To remove an existing value press Space, then
Enter. For more information, see “Configuration parameters” on page 146.

el V9.2.0 & V3.2.0 SRSV MQ 9.2.0, the usage of the enhanced protection parameters is as
follows:

Configuration mode
Newly entered passwords are written to the output configuration file protected with the new key.
Note that preexisting passwords are not changed in format.

A warning is issued when the default key is being used, that is, you have not provided a keyfile.

Provision of passwords in the batch configuration mode, using environment variables, continues
unchanged; that is, the value of the environment variables is given in plain text.

Runtime mode
When a password is decrypted, warning messages are issued if the password is found to be in
the old format, and the name of the parameter causing the warning is given in the message to
encourage you to migrate. However, the bridge continues processing commands.

Note: The warning message is not issued if you have specified the =sp 0 parameter on the
command line, as you explicitly wanted to use old formats.

A warning is also issued when the default key is being used, that is, you have not provided a keyfile.

Errors occur if a password cannot be decrypted, for example, if you have specified the wrong
keyfile.

Command line parameters

-f ConfigurationFile
Configuration file. The =£ parameter is required when you are running the runmgbhcb command
to start the IBM MQ Bridge to blockchain, as described in usage note “1” on page 144. You can
optionally use the =f parameter to reuse some of the values from an existing inputConfigFile, as
described in usage note “2” on page 145, and also enter some of the new values. If you do not specify
the -£ parameter when you are creating the configuration file, all the values for the parameters you
are prompted for are empty.

-r RuntimelogFile
Required. Location and name of the log file for trace information. You can specify the log file path and
name in the configuration file or on the command line.

-0 outputConfigFile
New configuration file. When you run the command with the -0 parameter, xrunmmbcb command
loads existing configuration values from the - £ file and prompts for new values for each configuration
parameter.

-q BridgelInputQueue
Name of the queue that the bridge waits for messages on.

-m QMgrName
Queue manager name.
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-d debuglLevel
Debug level, 1, or 2.

1
Terse debug information is displayed.

Verbose debug information is displayed.

-k killFile
A file to cause the bridge to exit. When you run the command with the -k parameter and specify a file,
if the file exists, it causes the bridge program to exit. Using this file is an alternative way to stop the
program when you don't want to use Ctr1+C or kill command. The file is deleted by the bridge on
startup in case it exists. If the deletion fails, the bridge abends but monitors for the recreation of the
file.

-b
Use environment variables during configuration.

V3.2.0 b V920 [P

File containing password protection key.

V3.2.0 b V920 IR

Password protection mode. The values can be:

[ v9.2.2

Use the latest password protection mode. This is the default value from IBM MQ 9.2.2.
1

Use the IBM MQ 9.2 password protection mode for compatibility with versions earlier than IBM
MQ 9.2.2. This is the default value in versions earlier than IBM MQ 9.2.2.

Use the deprecated password protection mode that is compatible with versions earlier than IBM
MQ 9.2.

Configuration parameters

When you run the runmgbcb command to create the configuration file, the parameters are stepped
through in six groups. Passwords are obfuscated and are not displayed as you type. The generated
configuration file is in JSON format. You must use the runmgbcb command to create the configuration
file. You cannot edit the passwords and security certificate information directly in the JSON file.

Connection to queue manager
Parameters relating to the IBM MQ queue manager.

IBM MQ Queue manager
Required. The IBM MQ Advanced queue manager that you are using with the IBM MQ Bridge to
blockchain.

Bridge input queue
SYSTEM.BLOCKCHAIN.INPUT.QUEUE is the default queue where applications put request

messages, this can be overridden in the configuration file or on the xrunmgbch command line.
User applications must have appropriate authorisation to put messages to this queue.

IBM MQ Channel
The bridge requires a svrcon channel to connect to the z/os queue manager remotely.

IBM MQ Conname
Uses standard connection name format of "host(port), host(port)" to enable multiple destinations
such as for multi-instance queue managers.

IBM MQ CCDT URL
If a TLS connection is required to the queue manager, you must use a INDI or CCDT definition.
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JNDI implementation class name
The class name of your JNDI provider. The "queue manager name" parameter refers to the
connection factory name when you are using JNDI.

JNDI provider URL
The endpoint of your INDI service.

IBM MQ Userld
The UserxId that is running the bridge must have permission to set identity context on the
messages it sends as replies, these have the requester UsexId set in the message. The bridge
user must therefore have appropriate access to put to the reply queue.

IBM MQ Password
Password for the IBM MQ UsexId that the bridge is using.

User identification
Parameters relating to user authentication details that the bridge uses to connect to the Hyperledger
Fabric REST server

Userid
The User Id provided by the bridge to Hyperledger Fabric must be known and authorized to
connect to the Hyperledger Fabric endpoint, based on the user authentication configuration of the
Hyperledger Fabric REST server.

Password
The password for the User Id that the bridge is using to connect to Hyperledger Fabric.

API path for login
The URL path to provide user credentials to the Hyperledger Fabric REST server. Note that this
URL differs, depending on the type of security provider configured.

Fabric server
Attributes applicable to the Hyperledger Fabric server.

Wallet

A file containing credentials for the user, usually supplied by a Hyperledger Fabric administrator.
User Name

Mandatory parameter.
User Certificate

If noWallet is provided, you must supply your certificate, private key and organization.

User Private Key
Your private key. You must supply this along with your certificate and organization if no Wallet
has been provided.

User Organization
Your organization. You must supply this along with your certificate and private key if no Wallet
has been provided.

Network Configuration File
A JSON-format file, usually supplied by the Hyperledger Fabric administrator or tooling that
describes the various servers, addresses and so on. The file must exist.

Commit Timeout
Timeout for update operations in seconds.

The default value is 15 seconds.

Discovery
Whether to enable discovery of unknown networks that are not listed in the network configuration
file.

The value can be Yor N.

Updates sent to all peers
Whether update responses are needed from all peers. or just one.

The value can be Y or N. The default value is Y.
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Updates sent to all organizations in the network
Should updates be sent to all of the organizations listed in the configuration, or just to the specific
MSPID organization.

The value can be Y for all organizations, or N for the specific organization. The default value is N.

Location of PEM file for IBM Blockchain certificate
When using a TLS connection to the Hyperledger Fabric REST server, a single PEM file is used to
hold the Hyperledger certificates to authenticate the bridge with the Hyperledger Fabric REST server.
This PEM file must be copied to the system where the IBM MQ Bridge to blockchain is running, and
specified in the configuration file.

Certificate stores for TLS connections
Parameters relating to certificate stores for TLS connections.

Personal keystore for TLS certificates
Keystore for security certificates that are used for IBM MQ.

Keystore password
Password for the keystore.

Trusted store for signer certificates
If you do not add the trusted store, the personal keystore for TLS certificates is used.

Trusted store password
If the personal keystore for TLS certificates is used, this is the password for the keystore for TLS
certificates.

Use TLS for MQ connection
The bridge can use TLS when it connects to the queue manager.

Timeout for Blockchain operations

If you don't provide a truststore parameter, the keystore is used for both roles. The stores can be the
same as the one configured for the IBM MQ connection in the CCDT or JNDI.

Behavior of bridge program
Parameters relating to the behavior of the IBM MQ Bridge to blockchain.

Required. Runtime logfile for copy of stdout/stderr
Path to and name of the log file for the tracing information.

The configuration is only read on startup of the bridge process. Changes to the configuration require a
restart of the bridge.

runmqccred (obfuscate passwords for mqccred exit)

Obfuscate passwords in the . in1i file used by the mgccred security exit.

Purpose

Use the runmgccred command to process the mgccred exit . ini file to change all plain text passwords
into an obfuscated form. This command should be run before using the . ini with the exit to ensure the
exit runs successfully.

Syntax

»— runmgqccred >
L L,d

Optional Parameters

-f
Specify a specific file to edit, other than the default file.

By default, the program locates the . ini file in the same way as the channel exit.
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-p
By default the program fails with an error, if the filemode enables others to access the file you edited.

Use the -p flag to continue processing even when the error appears.
This might be necessary in situations where you might, for example, have mounted a UNIX file system

onto your Windows machine using NFS, or some other protocol, and are trying to use the . ini file
from there (perhaps to share the same . ini file across multiple accounts).

Since NFS does not support the Windows NT FS Access Control Lists, the exit would fail unless you
bypass the permissions check.

Usage notes

The runmgccred program locates the ini file in the same way as the channel exit. The program also
writes console messages saying which file is being modified, and any success or failure status.

Note that the channel exit can work with either Passwoxd or OPW attributes, but the expectation is that
you will protect passwords.

Important: The runmgccred program works only from IBM MQ 8.0 or later. You must run the program
on an IBM MQ 8.0 or later system and then transfer the output . in1i file manually to a system running a
previous version if you want to use clients there.

By default the exit only works when there are no plain text passwords in the file. You can override this by
using the NOCHECKS SCYDATA option.

The runmgccred program also checks that the . in1i file does not have excessive permissions set that
allow other users to access it. By default the program fails with an error if the filemode enables others to
access it. Use the =p flag to continue processing even when the error appears.

The runmgccred program is installed in the following folder:

AIX and Linux
The MQ_INSTALLATION_PATH/usx/mqgm/samp/mqgccred/

MWindows platforms

The MQ_INSTALLATION_PATH\Tools\c\Samples\mqccred\

If the file permissions are not secure enough runmqccred produces this message:

Configuration file 'C:\Users\Userl\.mgs\mgccred.ini' is not secure.
Other users may be able to read it. No changes have been made to the file.
Use the -p option for runmgccred to bypass this error.

You can bypass this issue with the =p flag, but the exit will fail to run when put into production if you have
not resolved this issue. When runmqcczred runs successfully it informs you how many passwords have
been obfuscated.

File 'C:\Users\Userl\.mgs\mqccred.in' processed successfully.
Plaintext passwords found: 3

runmgqchi (run channel initiator)

Run a channel initiator process to automate starting channels.

Purpose
Use the xrunmqchi command to run a channel initiator process.

You must use the runmgchi command from the installation associated with the queue manager that you
are working with. You can find out which installation a queue manager is associated with using the dspmq
-0 installation command.

The channel initiator is started by default as part of the queue manager.
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Syntax

»— runmgqchi >«
L -q — InitiationQName J L -m — QMgrName J

Optional parameters

-q InitiationQName
The name of the initiation queue to be processed by this channel initiator. If you omit it,
SYSTEM.CHANNEL.INITQ is used.

-m QMgrName
The name of the queue manager on which the initiation queue exists. If you omit the name, the
default queue manager is used.

Return codes

Table 86. Return code identifiers and descriptions

Return Description

code

0 Command completed normally

10 Command completed with unexpected results
20 An error occurred during processing

If errors occur that result in return codes of either 10 or 20, review the queue manager error log that the
channel is associated with for the error messages, and the system error log for records of problems that
occur before the channel is associated with the queue manager. For more information about error logs,
see Error log directories.

runmgchl (run channel)

Start a sender or requester channel

Purpose
Use the xrunmqchl command to run either a sender (SDR) or a requester (RQSTR) channel.

The channel runs synchronously. To stop the channel, issue the MQSC command STOP CHANNEL.

Syntax

»— runmqchl — -¢ — ChannelName L J >
-m — QMgrName

Required parameters

-c ChannelName
The name of the channel to run.
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Optional parameters

-m QMgrName
The name of the queue manager with which this channel is associated. If you omit the name, the
default queue manager is used.

Return codes

Table 87. Return code identifiers and descriptions

Return Description

code

0 Command completed normally

10 Command completed with unexpected results
20 An error occurred during processing

If return codes 10 or 20 are generated, review the error log of the associated queue manager for the error
messages, and the system error log for records of problems that occur before the channel is associated
with the queue manager.

runmqdlq (run dead-letter queue handler)

Start the dead-letter queue handler to monitor and process messages on the dead-letter queue.

Purpose

Use the xrunmqdlq command to start the dead-letter queue (DLQ) handler, which monitors and handles
messages on a dead-letter queue.

Before IBM MQ 9.2.3, this command is used on servers. If you want client mode you should compile
amqgsdlq in client mode. See The sample DLQ handler amqsdlgq for more information.

LR From IBM MQ 9.2.3, you can use runmqdlq with the -c parameter to specify that it should
connect to a queue manager by using a client connection.

Syntax

dl )
> mac L QName J L -u — UserID J L < J
L QMgrName J

Description

Use the dead-letter queue handler to perform various actions on selected messages by specifying a set of
rules that can both select a message and define the action to be performed on that message.

The runmqdlq command takes its input from stdin. When the command is processed, the results and a
summary are put into a report that is sent to stdout.

By taking stdin from the keyboard, you can enter runmqdlq rules interactively.

By redirecting the input from a file, you can apply a rules table to the specified queue. The rules table
must contain at least one rule.
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If you use the DLQ handler without redirecting stdin from a file (the rules table), the DLQ handler reads its
input from the keyboard:

M- Linux > AIX On AIX and Linux, the DLQ handler does not start to process the named

queue until it receives an end_of_file (Ctrl+D) character.

. m0n Windows, the DLQ handler does not start to process the named queue until you press
the following sequence of keys: Ctrl+Z, Enter, Ctrl+Z, Enter.

For more information about rules tables and how to construct them, see The DLQ handler rules table.

Optional parameters

The MQSC command rules for comment lines and for joining lines also apply to the DLQ handler input
parameters.

QName
The name of the queue to be processed.

If you omit the name, the dead-letter queue defined for the local queue manager is used. If you enter
one or more blanks (' "), the dead-letter queue of the local queue manager is explicitly assigned.

QMgrName
The name of the queue m