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About this topic collection

This PDF file has been created from the WebSphere Message Broker Version 6.1 (fix
pack 8 update, July 2010) information center topics. Always refer to the WebSphere
Message Broker online information center to access the most current information.
The information center is periodically updated on the [document update]site and
this PDF and others that you can download from that Web site might not contain
the most current information.

The topic content included in the PDF does not include the "Related Links"
sections provided in the online topics. Links within the topic content itself are
included, but are active only if they link to another topic in the same PDF
collection. Links to topics outside this topic collection are also shown, but result in
a "file not found "error message. Use the online information to navigate freely
between topics.

Feedback: do not provide feedback on this PDF. Refer to the online information to
ensure that you have access to the most current information, and use the Feedback
link that appears at the end of each topic to report any errors or suggestions for
improvement. Using the Feedback link provides precise information about the
location of your comment.

The content of these topics is created for viewing online; you might find that the
formatting and presentation of some figures, tables, examples, and so on are not
optimized for the printed page. Text highlighting might also have a different
appearance.
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Troubleshooting and support

If you are having problems with your WebSphere® Message Broker applications,
there are a number of techniques you can use to help you diagnose and solve the
problems.

This section contains information about the various techniques that you can use to
diagnose problems with WebSphere Message Broker.

+ [“Making initial checks” on page 4|

+ [“Dealing with problems” on page 12|

* [“Using logs” on page 164|

* [“Using trace” on page 167]

+ |“Using dumps and abend files” on page 185|

* [“Recovering after failure” on page 194|

+ [“Contacting your IBM Support Center” on page 18§|

You can also read the general troubleshooting guidance in the following topics:

* [Troubleshooting overview|

* [Searching knowledge bases|

-

+ IBM® Software Support]

* |“IBM Support Assistant (ISA)” on page 189

For information that is specific to debugging message flow applications, see
fand debugging message flow applications]

Troubleshooting overview

Troubleshooting is the process of finding and eliminating the cause of a problem.
Whenever you have a problem with your IBM software, the troubleshooting
process begins as soon as you ask yourself "what happened?"

A basic troubleshooting strategy at a high level involves:

1. [“Recording the symptoms of the problem”|

2. ['Re-creating the problem” on page 4|

3. [“Eliminating possible causes” on page 4|

Recording the symptoms of the problem

Depending on the type of problem that you have, whether it be with your
application, your server, or your tools, you might receive a message that indicates
that something is wrong. Always record the error message that you see. As simple
as this sounds, error messages sometimes contain codes that might make more
sense as you investigate your problem further. You might also receive multiple
error messages that look similar but have subtle differences. By recording the
details of each one, you can learn more about where your problem exists.

Sources of error messages:
e Tasks view

© Copyright IBM Corp. 2000, 2010 3



* Local error log

* Eclipse log

* User trace
 Service trace

* Error dialog boxes

Re-creating the problem

Think back to what steps you were doing that led to the problem. Try those steps
again to see if you can easily re-create the problem. If you have a consistently
repeatable test case, it is easier to determine what solutions are necessary.

* How did you first notice the problem?
* Did you do anything different that made you notice the problem?

¢ Is the process that is causing the problem a new procedure, or has it worked
successfully before?

e If this process worked before, what has changed? (The change can refer to any
type of change that is made to the system, ranging from adding new hardware
or software, to reconfiguring existing software.)

* What was the first symptom of the problem that you witnessed? Were there
other symptoms occurring around the same time?

* Does the same problem occur elsewhere? Is only one machine experiencing the
problem or are multiple machines experiencing the same problem?

* What messages are being generated that could indicate what the problem is?

You can find more information about these types of question in

Eliminating possible causes

Narrow the scope of your problem by eliminating components that are not causing
the problem. By using a process of elimination, you can simplify your problem and
avoid wasting time in areas that are not responsible. Consult the information in
this product and other available resources to help you with your elimination
process.

* Has anione else experienced this problem? See: [“Searching knowledge bases” on|
page 191,

* Is there a fix you can download? See: [“Getting product fixes” on page 192.|

Making initial checks

4 Troubleshooting

Before you start problem determination in detail, consider whether there is an
obvious cause of the problem, or an area of investigation that is likely to give
useful results. This approach to diagnosis can often save a lot of work by
highlighting a simple error, or by narrowing down the range of possibilities.

This section contains a list of questions to consider. As you go through the list,
make a note of anything that might be relevant to the problem. Even if your
observations do not suggest a cause straight away, they might be useful later if
you have to carry out a systematic problem determination exercise.

+ ["Has WebSphere Message Broker run successfully before?” on page 5|

+ |“Did you log off Windows while WebSphere Message Broker components were]
active?” on page 5|

* [“Are the Linux and UNIX environment variables set correctly?” on page 6|




+ |“Are there any error messages or return codes that explain the problem?” on|
age

+ [“Can you reproduce the problem?” on page 7|

+ [“Has the message flow run successfully before?” on page 7|

+ [“Have you made any changes since the last successful run?” on page §|

* |“Is there a problem with descriptive text for a command?” on page 9|

+ |“Is there a problem with a database?” on page 9|

* |“Is there a problem with the network?” on page 9|

* [“Does the problem affect all users?” on page 10|

+ [“Have you recently changed a password?” on page 10|

+ [“Have you applied any service updates?” on page 10|

* |“Do you have a component that is running slowly?” on page 11|

[“Additional checks for z/OS users” on page 11|

Has WebSphere Message Broker run successfully before?

If you have successfully run a WebSphere Message Broker component, determine
whether your problem is caused by incorrect installation and setup, or a different
cause. If it has not run successfully before, work through the information to
determine what is preventing successful operation.

Complete the following steps:
1. Check your setup
You might have failed to set up WebSphere Message Broker correctly.

BTT# On Linux® and UNIX® operating systems, check that you

have set up the command environment correctly; see [Setting up a command|
for more information.

2. Verify the installation

Check the [[nstallation Guide| for information about how you can verify a basic
configuration on your system. On Linux on x86 and Windows®, you can use
the Default Configuration wizard and the Samples Preparation wizard to help
you with basic configuration and verification.

For more detailed configuration information, refer to [Configuring WebSphere
[Message Broker]

Did you log off Windows while WebSphere Message Broker
components were active?

How to avoid problems caused by logging off while components are active.

BTN On Windows, logging off when WebSphere Message Broker components
(a broker, the Configuration Manager, or the User Name Server) are active can
cause a problem.

You might see messages, including BIP2070, BIP2642, BIP1102, and BIP1103 in the
Windows Event log.

When you log off, any queue managers that support these WebSphere Message
Broker components are stopped unless they are defined to run as Windows
services. The components all run as Windows services and remain active, but they
find that the queue manager and queue manager objects that are associated with
them are no longer available.

Troubleshooting and support 5



1. If you log off, restart the queue manager that supports the Configuration
Manager or the User Name Server, and the component reestablishes the
connection to the queue manager.

2. To avoid this problem, set the queue managers that are used by the broker,
Configuration Manager and User Name Server to run as Windows services, so
that logging off Windows does not cause this problem.

Are the Linux and UNIX environment variables set correctly?

Use the mgsiprofile command to set a command environment.

On Linux and UNIX systems, the basic settings are made by the
mgsiprofile command, which is located in the following directory:

install _dir/bin

See [Setting up a command environment] for information about setting up the
command environment; see |Creating a broker on Linux and UNIX systems| for
instructions about creating a broker on your operating system.

Are there any error messages or return codes that explain the
problem?

You can find details of error messages and return codes in several places.

* BIP messages and reason codes

WebSphere Message Broker error messages have the prefix BIP. If you receive
any messages with this prefix (for example, in the UNIX, Linux, or z/OS®
syslog), you can search for them in the information center for an explanation.

BTN In the Windows Event log, references to BIP messages are identified
by the source name "WebSphere Broker v6000", where v6000 can be replaced by
a number representing the exact service level of your installation, for example
6001.

WebSphere Message Broker messages that have a mixture of identifiers such as
BIPv610, BIPv500, WMQIv210, MQSIv202, and MQSIv201 indicate a mixed
installation, which does not work properly.

e Other messages

For messages with a different prefix, such as AMQ or CSQ for WebSphere MQ,
or SQL for DB2°, see the appropriate messages and codes documentation for a
suggested course of action to help resolve the problem.

Messages that are associated with the startup of WebSphere Message Broker, or
were issued while the system was running before the error occurred, might
indicate a system problem that prevented your application from running
successfully.

A large or complex WebSphere Message Broker broker domain might require
some additional configuration of the environment beyond what is recommended
in [[nstalling complementary products| The need for such configuration changes
is typically indicated by warning or error messages that are logged by the
various components, including WebSphere MQ, the databases, and the operating
system. These messages are normally accompanied by a suggested user
response.

Can you see all of your files and folders?
How to show all files in Windows Explorer:
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If you are using Windows Explorer to view your files and you cannot see all of
your files and folders, such as the broker workpath directory, this is because
Windows Explorer, by default, hides some files and folders.

1. Click Tools » Folder options. The Folder Options dialog box opens.

2. Click the View tab and select Show hidden files and folders.

Can you reproduce the problem?

If you can reproduce the problem, consider the conditions under which you can do
s0.

* Is the problem caused by a particular message flow? If so, use the
facility of the workbench and to identify the problem.

* Is the problem caused by a command? On distributed operating systems, you
issue commands at the system command line.

On z/0S, you can issue commands from the console, the syslog, or by
submitting a batch job. You enter customization commands from an OMVS
session. Console commands that you enter from the console or syslog might be
converted to uppercase, depending on the system configuration. This conversion
can cause some commands, such as mqsichangetrace, to fail, especially if these
commands contain parameters that must be lowercase. An error message
indicating that the execution group is not available might be caused by the
execution group name being in the wrong case. The same thing can happen on
message flows.

* Does a problem command work if it is entered by another user ID?
If the command works when it is entered by another user ID, check the
environment of each user. Paths, especially shared library paths, might be

different. On Windows, UNIX systems, and Linux verify that all users have set
up their command environment correctly; refer to for more
information.

BTN On Windows, the environment for the broker is determined by the

system settings, not by a particular user's variables. However, the user's
variables affect non-broker commands.

BTSN On LinuxUNIX systems, only the service ID that is specified when the
broker was created can start a broker.

WIS On Windows, any authorized user can start a broker.

Has the message flow run successfully before?

Sometimes a problem appears in a message flow that has previously run
successfully.

To identify the cause of the problem, answer the following questions:
* Have you made any changes to the message flow since it last ran successfully?

If so, it is likely that the error exists somewhere in the new or modified part of
the flow. Examine the changes and see if you can find an obvious reason for the
problem.

* Have you used all the functions of the message flow before?
Did the problem occur when you used part of the message flow that had never

been invoked before? If so, it is likely that the error exists in that part. Try to
find out what the message flow was doing when it failed by using

and the workbench's function.
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If you have run a message flow successfully on many previous occasions, check
the current queue status and the files that were being processed when the error

occurred. It is possible that they contain some unusual data value that invokes a
rarely-used path in the message flow.

* Does the message flow check all return codes?

Has your system been changed, perhaps in a minor way, but your message flow
does not check the return codes it receives as a result of the change? For
example:

— Does your message flow assume that the queues that it accesses can be
shared? If a queue has been redefined as exclusive, can your message flow
deal with return codes indicating that it can no longer access that queue?

— Have any security profiles been changed? A message flow could fail because
of a security violation.

* Does the message flow expect particular message formats?

If a message with an unexpected message format has been put onto a queue (for
example, a message from a queue manager on a different operating system) it
might require data conversion or a different form of processing. Also, check
whether you have changed any of the message formats that are used.

* Does the message flow run on other WebSphere Message Broker systems?

Is there something different about the way that your system is set up that is
causing the problem? For example, have the queues been defined with the same
maximum message length or priority? Are there differences in the databases
used, or their setup?

e Are you using any user-defined extensions?

There might be translation or compilation problems with loadable
implementation library (LIL) files. Before you look at the code, examine the
output from the translator, the compiler or assembler, and the linkage editor, to
see if any errors have been reported. Fix any errors to make the user-defined
extension work.

If the documentation shows that each of these steps was completed without
error, consider the coding logic of the message flow, message set, or user-defined
extension. Do the symptoms of the problem indicate which function is failing
and, therefore, which piece of code is in error? See [User-defined extensions|

for more information.

* Can you see errors from WebSphere Message Broker or external resources,
such as databases?

Your message flow might be losing errors because of incorrect use of the failure
terminals on built-in nodes. If you use the failure terminals, make sure that you
handle errors adequately. See [Handling errors in message flows| for more
information about failure terminals.

Have you made any changes since the last successful run?

8 Troubleshooting

Have you changed WebSphere Message Broker, any related software, or any
hardware?

When you are considering changes that might have been made recently, think not
only about WebSphere Message Broker, but also about the other programs with
which it interfaces, the hardware, device drivers, and any new applications.

* Have you changed your initialization procedure?

On z/0S, have you changed any data sets or library definitions? Has the
operating system been initialized with different parameters? Check for error
messages generated during initialization.



* Has the profile of the user who is running the commands on Linux or UNIX
systems been changed?

If so, this might mean that the user no longer has access to the required objects
and commands.

* Has any of the software on your system been upgraded to a later release?

Check that the upgrade completed successfully, and whether the new software is
compatible with WebSphere Message Broker (check the product readme.html
file).

* Do your message flows deal with the errors and return codes that they might
get as a result of any changes that you have made?

Check that your message flow can handle all possible error situations.

Is there a problem with descriptive text for a command?

On Linux and UNIX systems, be careful when including special characters (back
slash (\) and double quotation mark (") characters) in descriptive text for some
commands.

If you use either of these characters in descriptive text, precede them with the
escape character back slash (\) ; that is, enter \\ or \" if you want \ or " in your
text.

Is there a problem with a database?
If you have database problems, complete a set of initial checks to identify errors.
¢ Check that the database is started.
* Check that you have correctly completed ODBC configuration:
- BTN On Linux and UNIX systems, check that you have
created a copy of the sample ODBC files (odbc32.1in1i, odbc64.1ini, or both),

and have modified them for your environment, and that you have not added
any extra unsupported parameters.

— WM On Windows systems, click Start » Control Panel » Administrative
Tools » Data Sources (ODBC) to configure the connections you require.

Detailed instructions for setting up ODBC connections on distributed systems

are provided in [Enabling ODBC connections to the databases|

For DB2 on z/0S, see [DB2 planning on z/OS|

For a broker database, the basic configuration is correct if the broker can be

created. If the broker can be created, but not started, use [ODBC tracing| to
investigate the cause.

¢ Check that you have correctly completed JDBC configuration. Detailed

instructions for setting up JDBC connections are provided in [Enabling JDBC

[connections to the databases}

* Check the number of database connections that are in use on DB2 for AIX®. If
you use local mode connections, a maximum of 10 is supported.

* If messages that indicate that imbdfdb2v6.111 (the 32-bit XA support LIL) failed
to load, check that you have installed a supported database. Details of database
managers and versions are given in [Supported databases}

Is there a problem with the network?

WebSphere Message Broker uses WebSphere MQ for inter-component
communication. If components are on separate queue managers, they are

Troubleshooting and support 9



connected by message channels, although communications between the workbench
and the Configuration Manager use MQI channels.

There can be communication problems between any of these:
* Brokers

¢ The User Name Server

* The Configuration Manager

¢ The workbench

If any two components are on different queue managers, make sure that the
channels between them are working. Use the WebSphere MQ display chstatus
command to see if messages are flowing.

Use the ping command to check that the remote computers are connected to the
network, or if you suspect that the problem might be with the network itself. For
example, use the command ping brokername, where brokername is a computer
name. If you get a reply, the computer is connected. If you don't get a reply, ask
your network administrator to investigate the problem. Further evidence of
network problems might be messages building up on the transmission queues.

Does the problem affect all users?

On distributed systems, problems can be caused by different users having different
environments.

Check whether there is a different user ID in an incoming message, or a different
user ID issuing a command (or acting as the broker's service ID).

Have you recently changed a password?
Check that you have updated passwords correctly.

If you have changed the operating system password for one of the following user
IDs, the broker or the deployed message flows might have access problems:

* The ID that you have specified for the broker's serviceUserld
* The ID that you have specified for the broker's dataSourceUserld
* The ID that you have specified for access to a database

If these problems occur, complete one or more of the following steps:

* Change the properties of the broker to reflect the password change. Use the
mgsichangebroker command to change the appropriate parameters.

If you are using a Derby database on Windows and you change a password, you
must also use the mgsichangedbimgr command to update the Windows service
that runs the Derby Network Server.

* Run the mgsisetdbparms command to redefine the correct values for the user ID
and password.

* Ensure that your passwords do not contain reserved keywords. For example,
"IBM" is a reserved keyword in DB2.

Have you applied any service updates?

Check what service updates you have applied to your software.

If you have applied an APAR or a PTF to WebSphere MQ for z/OS, or a fix pack
or interim fix has been applied to a distributed operating system, check that no
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error message was produced. If the installation was successful, check with the IBM
Support Center for any known error with the service update.

If a service update has been applied to any other product, consider the effect
that it might have on WebSphere Message Broker.

Ensure that you have followed any instructions in the service update that affect
your system. For example, you might need to redefine a resource, or stop and
restart a component.

If you are not sure whether a service update has been applied to your system,
search for and view the release notes stored in the product installation directory.
These notes include the service level and details of the maintenance that you
have applied.

Do you have a component that is running slowly?

If a particular component, or the system in general, is running slowly, you can take
some actions to improve the performance.

Consider the following actions:

Check whether tracing is on. You might have started WebSphere Message Broker
user tracing or service tracing, ODBC tracing, WebSphere MQ tracing, or native
database tracing. If one or more of these traces are active, turn them off.

Clear out all old abend files from your errors directory. If you do not clear the
directory of unwanted files, you might find that your system performance
degrades because significant space is used up.

On Windows, use the workpath -w parameter of the [mgsicreatebroker| command
to create the errors directory in a hard disk partition that does not contain
WebSphere Message Broker or Windows.

Increase your system memory.

Additional checks for z/OS users

Problem determination for z/OS users.

On WebSphere Message Broker for z/OS, you might find that:

The console has unexpected messages; look for an explanation by searching for
the message number in the information center, or referring to other relevant
messages and codes documentation.

RRS is not started; issue the command D A ,RRS.

The queue manager is not available; issue the WebSphere MQ command
DISPLAY THREAD(*).

DB2 is not working; issue the DB2 command DISPLAY THREAD.
The User Name Server is not working.

The cause of your problem on z/OS could be in any of the following areas. Check
each of these, starting with whichever seems the most likely, based on the nature
of your problem.

The queue manager address space

A queue manager in your queue-sharing group

The channel initiator address space

Batch or TSO address space

The z/0S system (including ARM, RRS, or the Coupling Facility)
The network (including APPC or TCP/IP)

Troubleshooting and support 11



* Another system, for example a queue manager on another operating system or a
WebSphere MQ client

* The external security manager product, for example RACF or ACF2
* DB2

Understanding interactions between the runtime components

There are three runtime components: the broker, the Configuration Manager and
the execution group. These components communicate with each other by
exchanging command requests inside WebSphere MQ messages to perform actions,
such as deploying a message flow.

After completion of the command request, responses are sent back to the
originating component, indicating whether the request was successful.

On WebSphere Message Broker for z/OS, you see extra information messages
issued by z/OS runtime components that allow you and IBM Service personnel to
determine the interactions between the various runtime components, including the
Configuration Manager, broker and execution group.

When the broker receives command requests from the Configuration Manager, the
broker issues a message that identifies the command request. When this request
completes, a message is issued that indicates whether the command is successful.
Each command request that the broker receives results in at least one matching
command request being sent to an execution group, and a corresponding message
being issued. Every response from an execution group that results from these
command requests result in a message being issued. These messages can be turned
on and off and are to be used by the IBM Service team.

When an execution group receives command requests from the broker, the
execution group issues information messages that identify the command request.
For actions that are contained within a command request, an information message
is issued that identifies the action to be performed and the resource upon which
the action is to take effect. When the request completes, the execution group issues
a message that indicates that the message has been processed.

When a Configuration Manager receives a command request and when this request
completes, information messages are issued.

Loading IBM and user-defined nodes and parsers
When an execution group starts, it loads all available IBM and user-defined nodes

and parsers. For each library that is loaded, two messages are issued. One is issued
before the library is loaded and one is issued after the library has been loaded.

Dealing with problems

12 Troubleshooting

Learn how to resolve some of the typical problems that can occur.

Before you start:

Make initial checks, see [“Making initial checks” on page 4)and check the following
locations to see if you can rectify the problem:

* Logs, see [“Using logs” on page 164|

s Trace, see [“Using trace” on page 167]




* Dumps, see [“Using dumps and abend files” on page 185

This section contains the following topics:

* [“Resolving problems when running commands”/|

* [“Resolving problems when creating resources”]

+ [“Resolving problems that occur when you start resources” on page 20|

* |“Resolving problems that occur when migrating or importing resources” on|

page 44|

* |“Resolving problems when stopping resources” on page 52|

+ [“Resolving problems when deleting resources” on page 53|

* [“Resolving problems when developing message flows” on page 57|

* [“Resolving problems when deploying message flows or message sets” on page

5]

+ [“Resolving problems that occur when debugging message flows” on page 101

* [“Resolving problems when developing message models” on page 106|

* [“Resolving problems when using messages” on page 112|

+ [“Resolving problems when you use the workbench” on page 125|

* [“Resolving problems when using databases” on page 132|

+ [“Resolving problems when using publish/subscribe” on page 144|

+ [“Resolving problems with performance” on page 150

* [“Resolving problems when developing Configuration Manager Proxy]|
applications” on page 157]

* [“Resolving problems with user-defined extensions” on page 158|

+ [“Resolving problems when uninstalling” on page 163

Resolving problems when running commands

Use the advice given here to help you to resolve common problems that can arise
when you run commands.

ReportEvent() error message is issued on Windows when you
attempt to run a command

* Scenario: A ReportEvent () message is generated whenever you attempt to run
any mqsi* command, The ReportEvent () message is followed by the result of
the command itself.

¢ Explanation: The Windows Application Log has become full.
* Solution: Clear the Windows Application Log from the Event Viewer.

Resolving problems when creating resources

Use the advice given here to help you to resolve common problems that can occur
when you create resources.

Look for the problem that you have encountered, and follow the guidance
provided to recover from the error.

Problems when creating a broker:

* [“Checklist for configuring databases” on page 14|

* [“Message BIPS8146E is issued when creating a broker” on page 15|

“Message BIP1511 is issued when creating a broker” on page 15|
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* ["“Message BIP0874 is issued when saving the topology editor after]
creating or deleting a broker” on page 16|

* [“Messages BIP2321, BIP2322, BIP8040 are issued when creating a broker”|

on page 16|

* ["“Message BIP8081 is issued when creating a broker” on page 16|

* [“You cannot create files when creating a broker on AIX” on page 16|

* [“The Configuration Manager does not remove references to the queue]
manager of a deleted broker” on page 17|

* |“The JCL BIPGEN fails when you create a component on z/0OS” on page|
17]

* [“The mgsicreatebroker command hangs if the DB2 profile has not been|
run” on page 17]

* “Your DataFlowEngine ends with an abend when you create a broker on|
HP-UX using Oracle” on page 18|

* |“Broker database creation fails when you create a broker” on page 18|

Problems when creating other resources:

* |“Error message BIP8075 is issued when creating a Configuration|
Manager” on page 18|

* [“Error message BIP2624 is issued when creating an execution group” on|

page 18|

* “You do not know what authorities are set as part of the|
mgsicreateaclentry command” on page 19|

* [“The Default Configuration wizard fails with invalid argument|
specified” on page 19|

* [“The Default Configuration wizard fails after installing DB2” on page 19|

Checklist for configuring databases
1. Ensure that the ODBC database definitions have been fully configured by
following the documented instructions in [Configuring broker and user]

tabases| Remember the following points:
a. Edit the final stanza in the ODBC files; the [ODBC] stanza.

b. You must configure the 32-bit odbc32.1in1 settings even if all your execution
groups are 64-bit. The exception is on HP-UX on Itanium®, Linux on
POWER®, and Linux on System 7® where all broker processes are 64-bit,
and you must configure only the 64-bit ODBC definition file.

€. You must configure the 64-bit odbc.ini settings even if all your execution
groups are 32-bit. The exception is on Linux on x86, where all broker
processes are 32-bit, and you must configure only the 32-bit ODBC
definition file.

d. Ensure that the ODBC drivers used are as specified in this information
center, and in the sample odbc32.ini and odbc64.1ini files. This check is
important when you migrate from an earlier release, when different driver
names might have been used. You might need to update the odbc.ini and
odbc64.1ini files used with the earlier release to reflect new ODBC driver
names, and to include new settings.

2. Check the environment settings, referring to [Configuring broker and user|
for details. Remember the following points:

a. Run the mgsiprofile command.

b. Set the required database environment variables (for example: run
db2profile for DB2).
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c. If you are using a 64-bit DB2 database instance and you want to use 32-bit
execution groups where applicable, add <DB2 instance
directory>/sql1ib/1ib32 to the end of the MQSI_LIBPATH32 library search
path environment variable.

d. If the broker needs to access an Informix® user database, add
$INFORMIX/1ib:$INFORMIX/1ib/esql:$INFORMIX/1ib/c1i to the library search
path environment variable; see the Informix product documentation for
more information. You must ensure that all WebSphere Message Broker
libraries appear before Informix libraries in the library search path.

e. If you are using a 64-bit Oracle instance, add $ORACLE_HOME/11b32 to the end
of the MQSI_LIBPATH32 library search path environment variable.

3. Check that the user ID you use to access the database has sufficient
permissions on the broker database to connect and to create tables and indexes
as described in|Authorizing access to broker and user databases]

4. Ensure that the broker service user ID has read permissions on the database
client 1ib directories and files.

5. If you are using Oracle and want to use 32-bit execution groups, you must also
run the mqsi_setupdatabase command (for details see the [mgsi_setupdatabase

ommand).

Message BIP8146E is issued when creating a broker
* Scenario: The mgsicreatebroker command fails with the following message:

BIP8146E: Unable to retrieve the SQL primitives supported by the Database.

* Explanation: The command has failed to successfully connect and retrieve
database properties information.

¢ Solution: If the command has failed with this error:

— Check that the user ID that you specified to access the database has sufficient
permissions to connect to the database, and to create tables.

— Check that the ODBC configuration has been performed in accordance with
[Enabling ODBC connections to the databases|

Message BIP1511 is issued when creating a broker

* Scenario: Error message BIP1511E is displayed when you create a broker in the
Topology editor; for example:

BIP1511E: Queue manager 'QM1' cannot be associated with broker
'BR1'; it is already associated with broker 'BR1'

* Explanation: A queue manager cannot be associated with the specified broker
because it is already associated with that broker name. The problem occurs
because you performed an incorrect sequence of actions when you originally
deleted the broker, and you are now trying to re-create a broker of the same
name.

* Solution: Delete the broker before attempting to re-create it:
1. Stop the broker by using the mgsistop command.
2. Delete the broker from the topology in the workbench.

3. Check that the deletion was successful, and that the broker has disappeared
from the list in the workbench.

4. If you are using publish/subscribe, and the network of connected brokers
has been modified as a result of the deletion, issue a delta deploy of the

topology.
5. Delete the broker by using the mqgsideletebroker command.

Troubleshooting and support 15



16 Troubleshooting

Do not try to re-create the broker until the deleted topology has been deployed
successfully. If the broker is no longer shown in the workbench, you can then
re-create the broker:

1. Create the broker by using the mgsicreatebroker command.

2. Create the broker in the topology in the workbench.

3. Deploy the topology.

Message BIP0874 is issued when saving the topology editor after
creating or deleting a broker

* Scenario: Message BIP0874E is displayed when you are saving the topology
editor after creating or deleting a broker, and the broker is not created or
deleted.

* Explanation: This problem occurs because you are no longer authorized to
modify the topology.

* Solution: Ask your WebSphere Message Broker administrator to give your user
ID full access to the broker topology.

If you close the editor and save the topology changes, you do not receive any
error messages.

Messages BIP2321, BIP2322, BIP8040 are issued when creating a

broker

* Scenario: The mgsicreatebroker command fails with the listed messages.

* Explanation: The command has failed to successfully connect and retrieve
database properties information.

* Solution: Make the following checks:

1. The environment has been set up correctly for database access. If you are
using a 64-bit DB2 or Oracle instance, you must check that the 32-bit
database client libraries directory is at the end of the MQSI_LIBPATH32 library
search path environment variable.

2. The broker service user ID has read access to the database client libraries.

3. For all broker platforms on which you want to use 32-bit execution groups,
that the 32-bit ODBC file is configured.

Message BIP8081 is issued when creating a broker

* Scenario: Message BIP8OSIE is displayed when you are creating a broker, the
inserted message does not format correctly, and the broker is not created.

* Explanation: This problem occurs because you are not a member of the correct
group.

* Solution: Read the explanation of message BIP8081, and ask your WebSphere
Message Broker administrator to give your user ID access to the mgbrkrs group.

You cannot create files when creating a broker on AIX

* Scenario: When you run the mgsicreatebroker command on WebSphere Message
Broker for AIX, the following message is displayed:
BIP8135E Unable to create files. Operating System return code 1

* Explanation: The user ID that you create for WebSphere Message Broker testing
must have a primary group of mqm, and have mqbrkrs as one of the group set.
The following example shows an AIX SMIT panel listing the Change / Show
Characteristics of a User:



Change / Show Characteristics of a User

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

[TOP] [Entry Fields]
* User NAME peterc
User ID [202] #
ADMINISTRATIVE USER? false +
Primary GROUP [mgm] +
N Group SET [mgm, system,mgbrkrs,sys> + )

The Configuration Manager does not remove references to the
queue manager of a deleted broker

Scenario: The broker definition is incorrect, so you cannot add a new broker.

Explanation: This problem can occur if you delete a broker component without
removing it from the Message Broker Toolkit first. If your broker definition is
incorrect, you cannot instruct the Configuration Manager to add a new broker
with the same queue manager to the broker domain because the Configuration
Manager reports that the queue manager is already associated with the broker
that you deleted.

If your broker definition is incorrect, you cannot redeploy. If you delete a broker
component then try to deploy to it, any subsequent deploy to that broker fails
because the Configuration Manager reports that it is already deploying to the
broker that you have deleted.

Solution: Delete the queue manager for the deleted broker, then deploy. When
you deploy, the Configuration Manager recognizes that the queue manager does
not exist and cleans up the broker definition. You can now associate the queue
manager with another broker or redeploy the broker.

The JCL BIPGEN fails when you create a component on z/OS

Scenario: The BIPGEN job fails when you are copying the component profile
(BIPBPROF, BIPCPROF, or BIPUPROF) from the PDSE to the file system.
Explanation: The file system might lack the required space, the component
profile might not exist, or you might not have the appropriate authority.

* Solution: Make the following checks:

— The file system has sufficient space. You can check how much space is used
and how much is free in a file system using the OMVS command df -P
/pathname. 100 MB is 3 276 800 512 byte sectors.

— The profile file exists in the PDSE.
— Your user ID has the appropriate authority to write to the file system.

The mqsicreatebroker command hangs if the DB2 profile has not
been run
¢ Scenario: The mgsicreatebroker command hangs if the DB2 profile has not been

run. If you stop the command, you might cause a partial broker setup. This
partially created broker might be shown by the mgsilist command and the
registry, but none of the broker tables will have been created.

Explanation: This error can occur if the environment has not been set up
correctly.

Solution: Remove any partial setup and ensure that the environment is set up
correctly by following the instructions in [Configuring WebSphere Message]

Run the DB2 profile before reissuing the mgsicreatebroker command.

Troubleshooting and support 17



Your DataFlowEngine ends with an abend when you create a
broker on HP-UX using Oracle

* Scenario: Your message flow (DataFlowEngine or DFE) ends with an abend
when you create a broker on HP-UX using Oracle.

* Explanation: This problem occurs when you have installed DB2and Oracle on
the same computer.

* Solution: Remove the DB2 LIL files that are used by WebSphere Message Broker.
For example, issue the following commands:

mv install dir/1ib/imbdfdb2v6.111 install dir/1ib/imbdfdb2v6.blank
mv install dir/1ib/imbdfdb2.1i1 install dir/1ib/imbdfdb2.blank

Broker database creation fails when you create a broker

* Scenario: You are running the mgsicreatebroker command, and have specified a
DB2 database. The command returns error message BIP2371E that has content
like the following text:

BIP2371E: Database statement ''CREATE TABLE J SMITH.BROKERAAEG (BrokerUUID CHAR(16)
FOR BIT DATA NOT NULL , ExecGroupUUID CHAR (16) FOR BIT DATA NOT NULL,

ExecGroupLabel BLOB(1073741824) NOT NULL , RetryInterval INTEGER, PubSubServer INTEGER,
ProcessId INTEGER, ProcessState INTEGER, DynamicState INTEGER, DynamicSync INTEGER,
ProcArchitecture INTEGER, MsgId CHAR (24) FOR BIT DATA, CntlGrpMsgld CHAR (24)

FOR BIT DATA)'' could not be executed.

* Explanation: When you create a broker, the command sends requests to the
database manager for the database that you have specified, to create tables to
support the broker. The database has rejected the commands because the user ID
under which the requests have been sent is not valid; in this case the ID contains
a space.

* Solution: Rerun the command and specify a different user ID that is valid for
database access; for example, instead of "] SMITH", use "J_SMITH".

Other databases might also restrict the use of spaces, or other special characters,
in user IDs. If you get this error, or similar errors, check with the documentation
for your database vendor.

Error message BIP8075 is issued when creating a Configuration

Manager

* Scenario: On a Windows system, the mgsicreateconfigmgr command fails with
message BIP8075 and a Java exception unsatisfiedLinkException.

* Explanation: The Configuration Manager cannot find the JAR files that it needs
to connect to the configuration database. If you have installed additional
software since installing the broker, or have made manual updates to your
CLASSPATH, these updates might cause the mgsicreateconfigmgr command to
fail.

* Solution: Ensure that the DB2 JAR files, especially db2java.zip, are in your
CLASSPATH.

Error message BIP2624 is issued when creating an execution

group

* Scenario: When you create an execution group, you get several BIP2624
messages (MQRC=2012 (MQRC_ENVIRONMENT_ERROR)), and no WebSphere
MQ messages are processed.

* Explanation: You have created the broker to run as a WebSphere MQ trusted
application (that is, the broker runs in the same process as the WebSphere MQ
queue manager), but the user ID that you specified does not have the required
authority.
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Solution: If you request the trusted application option on the mgsicreatebroker
command by specifying the -t parameter, perform the appropriate steps for your
operating system:

BTN Windows
Using the -i parameter on the mqsicreatebroker command, specify a
service user ID that is a member of WebSphere MQ group mqm.

BIT®N Linux and UNIX systems
Specify the user ID mgm on the -i parameter on the mgsicreatebroker
command.

You do not know what authorities are set as part of the
mqsicreateaclentry command

Scenario: You do not know what authorities are set on the queue manager as
part of the mgsicreateaclentry command.

Solution: Use the WebSphere MQ dspmgqaut command to check which
authorities have been set on a queue manager by the mgsicreateaclentry
command. Ensure that the following authorities are set:

- inq

— set

— connect
— altusr
- chg

- dsp

— setall

The Default Configuration wizard fails with invalid argument
specified

Scenario: On a Windows system, the Default Configuration wizard fails. The
Default Configuration wizard log contains the following error message:

Invalid argument John Smith specified. Argument specified should be well formed.
Correct and reissue the command.

Explanation: You have entered a user name that contains one or more spaces.
The Default Configuration does not support the use of user names that contain
spaces, because the space character can cause problems in communications with
other operating systems.

Solution: Use an alternative user name that does not contain any spaces in the
Default Configuration wizard.

The Default Configuration wizard fails after installing DB2

Scenario: You have run the Default Configuration before installing DB2 on your
system, and removed the components created by the Default Configuration
wizard. You have then installed DB2 on your system, and attempted to run the
Default Configuration again.

Explanation: The broker database for the Default Configuration, DEFBKD61, exists
on the system as a Derby database. With DB2 installed, the Default
Configuration wizard searches for DB2 databases and not Derby databases.
Solution: To check if this situation is the cause of your problem, run the
following command:

mgsilist DatabaselnstanceMgr6

The following message is displayed if the default broker database exists as a
Derby database on the system: BIP98141: DEFBKD61- Derby. If the default broker
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database exists as a Derby database, you must manually delete the database, and
then rerun the Default Configuration wizard. Use the following instructions to
solve this problem:

1. Run the following command:
mgsideletedb -d DeleteAllDatabases
2. Run the Default Configuration wizard.

Resolving problems that occur when you start resources

20 Troubleshooting

Use the advice given here to help you to resolve common problems that can occur
when you start resources.

+ ["Resolving problems when starting a broker” on page 21|

— [“The broker and execution group are not running after you use the Defaul{
Configuration wizard” on page 22|

— [“The broker or Configuration Manager fails to start because there is not|
lenough space in the Java TMPDIR directory” on page 22|

— [“The broker fails to start when it is installed on HP-UX with Oracle and DB2”}

on page 22|

— |“Error message BIP2048 is issued on z/OS when your broker fails to start” on|

page 23|

— |“Diagnostic message ICH408I is issued on z/OS when your broker fails to|
start” on page 24|

— [“Abend code 047 is issued with a diagnostic message” on page 24|

— [“Database error message BIP2322 is issued when you start or stop a broker on|
Linux or UNIX” on page 25

— [“Error message BIP2228 is issued when you try to start a second broker on|
Linux or UNIX” on page 25

- [“MQIsdp client connection is refused by the broker” on page 25|

— [“Error messages BIP2604 and BIP2624 are issued when you start a broker or a
new message flow” on page 25|

— [“Error message BIP8985 is issued when you start a broker” on page 26|

— [“Error message BIP8986 is issued when you start a broker” on page 26|

— [“When you start the broker through the DataFlowEngine, it cycles|
continually” on page 27]

— [“The broker terminates with an abend on startup on AIX” on page 27|

- [“You have changed your logon password and cannot start your Configuration|
Manager or broker” on page 27]

— [“Broker on Windows platform fails to start with message BIP2818 and an|
abend” on page 28|

[“The Java installation is at an incorrect level” on page 28|

— [“The broker database is not started” on page 28|

[“Authorization errors are reported on z/OS” on page 29|

— |“Error message BIP8875 is issued when you start a broker or Configuration|
Manager ” on page 29|

— [“Broker startup on z/0S is very slow” on page 30|

* |“Resolving problems when starting a Configuration Manager” on page 31|

— [“The broker or Configuration Manager fails to start because there is not|
enough space in the Java TMPDIR directory” on page 22|

- [“You have changed your logon password and cannot start your Configuration|
Manager or broker” on page 27]




— [“Error messages BIP1708 and BIP§283 are issued when you start a|
Configuration Manager on Windows” on page 32|

— [“The Java installation is at an incorrect level” on page 28|

— [“Authorization errors are reported on z/0S” on page 29|

— [“Error message BIP8875 is issued when you start a broker or Configuration|
Manager” on page 33|

* |“Resolving problems when starting other resources” on page 35|

- [“Resources terminate during startup” on page 35|

— [“Resources hang at startup on Windows” on page 36|

[“Error message BIP8048 is issued when you start a component” on page 36|

[“You experience problems with the default configuration” on page 37

— |“A "Not Found" error is issued when you click a link to a specific sample” on|

[page 38|

— [“The Quick Tour is displayed as a blank window” on page 38|

[“Error message BIP0832 is issued on startup” on page 3§|

— [“Your execution groups restart repeatedly” on page 38|

[“You cannot tell whether startup is complete on z/OS” on page 39|

— [“Abend code 0C1 is issued when you try to start the DataFlowEngine on|
z/OS” on page 39|

— [“Error message BIP2604 with return code MQRC CONNTAG IN USE is issued|
during the start of a message flow on z/0S” on page 40|

— [“After creating or changing a configurable service, you restart your broker
but your message flow does not start, and message BIP2275 is issued in the|
system log or Windows Event Viewer” on page 40

— [“You cannot start the User Name Server” on page 42|

— [“A device allocation error is issued” on page 42|

- [“Windows Vista and Windows Server 2008 fail to recognize WebSphere|
Message Broker digital signatures: "Unknown Publisher"” on page 43|

— |“Error creating database when creating the default configuration on|
Windows” on page 43

— [“The create command fails, and error message BIP8022 is issued” on page 43|

Resolving problems when starting a broker
Use the advice given here to help you to resolve common problems that can arise
when you start a broker.

* |“The broker and execution group are not running after you use the Default]
Configuration wizard” on page 22|

* [“The broker or Configuration Manager fails to start because there is not enoughl|
space in the Java TMPDIR directory” on page 22|

* [“The broker fails to start when it is installed on HP-UX with Oracle and DB2”]

on page 22|

s |“Error message BIP2048 is issued on z/OS when your broker fails to start” on|

[page 23|

* |“Diagnostic message ICH408I is issued on z/OS when your broker fails to start”]

on page 24|

+ [“Abend code 047 is issued with a diagnostic message” on page 24|

+ |“Database error message BIP2322 is issued when you start or stop a broker on|
Linux or UNIX” on page 25|
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“Error message BIP2228 is issued when you try to start a second broker on|
Linux or UNIX” on page 25|

["MQIsdp client connection is refused by the broker” on page 25|

“Error messages BIP2604 and BIP2624 are issued when you start a broker or a
new message flow” on page 25|

[“Error message BIP8985 is issued when you start a broker” on page 26|

[“Error message BIP8986 is issued when you start a broker” on page 26|

“When you start the broker through the DataFlowEngine, it cycles continually”]

on page 22|

[“The broker terminates with an abend on startup on AIX” on page 27|

“You have changed your logon password and cannot start your Configuration|
Manager or broker” on page 27]

“Broker on Windows platform fails to start with message BIP2818 and an abend”]

on page 28|

[“The Java installation is at an incorrect level” on page 28|

[‘The broker database is not started” on page 28|

[“Authorization errors are reported on z/OS” on page 29|

“Error message BIP8875 is issued when you start a broker or Configuration|
Manager ” on page 29|

[‘Broker startup on z/OS is very slow” on page 30|

The broker and execution group are not running after you use the Default
Configuration wizard:

Scenario: You have used the Default Configuration wizard to create a default
configuration, and the alerts in the Broker Administration perspective show that
your broker and execution group are not running.

Explanation: At this stage, nothing has been deployed to the broker or the
execution group. therefore they are displayed as not running. After you have
deployed to the broker, the correct state of the broker and execution group is
displayed.

The broker or Configuration Manager fails to start because there is not enough
space in the Java TMPDIR directory:

Scenario: The broker or Configuration Manager fails to start and an error
message indicates that insufficient space is available.

Explanation: The broker and Configuration Manager use Java" JAR files. When
the broker or Configuration Manager starts, the Java runtime environment
extracts the JAR files into a temporary directory, Java TMPDIR. On Linux, UNIX,
and z/0S computers, the TMPDIR directory is typically /tmp; on Windows
computers, it is c:\temp. If this directory is not large enough to hold the JAR
files, the broker or Configuration Manager does not start.

Solution: Use one of the following methods to specify the location of this
temporary JAR directory:

— Use the environment variable TMPDIR.
— Set the system property java.io.tmpdir.
Allow at least 50 MB of space in this directory for broker components, and 10

MB of space for Configuration Manager components. You might need more
space if you deploy large user-defined nodes or other JARs to the broker.

The broker fails to start when it is installed on HP-UX with Oracle and DB2:



* Scenario: Oracle 9i, or 10g, and DB2 V9 are installed on the same HP-UX
computer, and the broker is using an Oracle broker database. The broker fails to
start, and an abend file shows that a segmentation violation has occurred
because symbols in the Oracle libraries are resolved in a DB2 library.

* Explanation: This problem is due to a coexistence issue between Oracle and DB2
on HP-UX.

e Solution: To use an Oracle broker database and have DB2 installed on the same
HP-UX computer, disable the install_dir/1ib/imbdfdb2.1i1 file. Rename the
imbdfdb2.111 file to solve this problem.

When you disable this file, it stops the broker invoking DB2 libraries that the
HP-UX operating system then uses to resolve the Oracle symbols.

Error message BIP2048 is issued on z/OS when your broker fails to start:

* Scenario: The following message is written to the SDSF SYSLOG on z/OS when
your broker fails to start:

+(MAGOBRK) © BIP2048E: An Exception was caught while issuing database SQL command
connect.

+(MAOOBRK) O BIP2321E: Database error: ODBC return code '-1'.

+(MAGOBRK) 0 BIP2322E: Database error: SQL State '58004'; Native Error Code '-99999'

* Explanation: The SQL State value of 58004 reveals that a system error occurred.
This error might be due to a DB2 authorization problem.

* Solution: The user ID under which the broker runs (the started task ID) needs
the following DB2 authorizations to be granted:

— DELETE, INSERT, SELECT, and UPDATE authorization on the broker
database tables

— EXECUTE authorization on plan DSNACLI

— SELECT authorization on table SYSIBM.SYSSYNONYMS
— SELECT authorization on table SYSIBM.SYSTABLES

— SELECT authorization on table SYSIBM.SYSDATABASE

Ensure that the broker user ID (or the group of which it is a member) has been
granted the necessary authorizations.

If the started task ID does not have execute authorization on the DSNACLI plan,
you get the errors listed in the scenario. If ODBC tracing is turned on, you also
see the following entries in the traceodbc file for the broker:

SQLAT1ocConnect( hEnv=1, phDbc=&lc6bacec )
SQLAT1ocConnect( )
---> SQL_ERROR
SQLError( hEnv=1, hDbc=0, hStmt=0, pszSqlState=&19ca445c, pfNativeError=&19ca4458,
pszErrorMsg=&1c3d9e50, cbErrorMsgMax=1024, pcbErrorMsg=&19cad4444 )
SQLError( pszSqlState="58004", pfNativeError=-99999, pszErrorMsg="{DB2 for 0S/390}
{ODBC Driver}
SQLSTATE=58004
ERRLOC=2:170:6
RRS "CREATE THREAD" failed using DB2 system:DFLO and Plan:DSNACLI RC=08 and REASON=00f30034",
pcbErrorMsg=159)
---> SQL_SUCCESS
SQLError( hEnv=1, hDbc=0, hStmt=0, pszSqlState=&19cad45c, pfNativeError=&19ca4458,
pszErrorMsg=&1c3d9e50, cbErrorMsgMax=1024, pcbErrorMsg=&19ca4444 )
SQLError( pszSqlState="42505", pfNativeError=-922, pszErrorMsg="{DB2 for 0S/390}
{ODBC Driver}
DSNT4081
SQLCODE = -922, ERROR: AUTHORIZATION FAILURE: PLAN ACCESS ERROR.
REASON 00F30034
DSNT4181
SQLSTATE = 42505 SQLSTATE RETURN CODE  DSNT415I
SQLERRP = DSNAETO3 SQL PROCEDURE DETECTING ERROR ERRLOC=2:170:8", pcbErrorMsg=371 )
---> SQL_SUCCESS
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If the started task ID does not have SELECT authorization on tables
SYSIBM.SYSSYNONYMS, SYSIBM.SYSDATABASE and SYSIBM.SYSTABLES, and
if ODBC tracing is turned on, you see the following type of entry in the
traceodbc file:
SQLTables( hStmt=1, szTableQualifier=Null Pointer, chTableQualifier=0,
szTabTeOwner="MA15USR", cbTableOwner=-3, szTableName=Null Pointer,
chTableName=0, szTableType=Null Pointer, cbTableType=0 )
SQLTables( )

---> SQL_ERROR

Diagnostic message ICH408I is issued on z/OS when your broker fails to start:

* Scenario: The following diagnostic message is written to the SDSF SYSLOG on

z/0OS when your broker fails to start:
ICH408I USER(MALOUSR ) GROUP(TSOUSER ) NAME(OTHER, A N (ANO) 484
/argo/MA10BRK/ENVFILE
- --TIMINGS (MINS.)--
----PAGING COUNTS---
-JOBNAME  STEPNAME PROCSTEP RC  EXCP CPU SRB CLOCK  SERV PG
PAGE ~ SWAP VIO SWAPS
CL(DIRSRCH ) FID(01D7D3E2E3F1F9002D08000000000003)
INSUFFICIENT AUTHORITY TO LOOKUP
ACCESS INTENT(--X) ACCESS ALLOWED(OTHER ---)

* Explanation: The started task ID, under which the broker runs, must be in a
RACF® or z/OS UNIX System Services (USS) group that has rwx permissions on
the broker directory. For example, consider a broker that is created under
directory /argo/MAGOBRK. It runs under started task ID MAOOUSR. Issuing the Is
-al command from the root directory / to find the permission bit settings on
/argo returns:

drwxrwx--- 5 BPXROOT ARGOUSR 8192 Jul 30 13:57 argo

If you issue the id MAOOUSR command to find the group membership of started
task ID MAOOUSR you see:

uid=14938(MAGOUSR) gid=5(TSOUSER) groups=229(ARGOUSR)

These results show that the started task ID MAOOUSR potentially has rwx
permissions on subdirectories to /argo, because these permissions are set for
both the user and the group that is associated with MAOOUSR. If the
permissions are not set correctly, you see the type of diagnostic message shown
in the scenario.

e Solution: Make sure that the started task ID, under which the broker runs, is in
a RACF or USS group that has rwx permissions on the broker directory.

Abend code 047 is issued with a diagnostic message:

* Scenario: On z/OS, your broker generates abend code 047 when you try to start
it, and the following diagnostic message is written to the SDSF SYSLOG:

TEA9951 SYMPTOM DUMP OUTPUT 463
SYSTEM COMPLETION CODE=047
TIME=10.53.47 SEQ=00419 CPU=0000 ASID=008E
PSW AT TIME OF ERROR 078D0000  98D0O9E52 ILC 2 INTC 6B
ACTIVE LOAD MODULE ADDRESS=18D08828 OFFSET=0000162A
NAME=SPECIALNAME
61819987 968995A2 A3618499 89A58599 =/argoinst/driverx
F1F46D82 96858261 A4A29961 93979761 =14 boeb/usr/lpp/*
A6949889 61828995 61828997 89948189 *wmqi/bin/bipimaix
95 *n *
DATA AT PSW 18D0O9E4C - 58109948 0A6B5820 B8E95020
GPR 0-3 00000000 0000003C 00000000 00000000
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GPR 4-7 18D10300 18D115F0 00000013 00000004
GPR 8-11 18D111CF 18D101DO 18DOBBBE 18DOABBF
GPR 12-15 98DO9BCO 18D101D0 98DOIE22  00OOOOO0
END OF SYMPTOM DUMP
Explanation: System completion code 047 means that an unauthorized program
issued a restricted Supervisor Call (SVC) instruction. The diagnostic message
also indicates that the program in error was bipimain.

Solution: When you install WebSphere Message Broker, issue the command
extattr +a bipimain from the bin directory of the installation path to give APF
authorization to program bipimain.

Database error message BIP2322 is issued when you start or stop a broker on
Linux or UNIX:

Scenario: The following error message is displayed when you start or stop a
broker on a Linux or UNIX computer:

Database Error. DataDirect ODBC driver License file not found.

Explanation: When you start or stop a broker from a user ID other than the one
that created the broker (that is, not the service user ID), a problem might occur
where WebSphere Message Broker cannot find the necessary DataDirect license
file (install_dir/wmqi/IVUK.LIC).

Solution: Insert a link to the DataDirect license file into the /usr/lTocal/1ib
directory.

Error message BIP2228 is issued when you try to start a second broker on Linux
or UNIX:

Scenario: Error message BIP2228, which mentions semct1 in the syslog, is
displayed when you try to start a second broker on Linux or UNIX.

Explanation: This error typically indicates a permissions problem with a
semaphore used by WebSphere Message Broker. A semaphore is created when
the first broker starts after a reboot (or after an initial installation), and only
members of the primary group of the semaphore creator can access this
semaphore. This problem is a consequence of the UNIX System V IPC primitives
that are used by WebSphere Message Broker.

The BIP2228 message is logged by any broker that is started by a user who is
not a member of the primary group of the semaphore creator. The broker tries to
access the semaphore, but fails with a permissions-related error. The broker then
terminates with the BIP2228 message.

Solution: Avoid this problem by ensuring that all user IDs used to start
WebSphere Message Broker have the same primary group. If this action is
impractical, ensure that all user IDs are members of primary groups of all other
user IDs. Contact your IBM Support Center for further assistance.

MQIsdp client connection is refused by the broker:

Scenario: When a new MQIsdp client tries to connect to the broker, its
connection is refused.

Explanation: MQIsdp Client ID fields must be unique. If a client sends a CONN
packet that contains the same Client ID as a currently connected client, the
behavior is undefined.

Solution: Ensure that Client IDs are unique.

Error messages BIP2604 and BIP2624 are issued when you start a broker or a
new message flow:
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* Scenario: The following messages are written to the USS syslog on z/OS when

your execution group, or a newly deployed or started message flow, fails to
start:

(PMQ1BRK.default) [8]BIP2624E: Unable to connect to queue manager 'PMQ5':

MQCC=2; MQRC=2025; message flow node 'ComIbmMQConnectionManager'
(PMQ1BRK.default) [8]BIP2604E: Node failed to open WebsphereMQ queue

"INPUT1' owned by queue manager 'PMQ5': completion code 2; reason code 2025
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* Explanation: The WebSphere MQ return code of 2025 indicates that the

maximum number of concurrent connections has been exceeded. On z/0OS, a
typical cause of this problem is the setting for IDBACK in the WebSphere MQ
CSQ6SYSP macro.

* Solution: See the z/OS System Setup Guide section of the [WebSphere MQ Version|

7 Information Center online| or [WebSphere MQ Version 6 Information Center]

online| for information about setting the IDBACK variable.

Error message BIP8985 is issued when you start a broker:
¢ Scenario: You issue the mgsistart command for a broker, but the broker does not

start and the system log shows message BIP8985:

The broker cannot detect the PSMODE for WebSphere MQ queue manager WBRK QM.
Return code: nnnn

Explanation: When it starts, the broker connects to its WebSphere MQ queue
manager and checks the version of WebSphere MQ that is installed. If
WebSphere MQ Version 7.0 is installed, the broker queries the value of the
PSMODE attribute of its queue manager to check that this state is compatible
with the broker.

The broker has detected that WebSphere MQ Version 7.0 is installed, but the
request for the PSMODE attribute value has failed.

Solution: Refer to the Publish/Subscribe User’'s Guide section in the |WebSpherE|

IMQ Version 7 Information Center online] See [Planning for publish/subscribe|

application support] for information about PSMODE and the effect of this

attribute on the broker and on publish/subscribe activity.

Error message BIP8986 is issued when you start a broker:
* Scenario: You issue the mgsistart command for a broker, but the broker does not

start and the system log shows message BIP8986:

A failure occurred when the broker tried to update the PSMODE for

WebSphere MQ queue manager WBRK_QM. Return code: nnnn.

Explanation: When it starts, the broker connects to its WebSphere MQ queue
manager and checks the version of WebSphere MQ that is installed. If
WebSphere MQ Version 7.0 is installed, the broker queries the value of the
PSMODE attribute of its queue manager. If the value is ENABLED, the broker
changes the PSMODE to the value COMPATIBILITY. The change request has
failed.

Solution: The typical reason for this request to fail is that the command server
associated with the queue manager is inactive.

Another reason for this failure, is that the broker service ID is not part of the mqm
group and does not have the required permission to process PCF commands.
Use following setmgaut command to provide permission for processing PCF
commands:

setmgaut -m <QMgrName> -n SYSTEM.ADMIN.COMMAND.QUEUE -t queue -g mgbrkrs

tbrowse +get +inq +put +set +setall +passall +passid +chg +dsp

setmgaut -m <QMgrName> -n SYSTEM.DEFAULT.MODEL.QUEUE -t queue -g mgbrkrs

+browse +get +ing +put +set +setall +passall +passid +chg +dsp
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For more information about PSMODE and the broker publish/subscribe support,
see [Planning for publish/subscribe application support} For information about
the command server, including how to start it, see the System Administration
Guide or z/OS System Administration Guide section in the [WebSphere MQ Version|
[7 Information Center onlinel

When you start the broker through the DataFlowEngine, it cycles continually:

* Scenario: When you start the broker through the DataFlowEngine, it continually
cycles, starts and stops, and errors BIP2801 and BIP2110 appear in the log:

Unable to load implementation file '/opt/IBM/DistHu b/v2/1ib/1ibdhbNBIO.so",
rc=The file access permissions do not allow the specified action.
Message broker internal program error.

* Explanation: The permissions on /opt/IBM have a value of 700, meaning that the
broker service user ID cannot read the disthub files.

* Solution: Set the permissions on /opt/IBM to 755, which is rwxr-xr-x.

The broker terminates with an abend on startup on AIX:

* Scenario: The broker terminates with an abend on startup. Error message
BIP2228 is issued, stating that the /usr/jrel5 directory cannot be found. In
addition, a number of abend files are generated.

* Explanation: The Java Runtime Environment (JRE) is a prerequisite on AIX and
must be installed in a directory named /usr/jrel5 in order to start a broker.

* Solution: Make sure that you install the JRE in the /usr/jrel5 directory before
you start a broker. Alternatively, create a symbolic link between the /usr/jrel5
directory and the directory where the JRE was installed.

You have changed your logon password and cannot start your Configuration
Manager or broker:

* Scenario: You have changed your logon password, and when you start the
Configuration Manager or broker, you see the following error message:

BIP8026E: It was not possible to start the component.

The component could not be started using the service user ID that was supplied when
the component was created. Ensure that the service user ID and password are still
valid. Ensure that the service user ID has permission to access all of the products
directories, specifically the 'bin' and 'Tog' directories. Check for system
messages (on Windows this would be the application event log).

* Solution: Change properties of your broker, Configuration Manager, and
possibly DB2 services, by completing the following steps:

1. Change your broker by using the command:
mqgsichangebroker brokername -i ServicelserID -a ServicePassword -p DataSourcePassword

For example, to change your logon password to userlpwd for user ID userl
on the broker called WBRK_BROKER, use the following command:

mgsichangebroker WBRK BROKER -i userl -a userlpwd -p userlpwd
2. Change your Configuration Manager by using the command:
mqgsichangeconfigmgr -i ServicelUserID -a ServicePassword -p DataBasePassword

For example, to change your logon password to userlpwd for user ID userl
on the Configuration Manager, use the command:

mgsichangeconfigmgr -i userl -a userlpwd -p userlpwd

3. Change the logon properties on your DB2 services:
a. Click Start » Settings » Control Panel » Administrative Tools > Services
b. Right-click DB2 services, click Properties, and click the Log On tab.
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c. Change your account and password to reflect the database passwords
used in the commands shown previously.

d. Stop and start your services.
4. Restart your components.

Broker on Windows platform fails to start with message BIP2818 and an abend:

Scenario: You have more than one broker defined on a single Windows
computer, and your brokers use different service user IDs. You can start brokers
that share a common service user 1D, but if you try to run a broker with a
different service user ID at the same time you see BIP2818 message in Event
Viewer saying “Failed to create semaphore”. An abend file is also created
(message BIP2110). The abend shows function CreateMutexW and err no 17.

Explanation: On Windows computers, brokers that run on the same computer
must all use the same service user ID.

Solution: Revise your broker configuration so that all brokers on a single
Windows computer run with the same service user ID.

The Java installation is at an incorrect level:

Scenario: You issue the command to start a broker or a Configuration Manager,
but the component does not start and the system log includes message BIP8892,
for example:
Verification failed. The installed Java level 1.3.2 does not

meet the required Java level 1.5.
Explanation: The command performs a check on the level of the Java product
installed on the computer to ensure that the Java product is at the required level.
The check has failed, therefore the component is not started.

Solution:

— On distributed systems, you must use the JVM that is supplied with the
component; no other Java product is supported. Check that you have run
mgsiprofile, or (on Windows only) that you issued the mgsistart command
from the correct command console.

If you ran the profile command, check the settings of the environment
variables in mgsiprofile; MQSI_JREPATH, PATH, and the appropriate library
path environment variables for your operating system. Change these settings
to point to the integrated JVM, and ensure that no other Java installation is in
the path.

— On z/0S, install the correct level of Java that is reported in this message,

update the broker profile BIPBPROF, or the Configuration Manager profile
BIPCPROEF, and submit BIPGEN to refresh the component ENVFILE.

The broker database is not started:

Scenario: You issue the command to start a broker, but the broker does not start
and the system log shows message BIP8891, for example:

Verification failed. Failed to connect to database DBl with
user ID UID1. Preceding messages contain further information.

* Explanation: The command performs a series of checks to ensure that the broker

database is available and that the database tables are correct and accessible. One
or more of the checks for the broker identified in the message has failed,
therefore the broker is not started. A typical sequence of error messages is
BIP8873 (verification started), BIP2322 (SQL error), BIP8891 (database connect
failed), and BIP8875 (verification failed).



* Solution: Review the set of messages that immediately precede message BIP8875
in the log. Message BIP2322, shown in this example, is specific to a DB2 error;
the errors reported depend on your database vendor.

The database message might contain return or error codes; refer to the
documentation provided by your database vendor to find the cause of the error.
Typical problems are incorrect user ID or password, or incorrect user ID
permissions.

Make any required changes to your database setup, and try the operation again.

Authorization errors are reported on z/OS:

* Scenario: You issue the command to start a broker or a Configuration Manager,
but the component does not start and the JOBLOG includes message BIP8903,
for example:

Verification failed. The APF Authorization check failed
for file '/usr/1pp/mgsi/bin/mgsireadlog'.

WebSphere Message Broker requires that only bipimain is APF Authorized
for successful operation. File '/usr/lpp/mgsi/bin/mgsireadlog"
fails that requirement.

If the file indicated in the message is bipimain, use the USS command
extattr to ensure that it is APF Authorized.

If the file indicated in the message is not bipimain, use the USS
command extattr to ensure that it is not APF Authorized.

For more information, search the information center for "APF attributes".

* Explanation: When you start a component, a series of checks is made to ensure
that the component environment is set up correctly. One or more of the checks
for the component identified in the message has failed, therefore the component
is not started. The errors shown here indicate that the authorizations for some
files are incorrect and incompatible with component operation.

The broker requires that a single file, bipimain, is APF authorized, but the
checks indicate that the authorization for file mgsireadlog is incorrect.

* Solution: The file bipimain must be APF authorized, and all other files must not
have that authorization. Make the required changes to authorization for the files
that are identified in the error messages and try the operation again.

Error message BIP8875 is issued when you start a broker or Configuration
Manager :

* Scenario: You issue the mgsistart command to start a broker or Configuration
Manager, but the component does not start and the system log shows message
BIP8875, for example:

The component verification for WBRK_BROKER has finished,
but one or more checks failed.

The component verification for CMGRO1 has finished,
but one or more checks failed.
¢ Explanation: The command performs a series of checks to ensure that the
component environment, WebSphere MQ queues, database tables (if the
component is a broker), and Java are correct and accessible. One or more of the
checks for the component identified in the message has failed, therefore the
component is not started.

* Solution: Look in the system log, or in the Application log in the Event Viewer
on Windows. Additional messages have been written before this message to
indicate which checks have failed. All the checks are performed every time you
issue mgsistart, therefore all errors are included in the log. Some messages are
also returned when you run the command from the command line.

Investigate the one or more errors that have been reported and check return
codes and additional details. Look at the complete message content to check for
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typical causes of the error, and follow the advice given for the messages that

you see in the log. View the complete message text in the Diagnostic Messages

reference topics.

For example, you might see one or more of the following messages:

— BIP8875W: The component verification for 'component_name' has finished, but
one or more checks failed.

— BIP8877W: The environment verification for component 'component_name' has
finished, but one or more checks failed.

— BIP8880W: The database verification for component 'component_name' has
finished, but one or more checks failed.

— BIP8883W: The WebSphere MQ verification for component 'component_name'
has finished, but one or more checks failed.

— BIP8885E: Verification failed. Failed to connect to queue manager
‘queue_manager_name'. MQRC: return_code MQCC: completion_code

— BIP8887E: Verification failed for queue 'queue_name' on queue manager
‘queue_manager_name' while issuing 'operation'. MQRC: return_code MQCC:
completion_code

— BIP8888E: Verification failed. Failed to disconnect from queue manager
‘queue_manager_name'. MQRC: return_code MQCC: completion_code

— BIP8889E: Verification failed for table 'table_name' in broker database
'database_name'. Subsequent messages contain further information.

— BIP8891E: Verification failed. Failed to connect to database 'database_name'
with user ID 'user_ID'. Subsequent messages contain further information

— BIP8892E: Verification failed. The installed Java level 'level_installed'" does not
meet the required Java level 'level_supported'.

— BIP8893E: Verification failed for environment variable 'variable_name'. Unable
to access file 'file_name' with user ID 'user_ID'. Additional information for IBM
support: datal data2.

— BIP8895E: Verification failed. Environment variable 'variable_name' is incorrect
or missing.

— BIP8896E: Verification failed. Unable to access the registry with user ID
‘user_ID'. Additional information for IBM support: datal data2

— BIP8897E: Verification failed. Environment variable 'variable_name' does not
match the component name 'component_name'.

— BIP8898E: Verification failed. Table 'table_name' in database 'database_name'
contains no columns.

— BIP8899E: Verification failed. Table 'table_name' in database 'database_name'
contains 'number_of_rows' rows, but must contain exactly one row.

— BIP8903E: Verification failed. The APF Authorization check failed for file
‘'file_name'.

— BIP8904E: Verification failed. Failed to start file 'file_name' with return code
'return_code' and errno 'error_number'.

If you cannot resolve the problems that are reported, and you receive a message
such as BIP8893 that includes additional information, include these items in the
information that you provide when you contact IBM Service.

Broker startup on z/OS is very slow:

* Scenario: The broker startup on z/OS takes many minutes, with an extended
time taken in loading the imbjpTug2 .lil file.

* Explanation: When WebSphere Message Broker is run in a shared file system
sysplex environment, the LPAR that the broker started in does not necessarily
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own the file system mounts that broker uses. In this scenario all file accesses
have to pass through the coupling facility, which adversely affects performance.
During startup the broker accesses and reads many files, and loads many Java
class files. All these file operations are slowed, causing longer startup times.

* Solution: For optimal startup performance, mount the directories that the broker
accesses in the LPAR in which the broker is started. In particular, mount the
WebSphere Message Broker installation directories locally. [Mounting file systems|
lists the directories that WebSphere Message Broker on z/OS needs on the file
system at run time; mount them locally for optimal performance.

Resolving problems when starting a Configuration Manager
This topic contains advice for dealing with some common problems that can arise
when you start a Configuration Manager.

+ [“The broker or Configuration Manager fails to start because there is not enough|
space in the Java TMPDIR directory”|

* |“You have changed your logon password and cannot start your Configuration|
Manager or broker”]

* |“Error messages BIP1708 and BIP8283 are issued when you start a Configuration|
Manager on Windows” on page 32|

* |“Error message BIP8875 is issued when you start a broker or Configuration|
Manager” on page 33

+ |“Authorization errors are reported on z/0OS” on page 33|

* |“Error message BIP8875 is issued when you start a broker or Configuration|
Manager” on page 33|

The broker or Configuration Manager fails to start because there is not enough
space in the Java TMPDIR directory:

* Scenario: The broker or Configuration Manager fails to start and an error
message indicates that insufficient space is available.

* Explanation: The broker and Configuration Manager use Java JAR files. When
the broker or Configuration Manager starts, the Java runtime environment
extracts the JAR files into a temporary directory, Java TMPDIR. On Linux, UNIX,
and z/0OS computers, the TMPDIR directory is typically /tmp; on Windows
computers, it is c:\temp. If this directory is not large enough to hold the JAR
files, the broker or Configuration Manager does not start.

* Solution: Use one of the following methods to specify the location of this
temporary JAR directory:
— Use the environment variable TMPDIR.

— Set the system property java.io.tmpdir.

Allow at least 50 MB of space in this directory for broker components, and 10
MB of space for Configuration Manager components. You might need more
space if you deploy large user-defined nodes or other JARs to the broker.

You have changed your logon password and cannot start your Configuration

Manager or broker:

* Scenario: You have changed your logon password, and when you start the
Configuration Manager or broker, you see the following error message:

BIP8026E: It was not possible to start the component.
The component could not be started using the service user ID that was supplied when
the component was created. Ensure that the service user ID and password are still
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valid. Ensure that the service user ID has permission to access all of the products
directories, specifically the 'bin' and 'log' directories. Check for system
messages (on Windows this would be the application event Tlog).
* Solution: Change properties of your broker, Configuration Manager, and
possibly DB2 services, by completing the following steps:
1. Change your broker by using the command:

mgsichangebroker brokername -i ServicelUserID -a ServicePassword -p DataSourcePassword

For example, to change your logon password to userlpwd for user ID userl
on the broker called WBRK_BROKER, use the following command:

mgsichangebroker WBRK _BROKER -i userl -a userlpwd -p userlpwd
2. Change your Configuration Manager by using the command:
mgsichangeconfigmgr -i ServicelUserID -a ServicePassword -p DataBasePassword

For example, to change your logon password to userlpwd for user ID userl
on the Configuration Manager, use the command:

mgsichangeconfigmgr -i userl -a userlpwd -p userlpwd

3. Change the logon properties on your DB2 services:
a. Click Start » Settings » Control Panel » Administrative Tools > Services
b. Right-click DB2 services, click Properties, and click the Log On tab.

c. Change your account and password to reflect the database passwords
used in the commands shown previously.

d. Stop and start your services.
4. Restart your components.

Error messages BIP1708 and BIP8283 are issued when you start a Configuration
Manager on Windows:

* Scenario: Error messages BIP1708 and BIP8283 are issued when you start a
Configuration Manager on Windows:

BIP8283E: Configuration Manager_name ) User Name Services are disabled.

The Configuration Manager communicates with the User Name Server in order to procure
user and group information for configuring topic ACLs.

No action unless you want to manage topic ACLs. If you want to manage topic ACLs
you must reconfigure the Configuration Manager by providing a queue manager name
for the User Name Server.

BIP1708E: Configuration_Manager_name ) User Name Services are disabled.

The Configuration Manager communicates with the User Name Server in order to procure user

and group information for configuring topic ACLs.

No action unless you want to manage topic ACLs. If you want to manage topic ACLs

you must reconfigure the Configuration Manager by providing a queue manager name

for the User Name Server.

* Explanation: These two errors are issued if the Windows component File and

Printer Sharing for Microsoft® Networks is not installed on this system, or was
uninstalled after you installed WebSphere Message Broker. The Configuration
Manager uses APIs that are provided by the File and Printer Sharing component
to implement user access authorizations.

* Solution: Install the Windows File and Printer Sharing component. If you do not
want to use this component to allow users to share printers or files on this
system, disable the component. The Configuration Manager requires the
component to be installed, but does not need the component to be enabled to
complete its access checks.

The Java installation is at an incorrect level:
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* Scenario: You issue the command to start a broker or a Configuration Manager,
but the component does not start and the system log includes message BIP8892,
for example:

Verification failed. The installed Java level 1.3.2 does not
meet the required Java level 1.5.

* Explanation: The command performs a check on the level of the Java product
installed on the computer to ensure that the Java product is at the required level.
The check has failed, therefore the component is not started.

e Solution:

— On distributed systems, you must use the JVM that is supplied with the
component; no other Java product is supported. Check that you have run
mgsiprofile, or (on Windows only) that you issued the mgsistart command
from the correct command console.

If you ran the profile command, check the settings of the environment
variables in mgsiprofile; MQSI_JREPATH, PATH, and the appropriate library
path environment variables for your operating system. Change these settings
to point to the integrated JVM, and ensure that no other Java installation is in
the path.

— On z/0S, install the correct level of Java that is reported in this message,
update the broker profile BIPBPROF, or the Configuration Manager profile
BIPCPROF, and submit BIPGEN to refresh the component ENVFILE.

Authorization errors are reported on z/OS:

* Scenario: You issue the command to start a broker or a Configuration Manager,
but the component does not start and the JOBLOG includes message BIP8903,
for example:

Verification failed. The APF Authorization check failed
for file '/usr/1pp/mgsi/bin/mgsireadlog'.

WebSphere Message Broker requires that only bipimain is APF Authorized
for successful operation. File '/usr/lpp/mgsi/bin/mgsireadlog'
fails that requirement.

If the file indicated in the message is bipimain, use the USS command
extattr to ensure that it is APF Authorized.

If the file indicated in the message is not bipimain, use the USS
command extattr to ensure that it is not APF Authorized.

For more information, search the information center for "APF attributes".

* Explanation: When you start a component, a series of checks is made to ensure
that the component environment is set up correctly. One or more of the checks
for the component identified in the message has failed, therefore the component
is not started. The errors shown here indicate that the authorizations for some
files are incorrect and incompatible with component operation.

The broker requires that a single file, bipimain, is APF authorized, but the
checks indicate that the authorization for file mgsireadlog is incorrect.

* Solution: The file bipimain must be APF authorized, and all other files must not
have that authorization. Make the required changes to authorization for the files
that are identified in the error messages and try the operation again.

Error message BIP8875 is issued when you start a broker or Configuration

Manager:

* Scenario: You issue the mgsistart command to start a broker or Configuration
Manager, but the component does not start and the system log shows message
BIP8875, for example:

The component verification for WBRK_BROKER has finished,
but one or more checks failed.
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The component verification for CMGRO1 has finished,
but one or more checks failed.
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Explanation: The command performs a series of checks to ensure that the
component environment, WebSphere MQ queues, database tables (if the
component is a broker), and Java are correct and accessible. One or more of the
checks for the component identified in the message has failed, therefore the
component is not started.

Solution: Look in the system log, or in the Application log in the Event Viewer
on Windows. Additional messages have been written before this message to
indicate which checks have failed. All the checks are performed every time you
issue mgqsistart, therefore all errors are included in the log. Some messages are
also returned when you run the command from the command line.

Investigate the one or more errors that have been reported and check return
codes and additional details. Look at the complete message content to check for
typical causes of the error, and follow the advice given for the messages that
you see in the log. View the complete message text in the Diagnostic Messages
reference topics.

For example, you might see one or more of the following messages:

— BIP8875W: The component verification for 'component_name' has finished, but
one or more checks failed.

— BIP8877W: The environment verification for component 'component_name' has
finished, but one or more checks failed.

— BIP8880W: The database verification for component 'component_name' has
finished, but one or more checks failed.

— BIP8883W: The WebSphere MQ verification for component 'component_name'
has finished, but one or more checks failed.

— BIP8885E: Verification failed. Failed to connect to queue manager
‘queue_manager_name'. MQRC: return_code MQCC: completion_code

— BIP8887E: Verification failed for queue 'queue_name' on queue manager
‘queue_manager_name' while issuing 'operation'. MQRC: return_code MQCC:
completion_code

— BIP8888E: Verification failed. Failed to disconnect from queue manager
‘queue_manager_name'. MQRC: return_code MQCC: completion_code

— BIP8889E: Verification failed for table 'table_name' in broker database
‘database_name'. Subsequent messages contain further information.

— BIP8891E: Verification failed. Failed to connect to database 'database_name'
with user ID 'user_ID'. Subsequent messages contain further information

— BIP8892E: Verification failed. The installed Java level 'level_installed' does not
meet the required Java level 'level_supported'.

— BIP8893E: Verification failed for environment variable 'variable_name'. Unable
to access file 'file_name' with user ID 'user_ID'. Additional information for IBM
support: datal data?2.

— BIP8895E: Verification failed. Environment variable 'variable_name' is incorrect
or missing.

— BIP8896E: Verification failed. Unable to access the registry with user ID
‘user_ID'. Additional information for IBM support: datal data2

— BIP8897E: Verification failed. Environment variable 'variable_name' does not
match the component name 'component_name'.

— BIP8898E: Verification failed. Table 'table_name' in database 'database_name'
contains no columns.



— BIP8899E: Verification failed. Table 'table_name' in database 'database_name'
contains 'number_of_rows' rows, but must contain exactly one row.

— BIP8903E: Verification failed. The APF Authorization check failed for file
'file_name'.

— BIP8904E: Verification failed. Failed to start file 'file_name' with return code
'return_code' and errno 'error_number'.

If you cannot resolve the problems that are reported, and you receive a message
such as BIP8893 that includes additional information, include these items in the
information that you provide when you contact IBM Service.

Resolving problems when starting other resources
Advice for dealing with some common problems that can arise when you start
resources other than a broker or Configuration Manager.

+ [“Resources terminate during startup’]

* [“Resources hang at startup on Windows” on page 36|

* [“Error message BIP8048 is issued when you start a component” on page 36|

* “You experience problems with the default configuration” on page 37

+ |[“A "Not Found" error is issued when you click a link to a specific sample” on|

page 38|

* [“The Quick Tour is displayed as a blank window” on page 38|

* [“Error message BIP0832 is issued on startup” on page 3§|

* [“Your execution groups restart repeatedly” on page 38|

* [“You cannot tell whether startup is complete on z/0S” on page 39

* [“Abend code 0C1 is issued when you try to start the DataFlowEngine on z/0S"]

on page 39|
* |“Error message BIP2604 with return code MQRC CONNTAG IN USE is issued during|
the start of a message flow on z/0S” on page 40|

+ [“After creating or changing a configurable service, you restart your broker but]
your message flow does not start, and message BIP2275 is issued in the system|
log or Windows Event Viewer” on page 40)

* [“You cannot start the User Name Server” on page 42|

* |“A device allocation error is issued” on page 42|

+ [“Windows Vista and Windows Server 2008 fail to recognize WebSphere Message|
Broker digital signatures: "Unknown Publisher"” on page 43|

* |“Error creating database when creating the default configuration on Windows”]

on page 43|

* [“The create command fails, and error message BIP8022 is issued” on page 43|

Resources terminate during startup:
« N Scenario: The following error message is displayed when you start a
broker, Configuration Manager, or User Name Server, on Windows:

ServiceName - DLL initialization failure Initialization of the
dynamic 1ink Tlibrary c:\windows\system32\user32.d11 failed.
The process is terminating abnormally.

* Explanation: This error is issued by Windows when it fails to start a service
because it has insufficient storage.
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* Solution: This error is an operating system problem. Information about how to

recover from this problem is available in the Microsoft Developer Network
(MSDN). You can access MSDN on the Web at http://msdn.microsoft.com.

Resources hang at startup on Windows:

« MEIEN Scenario: You try to start the Configuration Manager or a broker on

Windows, but nothing happens in the Event log to show that a connection has
started.

Explanation: This problem is typically caused by processes having only one
thread. To see if this is the cause, check the Windows Task Manager. If either of
the processes bipconfigmgr.exe or dataflowengine.exe has started, check the
number of threads owned by the process. If the process has only one thread, you
are likely to encounter this problem.

Solution:

1. Shut down the broker using the mqgsistop command and end the process
from within the Task Manager.

2. From the Windows Start button, click Settings > Control Panel
3. Double-click Administrative Tools

4. Double-click Services to open the Services window. From the list of available
services, locate and right-click the broker or Configuration Manager resource
you are attempting to start (the service name begins with IBM WebSphere
Message Broker component). Click Properties from the menu.

5. Make a note of the This Account setting. Contact the system administrator to
obtain the password associated with This Account, because these settings are
lost when you change values.

6. Select System Account as the Log On As option, and select Allow Service to
Interact with Desktop. These selections allow you to see any hidden dialog
messages. Click OK to accept the changes.

7. Restart the resource that is failing and report any subsequent error messages
and dialog box messages to your IBM Service Representative.

8. When your IBM Service Representative has resolved this problem for you,
make sure that you restore the This Account, Password, and Confirm
Password entries to the values that you used when you created the broker.

Error message BIP8048 is issued when you start a component:

* Scenario: Error message BIP8048 is issued when you start a component.

* Explanation: This message indicates that WebSphere MQ is not responding as
expected when it tries to start the queue manager. This problem might be
because the strmgm executable file is not present on UNIX or Linux systems, or

the amgmdain executable file is not present on Windows, or permissions are
incorrect.

* Solution: Check that your WebSphere MQ installation is fully functional:
— On Windows, start the "IBM MQSeries" service.

— On UNIX or Linux, issue the strmqm command to start the queue manager
that is associated with this component.

If the check fails, your WebSphere MQ installation is incomplete. This error
occurs typically because you have previously installed WebSphere Application
Server, which installs an embedded WebSphere MQ component that does not
support WebSphere Message Broker.

Uninstall WebSphere Application Server, then install the full WebSphere MQ
product that is provided with WebSphere Message Broker.



You experience problems with the default configuration:

* Scenario: You have run the Default Configuration wizard but there are problems
with the default configuration.

* Solution: Use the Default Configuration wizard to fremove the defauly

onfiguratio

If the Default Configuration wizard does not remove the default configuration
completely, a wizard failure window opens with instructions on where to find
the log. Take the following steps:

1.

Follow any advice that is given in the Default Configuration wizard log and
try each step again.

If retrying fails, restart the computer and run the Default Configuration
wizard again.

If the wizard still does not remove the default configuration, remove each
component manually by performing the following actions in the order
shown:

a.

Issue the following commands to find out which components are
installed:

— mgsilist (lists the components: broker and Configuration Manager)
— dspmgq (lists WebSphere MQ components: the queue manager)
— db2 list db directory (lists DB2 databases)

In the workbench, delete the connection file LocalDomain.configmgr from
the project LocalProject.

In the workbench, delete the project LocalProject.

Stop the default Configuration Manager by issuing the following
command in the Command Console:

mgsistop WBRK61_DEFAULT_CONFIGURATION_MANAGER
Stop the default broker by issuing the command:
mgsistop WBRK61_DEFAULT_BROKER

Delete the default broker by issuing the command:
mqsideletebroker WBRK61_DEFAULT_BROKER -w

The -w parameter deletes all files related to this broker from the
associated work path.

Delete the default Configuration Manager by issuing the command:
mqsideleteconfigmgr WBRK61_DEFAULT_CONFIGURATION_MANAGER -w -gq -n

The -q parameter deletes the queue manager, so do not use this
parameter if you have not already deleted the broker. The -w parameter
deletes all files related to the Configuration Manager from the associated
work path and the -n parameter deletes the configuration repository.
Remove the database by issuing the following commands:

— On Linux:

db2 disconnect DEFBKDB61
db2 drop DEFBKDB61

— On Windows:

mqsideletedb DEFBKDB61
Do not use these commands unless you have already deleted the broker.
Never delete the database before you delete the broker.

If you need to remove the queue manager manually, issue the following
commands:
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A

endmglsr -w -m WBRK61 DEFAULT_QUEUE_MANAGER
endmgm -i WBRK61 DEFAULT QUEUE_MANAGER
dTtmgm WBRK61 DEFAULT QUEUE_MANAGER
4. If you still experience problems after removing the default configuration
manually, [contact your IBM Support Center

"Not Found" error is issued when you click a link to a specific sample:

Scenario: You see a "Not Found" error when you click a link to a specific
sample, indicating that a URL is invalid.

Explanation: You can view sample applications only when you use the
information center that is integrated with the Message Broker Toolkit. If you are
viewing a stand-alone or online information center, you cannot access these
resources.

Solution: If you want to access samples, ensure that you are viewing the
information center from within the Message Broker Toolkit.

The Quick Tour is displayed as a blank window:

Scenario: The Quick Tour is displayed as a blank window.

Explanation: The Quick Tour requires Adobe® Flash Player (was Macromedia
Flash Player) Version 7, and is displayed as a blank window if the Adobe Flash
Player plug-in is not installed or is at the wrong level on the default browser.

Solution: Download the Adobe Flash Player using one of the following
methods:

— Follow the link at the bottom of the page.

— Select the specific Adobe Flash Player for your operating system and browser
from the |Adobe Flash Player download page]

If the Quick Tour is not displayed correctly through the information center, you
can view it by opening this file in a browser that has the Adobe Flash Player
installed: SDP70Shared\plugins\com.ibm.etools.mft.quicktour.doc 6.1.0.\
quick_tour\quick_tour.html.

Error message BIP0832 is issued on startup:

Scenario: The following error message is displayed on startup:

BIPO832E: A class java.io.FileNotFoundException exception occurred which
reported the following message: [filepath] (The process cannot access the
file because it is being used by another process). Resolve the reason of
error and try again.

Explanation: An invalid WebSphere MQ Java Client trace output file has been
specified on the Enqueue preferences screen.

Solution:

1. Open the Enqueue preferences screen by clicking Windows > Preferences,
then clicking Enqueue on the left.

2. In the To file field, specify a valid output file (one that is not read-only or
already in use).

Your execution groups restart repeatedly:

Scenario: Your execution groups restart repeatedly. The system log might show
an error, such as BIP2060.

Explanation: The problem might be caused by:
— The broker environment variables incorrectly defined
— Incorrect Loadable Implementation Library directory permissions


http://www.adobe.com/products/flashplayer/

— Incorrect database permissions
— Invalid user-written LILs
* Solution: Check:

— Environment variables as described in [Environment variables after installation|

— File and directory permissions as described in [Checking the permission of the|
finstallation directory]

— Group memberships as described in [Execution groups|and [Adding anl|
[execution group to a broker in the workbench|

You cannot tell whether startup is complete on z/OS:
* Scenario: You cannot tell whether startup has completed on your z/OS system.
* Solution: To determine if startup is complete:

1. Check the messages in the system log. The following example shows a
system log entry for a startup of a broker with one execution group:

S STU3053
$HASP100 STU3053 ON STCINRDR
IEF6951 START STU3053 WITH JOBNAME STU3053 IS ASSIGNED TO USER STU3
, GROUP STCGROUP
$HASP373 STU3053 STARTED
+(broker53) 0 BIP9141W: The component was started.
+(broker53) 0 BIP2001I: The WebSphere Business Integration Message Broker
service has started
process ID 33554919.
+(broker53.default) 0 BIP22011: Execution Group started: process '67109
442
196'; thread '0'; additional information 'broker53', '76eb7f2d-e800-00
00-0080-974c271866d2"', 'default', 'true', 'Q4A3', 'false', 'ARG5D651',
"ARGO53", 'xwwxxxxx'_ 'false', 'f9c27f2d-e800-0000-0080-974c271866d2'
, '/local/argo/driver/drv3', '/local/argo/tgrp53/broker53".
+(broker53.default) 0 BIP91371: A work manager has been registered by R
443
RMS registration services, work manager name is BIP.STU30532.006710919
6.IBM.UA

2. Display the address spaces. The following example shows the display of a
broker with one execution group:

D OMVS,U=STU3
BPX0040I 18.49.59 DISPLAY OMVS 446

OMVS 000E ACTIVE OMVS=(68,05)

USER JOBNAME  ASID PID PPID STATE  START CT_SECS

STU3 STU30531 0069 33554696 33554919 HR 18.49.15 2.217
LATCHWAITPID= 0 CMD=bipbroker broker53

STU3 STU30532 03FD 67109196 67109222 HR 18.49.23 19.816
LATCHWAITPID= 0 CMD=DataFlowEngine broker53 76eb7f2d-e800-00

STU3 STU3053 0036 33554768 83886483 HRI  18.49.08 .653
LATCHWAITPID= 0 CMD=bipservice Q4A3BRK AUTO

STU3 STU30532 O3FD 67109222 33554696 1W 18.49.23 19.816
LATCHWAITPID= 0 CMD=bipimain DataFlowEngine broker53 76eb7f2

STU3 STU3053 0036 83886483 1 1WI  18.49.08 .653
LATCHWAITPID= 0 CMD=/1ocal/argo/driver/drv3/bin/bipimain bip

STU3 STU30531 0069 33554919 33554768 1W 18.49.15 2.217
LATCHWAITPID= 0 CMD=bipimain bipbroker broker53

The infrastructure main program bipimain is the first process in every address
space. It starts bipservice, bipbroker, DataFlowEngine, or bipuns as the second
process in the same address space. For each execution group, an additional address
space is started. In this example, only one execution group is available.

Abend code 0C1 is issued when you try to start the DataFlowEngine on z/OS:
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* Scenario: The first two WebSphere Message Broker address spaces start
successfully, but the third address space (the DataFlowEngine) fails to start. The
result is an 0C1 abend.

* Explanation: The DataFlowEngine address space is generated by the admin
agent. If the region size is too small, either because an insufficient region size
was specified in the procedure, or because the region size was overridden by the
z/0OS IEFUSI exit, the DataFlowEngine address space might fail to start, and
fails with an 0C1 abend.

¢ Solution:

1. Use the IPCS command on the dump (move the dump from the file system
to a traditional MVS'™" data set if required):

verbx vsmdata, 'noglobal, jobname(vcpObrk2)'

where vcp0Obrk2 is the name of the failing job.

2. Find the string 'VSM LOCAL DATA AREA AT ADDRESS '. The field ELIM gives
the available region size and must be greater than 0C800000. If the field
SMEFEL is not ffffffff, the IEFUSI exit has changed the allowable region
size. This value must also be greater than 0C80000.

3. If you have an IEFUSI exit, check that the exit does not limit the broker
address spaces. For example, a commonly used field is OUCBSUBN. This
field can be STC or OMVS for the broker, and indicates how the address
space was started.

Error message BIP2604 with return code MQRC_CONNTAG_IN_USE is issued during
the start of a message flow on z/OS:

* Scenario: Error message BIP2604 is issued with return code
MQRC_CONNTAG_IN_USE during the start of a message flow on z/OS:

BIP2604E: Node failed to open WebSphere MQ queue [queue name]
owned by queue manager [queue manager name]

This message is output every 30 minutes.

* Explanation: On z/OS, WebSphere MQ supports serialized access to shared
resources, such as shared queues, through the use of a connection tag
(serialization token) when an application connects to a queue manager that
participates in a queue sharing group.

In this case, a message flow node fails to connect to the indicated WebSphere
Message Broker queue manager that is associated with the input queue, because
the serialization token that it passed is already in use within the queue sharing
group.

This message is for information only. It indicates that serialization is occurring
when two or more message flow input nodes try to connect to a queue manager
to get messages from a shared queue.

* Solution: Check whether another instance of the message flow, or a flow using
the same serialization token, is already running. If so, no further action is
needed. Otherwise contact your IBM Support Center.

After creating or changing a configurable service, you restart your broker but
your message flow does not start, and message BIP2275 is issued in the system
log or Windows Event Viewer:

* Scenario: After creating or changing a configurable service, you restart your
broker but your message flow does not start, and message BIP2275 is issued in
the system log or Windows Event Viewer, indicating that an error occurred
while loading the message flow from the persistent store.



* Explanation: When you change or create the configurable service, the connection
properties are not fully validated at that point; the broker does not attempt to
use them to make a connection. For inbound adapters, the connection is made
only when the broker is restarted. Therefore, the properties that you set on the
configurable service might be invalid.

* Solution: Look at the messages following the BIP2275 message to determine if
the message flow failed to start because of invalid connection properties. For
example, in SAP you would see message BIP3414 with a reason such as:

Connect to SAP gateway failed

Connect_PM GWHOST= invalidhost.test.co, GWSERV=sapgw00, ASHOST= invalidhost.test.co,
SYSNR=00

LOCATION CPIC (TCP/IP) on local host

ERROR partner not reached (host invalidhost.test.co, service 3300)

TIME Fri Nov 28 15:27:32 2008

RELEASE 640

COMPONENT NI (network interface)

VERSION 37

RC -10

MODULE nixxi_r.cpp

LINE 8728

DETAIL NiPConnect2

SYSTEM CALL SiPeekPendConn

ERRNO 10061

ERRNO TE'

followed by a BIP3450 message with an adapter error message such as:

Connect to SAP gateway failed

Connect PM GWHOST= invalidhost.test.co, GWSERV=sapgw00, ASHOST= invalidhost.test.co,
SYSNR=00

LOCATION CPIC (TCP/IP) on local host

ERROR partner not reached (host invalidhost.test.co, service 3300)

TIME Fri Nov 28 15:27:32 2008

RELEASE 640

COMPONENT NI (network interface)

VERSION 37

RC -10

MODULE nixxi_r.cpp

LINE 8728

DETAIL NiPConnect?2

SYSTEM CALL SiPeekPendConn

ERRNO 10061

ERRNO TE

This error was detected by the adapter. The following message describes the
diagnostic information that is provided by the adapter:

Connect to SAP gateway failed

Connect_PM GWHOST= invalidhost.test.co, GWSERV=sapgw00, ASHOST= invalidhost.test.co,
SYSNR=00

LOCATION CPIC (TCP/IP) on local host

ERROR partner not reached (host invalidhost.test.co, service 3300)

TIME Fri Nov 28 15:27:32 2008

RELEASE 640

COMPONENT NI (network interface)

VERSION 37

RC -10

MODULE nixxi_r.cpp

LINE 8728

DETAIL NiPConnect2

SYSTEM CALL SiPeekPendConn

ERRNO 10061

ERRNO TE
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This message suggests that the applicationServerHost and gatewayHost
properties are incorrect. When you have determined which properties are
incorrect, use the mqsichangeproperties command to correct the properties, or
use the mgsideleteconfigurableservice command to revert to the properties that
were deployed in the adapter. Restart the broker.

You cannot start the User Name Server:

« WM Scenario: You have created the User Name Server, specified the local
system name for the Windows security domain, and used the same identifier for
the service user ID. When you start the User Name Server, the following error
message is issued:

BIP8026E: It was not possible to start the component.

The component could not be started using the service user ID that was supplied when
the component was created. Ensure that the service user ID and password are still
valid. Ensure that the service user ID has permission to access all of the products
directories, specifically the 'bin' and 'log' directories. Check for system
messages (on Windows this would be the application event Tlog).

* Explanation: The configuration that you have specified is not supported by
Windows. When you start the component that is created with this combination
of parameters, a Windows system call incorrectly retrieves the SID (Security
Identifier) of the computer rather than the SID of the account.

* Solution: To use your local account domain as the domain from which users
and groups are drawn, specify a different user ID for the service user ID.
For example, if you specify NTSecurityDomainName (on the -d parameter on the
mgsicreatebroker command) as NYBROKER on local system \\NYBROKER, the
service user ID on the -i parameter on the mgsicreatebroker command cannot be
nybroker.
Delete your User Name Server and re-create it using another user ID that has
the correct authorizations.

A device allocation error is issued:
¢ Scenario: A device allocation error is issued.

* Explanation: A likely cause of this problem is that you do not have the correct
permissions set on the component file system for the started task ID.

¢ Solution: Check the system log; if the problem is caused by having incorrect
permissions set for the started task ID, you often see an RACF authorization
failure message, as shown in the following example.
ICH408I USER(TASKID1 ) GROUP(TSOUSER ) NAME(FRED (FRED) 959
/argo/MA11BRK/ENVFILE
CL(DIRSRCH ) FID(01D7C7E2E3FOF8000F16000000000003)
INSUFFICIENT AUTHORITY TO LOOKUP
ACCESS INTENT(--X) ACCESS ALLOWED(OTHER ---)
IEE132T START COMMAND DEVICE ALLOCATION ERROR
IEA989I SLIP TRAP ID=X33E MATCHED. JOBNAME=+UNAVAIL, ASID=00A8.
D J,BPXAS
IEE115T 11.13.04 2001.212 ACTIVITY 601

In this example, the started task ID does not have access to the file system
component. The ICH408I message shows:

— The file that the task is trying to access

— The user ID that is trying to access the file

— The permissions that the ID is expecting to have (INTENT in the message)
— The permissions that the ID actually has (ALLOWED in the message)
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You can use this information to correct the permissions, then reissue, in this
example, the start broker request. This type of message is produced if the user
who is issuing the command (which might be to start the broker, or to submit
JCL to start one of the utility jobs) does not have the correct file system
permissions for the file system component. Use the ICH408I information to
rectify the problem.

Another possible reason for authorization failures is inconsistencies in the RACF
definitions for a user ID in the MVS image and the OMVS segment. Also check
with your system administrator that the RACF ID that is used on MVS has a
corresponding OMVS image created.

Windows Vista and Windows Server 2008 fail to recognize WebSphere Message

Broker digital signatures: "Unknown Publisher":

* Scenario: User A installs WebSphere Message Broker, and can run all programs
(mgsi*.exe, bip*.exe, including the command console launcher). User B is
created and given appropriate privileges. When User B runs an executable file
such as the command console launcher, a window opens and reports that the
executable file is from an unidentified publisher.

* Explanation: The operating system has not installed the appropriate digital
certificates for User B.

* Solution: User B must manually install the certificates:

1. In Windows Explorer, navigate to the bin directory for the WebSphere
Message Broker installation; for example, on 32-bit systems, C:\Program
Files\IBM\MQSI\6.1\bin

2. Right-click any .exe file to open the Properties window.

Click the Digital Signatures tab.

4. Select the appropriate certificate from the list, then click Details. The Digital
Signature Details window is displayed.

w

5. Click View Certificate. The Certificate window is displayed.

6. Click Install Certificate and complete the steps in the wizard. (Click Next,
Next, Finish, then click OK.)

7. Close the Certificate window. You return to the Digital Signature Details.

8. Select the countersignature from the list, then click the Details button. A new
Digital Signature Details window is displayed. You can repeat the preceding
steps to install other certificates.

Error creating database when creating the default configuration on Windows:

* Scenario: The error occurs when you are using a domain user ID to create the
default configuration, and you are using DB2.

* Explanation: You need an equivalent local account (that is, a local account with
the same name and password as the domain account.) You must create a local
account only to use the default configuration; when creating components
manually you can specify a database ID to use when accessing the database.

* Solution: Create a local account and try again.

The create command fails, and error message BIP8022 is issued:

* Scenario: Error message BIP8022 is displayed when you use the
mgsicreateconfigmgr, mqsicreateusernameserver, or mgsicreatebroker command
on Windows, even if the supplied user name and password are correct.

* Explanation: The Microsoft component "Shared File and Printer Services" is
required.
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* Solution: Correct this error by installing the "Share File and Printer for Microsoft
network" service on the Windows system.

Resolving problems that occur when migrating or importing

resources

44 Troubleshooting

Use the advice given here to help you to resolve common problems that can occur
when you import or migrate resources.

Migration information is regularly updated on the [WebSphere Message Broker]

[support Web page| with the latest details available. Click Troubleshoot, then look

for a document with a title like "Problems and solutions when migrating".

+ |“Resolving problems when migrating or importing message flows and message]

sets”|

“Message flows that refer to a migrated user-defined node have connection|
errors” on page 45|

“ After migration, message flows cannot locate a user-defined node” on pagel
5
[“Comparing an empty XML tag with NULL fails” on page 45|

“ An exception is thrown when you CAST a CHAR to TIME or TIMESTAMP”|

on page 45|
“An exception is thrown when you compare a TIMESTAMP with CHAR)
“-1”” on page 46|

[‘Deploying a message flow fails with BIP2912E” on page 46|

[‘Deploying a message flow fails with BIP2493E” on page 47]

["'MRM XML messages include a namespace on the root tag” on page 47]

“A TDS message of length zero is written from a fixed-length structure” on|

page 4Z|

[‘Data patterns in TDS messages are rejected” on page 48|

[“A message flow fails with exception BIP5027” on page 48|

“MQRFH2 NameValueData empty tags are written in the short form” on page

)

+ ["Resolving problems when migrating or importing other resources” on page 49|

“The mgsimigratecomponents command fails with database error BIP2322” on|
[page 49|

“The File > Import menu provides only the option to import a compressed|
file inside an existing project” on page 49|

“Migration to the Version 6.1 Configuration Manager repository is|
unsuccessful” on page 50|

[“A migrated Configuration Manager does not start” on page 50|

“You redefined a broker in a migrated Configuration Manager and used the|
Configuration Manager Proxy to modify the broker UUID” on page 51|

“The New Message Definition File menu option does not appear after youl
have migrated your workspace from Version 5.1” on page 51|

“You encounter problems when you try to connect to a migrated|
Configuration Manager from Message Broker ToolkitVersion 6.1” on page 51|

Resolving problems when migrating or importing message flows
and message sets

Use the advice given here to help you to resolve common problems that can occur
when you import or migrate message flows and message sets.


http://www.ibm.com/software/integration/wbimessagebroker/support/
http://www.ibm.com/software/integration/wbimessagebroker/support/

Message flows that refer to a migrated user-defined node have connection
errors:

Scenario: After migration, all message flows that refer to a migrated
user-defined node have errors indicating that connections cannot be made.

Explanation: One possible cause is that the original user-defined node had space
characters as part of one or more terminal names. The spaces are wrongly
rendered as 'X20'.

Solution: Edit the user-defined node .msgnode file, which is available in the
same project as the flows that you have migrated. Correct any terminal names
that are at fault. Ensure that the names are exactly as the broker node
implementation expects.

After migration, message flows cannot locate a user-defined node:

Scenario: After migration, message flows cannot locate a user-defined node.

Explanation: One possible cause is that the flows do not have the correct
reference internally to a user-defined node.

Solution: Select the Locate subflow menu for the node that cannot be located.
Using the Browse dialog box, locate the user-defined node (which is in the same
project as migrated flows). The message flow now links to the user-defined node
correctly and the task list entry is removed when you save the flow.

Comparing an empty XML tag with NULL fails:

Scenario: The ESQL module for a node in the message flow includes a test of a
field in an XML message in the XMLNS domain. The statement tests the field
against IS NULL; for example:

IF InputRoot.XMLNS.soap:Envelope.soap:Header.soap:Tag IS NULL THEN ...

This statement returns FALSE, even if the field is empty.

Explanation: In an XML message, all fields are regarded as character fields and
cannot be tested against IS NULL or IS NOT NULL. In Version 5.0, this test
returned the expected result. In Version 6.1, the XMLNS parser has been
corrected to fail the comparison between an empty tag, <Tag></Tag> or <Tag/>,
and NULL.

Solution: Rework your ESQL to compare the field to the empty string:

IF InputRoot.XMLNS.soap:Envelope.soap:Header.soap:Tag = '' THEN ...

This comparison returns TRUE if the field has no content.

An exception is thrown when you CAST a CHAR to TIME or TIMESTAMP:
* Scenario: When you CAST a CHARACTER variable to a TIME or TIMESTAMP,

the operation fails; an exception is thrown, and message BIP2521E is issued.

Explanation: Strict rules now govern the format of character strings that are
supplied as input strings to the CAST function. The format of the input string
must be of the form hh:mm:ss.SSSSSS (for TIME) or yyyy-MM-dd hh:mm:ss.SSSSSS
(for TIMESTAMP). If the character string is not of this format, an exception is
thrown.

Version 5.0 accepted any valid separator between time components. For example,
in previous versions an input character string of yyyy-MM-dd-hh:mm:ss.SSSSSS
was acceptable.

Solution: Modify the CAST statement to use a valid CHARACTER string. For
example, your current statement might be of this form:

SET result = CAST(inputChar AS TIMESTAMP);
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You can add the format to the statement:

SET result = CAST(inputDateChar AS TIMESTAMP FORMAT 'yyyy-MM-dd-hh.mm.ss.SSSSSS');

Alternatively, you can use a function to perform the CAST. Change the SET
statement:

SET result = CharToTimeStamp (inputChar);

Create a schema-level function:

CREATE FUNCTION CharToTimeStamp (inputChar CHAR) RETURNS TIMESTAMP
BEGIN

DECLARE returnTS TIMESTAMP

CAST (inputChar TO TIMESTAMP FORMAT 'yyyy-MM-dd-hh.mm.ss.SSSSSS');
RETURN returnTS;

END;

An exception is thrown when you compare a TIMESTAMP with CHAR “-1”:
* Scenario: When you compare a TIMESTAMP value, for example

Properties. ExpirationTime, with a CHAR value that starts with the - (minus)
character, the operation fails; an exception is thrown, and message BIP2461E is
issued.

Explanation: When you compare values, implicit CASTs are performed if the
two values are not of the same type. For example, if you compare the
TIMESTAMP field Properties.ExpirationTime with “-1” to determine if it is not
set, Version 6.1 rejects the comparison, and throws an exception.

Version 5.0 incorrectly CASTs the CHAR value to a valid TIMESTAMP; for
example:

CAST ('-1' AS GMTTIMESTAMP)

The result of this CAST was 0000-01-01 00:00:00. The comparison was performed
and no exception was thrown.

Solution: CAST the TIMESTAMP value to CHAR before you perform the
comparison. For example:

IF CAST(InputRoot.Properties.ExpirationTime AS CHAR) = '-1' THEN ....

Deploying a message flow fails with BIP2912E:

* Scenario: When you deploy a message flow that includes a node that you have

customized with ESQL, the deploy fails with a sequence of error messages;
BIP2087E, BIP4041E, BIP4001E, and BIP2912E.

Explanation: If you defined a RETURNS clause for an ESQL function, Version
6.1 checks that an expression is specified on the RETURN statement, and that it
matches the type that you specified in the RETURNS clause (TRUE, FALSE,
UNKNOWN). If the RETURN statement does not match, errors are reported.
Version 5.0 does not fail the deploy if you do not include a value, or if a
mismatch exists.

Solution: Modify the RETURN statement in your ESQL code to match the

RETURNS clause. The behavior of the Main function RETURN statement in each
of the different ESQL nodes is shown in the following table.

RETURN
UNKNOWN (if
BOOLEAN type) or

Node RETURN TRUE; RETURN FALSE; RETURN NULL; RETURN;
Compute Propagate to Out Stop propagation Stop propagation Deploy failure (BIP2912E:
terminal Type mismatch on RETURN)
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RETURN
UNKNOWN (if
BOOLEAN type) or

Node RETURN TRUE; RETURN FALSE; RETURN NULL; RETURN;

Database Propagate to Out Stop propagation Stop propagation Deploy failure (BIP2912E:
terminal Type mismatch on RETURN)

Filter Propagate to True Propagate to False Propagate to Deploy failure (BIP2912E:

terminal

terminal

Unknown terminal

Type mismatch on RETURN)

For more information, see the RETURN statement]

Deploying a message flow fails with BIP2493E:

* Scenario: When you deploy a message flow that includes a node that you have
customized with ESQL, the deploy fails with a sequence of error messages;
BIP4001E and BIP2912E.

* Explanation: An EXISTS statement in an ESQL function specifies a parameter
that is not a list. Version 6.1 checks that the expression returns a list; Version 5.0
does not fail the deploy if you do not specify a list. For example:

EXISTS(SELECT * from Environment.Variable.LocalError);

This statement is accepted by Version 5.0, but not by Version 6.1, which checks
that the expression returns a list. The expression must be one of the following

types:

— A LIST operator
— A field reference that includes the array indicator []
— A SELECT statement that returns a list

* Solution: Modify the EXISTS statement in your ESQL code to specify a valid
expression. For example:

EXISTS(SELECT = from Environment.Variable.LocalError[]);

For more information, see the [EXISTS function}

MRM XML messages include a namespace on the root tag:

* Scenario: You have migrated your message flow from Version 5.0 and the MRM
XML message that it generates includes a namespace on the root tag.

* Explanation: When an MRM message that is defined in a namespace is
generated, the namespace is included in the root tag in Version 6.1. For example,
the root tag in the generated message in Version 5.0 might be:

<claim_std_msg>

In Version 6.1, if the root tag is in the named namespace, the root tag in the

generated message might be:

<claim:claim_std_msg xmins:claim="http://1ni/orca/claim"></claim:claim_std_msg>

* Solution: You do not have to change your message set; the output message is
correctly generated.

A TDS message of length zero is written from a fixed-length structure:

* Scenario: You have defined a TDS message with the Data Element Separation
property set to Fixed Length. An output message of length zero is created from
the message tree.

* Explanation: This problem is encountered when the following conditions are

met:

— The MRM-TDS parser is used to create the bit stream from the message tree.
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— The output message has the Data Element Separation property set to Fixed
Length.

— All elements have properties Min Occurs and Max Occurs set to 0.

Elements with Max Occurs set to 0 are not visible to the parser and are therefore
not written to the output bit stream.

If these conditions arose in Version 5.0, the parser wrote the fixed-length
elements as self-defining elements, and therefore created an output bit stream,
even though the output did not match the message definition. Version 6.1 does
not generate an invalid bit stream, and therefore the bit stream is of zero length
under these conditions.

Solution: Set the Max Occurs property to a number greater than 0 for all
elements that you expect to appear in the bit stream. If you reset the Max
Occurs property, but the message tree contains no corresponding elements,
define default values for those elements.

Data patterns in TDS messages are rejected:

Scenario: You have defined a TDS message with the Data Element Separation
property set to Use Data Pattern. The Message Broker Toolkit has generated
errors against the message definition.

Explanation: Version 6.1 validates the expressions that you specify in the data
patterns. Version 5.0 did not perform this validation.

Solution: Check all the patterns that have been marked as invalid, and correct
them. A typical cause of an invalid pattern is that special characters have not
been escaped. For example, a pattern might include [+-] to indicate that a
character must be either + or -. However, you can also use square brackets to
indicate a range, such as [0-9], in which the hyphen character is considered part
of the expression. Using the hyphen to indicate a minus sign is therefore not
valid expression syntax. You must escape the minus character with the escape
character backslash to use it in this way, for example [+\-].

For more information about data patterns and migration, see
[migration notes|

A message flow fails with exception BIP5027:

Scenario: You have migrated a message flow from Version 6.0 to Version 6.1.
When you deploy and run the message flow on a Version 6.1 broker, it generates
message BIP5027 and throws an exception.

Explanation: You have set the Validate property on one or more nodes in the
message flow. In Version 6.0, the XMLNSC parser ignores the Validate property
setting, but in Version 6.1, it honors the setting. Because you set this property to
Content or Content And Value, the parser tries to validate the message against
the message set defined by the Message Set property on the node. The
validation fails, and the message flow generates an exception.

Solution: Set the Validate property of the node to None and redeploy the
relevant BAR file.

For more information about changes in parser behavior and message flow and
message set migration, see [Message flow migration notes|and [Message set|
[migration notes}

MQRFH2 NameValueData empty tags are written in the short form:

Scenario: XML generated from an MQRFH2 header contains empty tags for
NameValueData fields in the form <Tag/>.



* Explanation: Version 6.1 generates the short form of empty XML tags. Version
5.0 generated the long form of empty XML tags, for example <Tag></Tag>.

* Solution: The XML specification indicates that both forms of the empty tag must
be tolerated by XML applications, so the changed behavior in Version 6.1 is
consistent with that specification and does not cause problems in your XML
applications. However, some JMS applications might be affected by empty tags
in the short form; refer to the documentation for your JMS provider.

Resolving problems when migrating or importing other
resources

Use the advice given here to help you to resolve common problems that can arise
when you import or migrate resources other than message flows.

The mqsimigratecomponents command fails with database error BIP2322:

* Scenario: The mgsimigratecomponents command fails with database error
BIP2322: The 'CREATE TABLE' command is not allowed within a
multi-statement transaction in the 'BROKER1' database.

* Explanation: If you are using the mqgsimigratecomponents command to migrate
a broker that uses a Sybase database, you must modify the database to enable
the Data Definition Language (DDL) that the command uses.

* Solution: Take the following steps:

1. Log on to ISQL using a system administrator account.
2. Run the following series of commands:
1> use master
2> go
1> sp_dboption "BROKER1","dd1 in tran",TRUE
2> go
Database option 'ddl in tran' turned ON for database 'BROKER1'.
Run the CHECKPOINT command in the database that was changed.
(return status = 0)
1> use BROKER1
2> go
1> checkpoint
2> go

where BROKERTI is the name of the Sybase broker database.

The File » Import menu provides only the option to import a compressed file
inside an existing project:

* Scenario: You have a compressed file that contains message set projects and
message flow projects. When you click File » Import, you have only the option
to import the compressed file inside an existing project, but you want to recreate
the message set projects and message flow projects.

* Solution: When you export and import files, do not export or import the root
directory, which is created for you because of the project file. When you export
your message flow and message set projects:

1. Click Create only selected directories.

2. Clear the project root folder.

3. Select the files and subdirectories as required. The project root folder is
selected, but is displayed as gray.

Then, when you import the compressed file:

1. Clear the root (/) folder.

2. Select the files and subfolders as required. The project root folder is selected,
but is displayed as gray.
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Migration to the Version 6.1 Configuration Manager repository is unsuccessful:

* Scenario: When you migrate a Version 5.0 Configuration Manager, migration of
its database to the Version 6.1 Configuration Manager repository is unsuccessful.

* Explanation: If migration to the internal repository cannot be completed
successfully, the internal repository remains empty, but it is primed with an
empty topology. The Configuration Manager tries to start up after a failed
migration attempt and reports any problems in the system log.

* Solution: To migrate configuration data that is contained within a DB2 database,
take the following steps:

1. Stop the Version 6.1 Configuration Manager.

2. Delete the Version 6.1 Configuration Manager using the mqsideleteconfigmgr
command, specifying the -n parameter, which causes the configuration
repository to be deleted.

3. Re-create the Version 6.1 Configuration Manager using the
mgsicreateconfigmgr command, specifying the DB2 database that is required
for migration.

A migrated Configuration Manager does not start:

* Scenario: You have migrated a Version 5.0 Configuration Manager to Version
6.1. You cannot start the Version 6.1 Configuration Manager for the first time
and the following event messages appear repeatedly in the Windows
Application Log: 2001, 1223, 1224, 1228, 1205, 1007.

* Explanation: This error can occur if a large domain is being migrated; for
example, the Configuration Manager manages a number of brokers, each of
which has 1000 persistent subscriptions. The error is due to the DB2
APP_CTL_HEAP_SZ parameter being too small for the size of the domain that
is being migrated.

* Solution: Increase the size of the APP_CTL_HEAP_SZ parameter by taking
these steps:

1. Stop the migrated Version 6.1 Configuration Manager by running the
mgsistop command.

When the Configuration Manager has stopped, a message appears in the
Application Log of the Windows Event Viewer, with a source identifier of
WebSphere Broker v6000 and event identifier 2002.

2. For the database of the Version 5.0 Configuration Manager, complete the
following steps at a DB2 command prompt:

a. Connect to the database by running the following command:
db2 connect to cm_db user db_userid using db_password

b. Determine the current value of the APP_CTL_HEAP_SZ parameter by
running the following command:

db2 get db dfg for cm db | find "APP_CTL_HEAP_SZ"
The response has content like the following text:
Max appl. control heap size (4KB) (APP_CTL HEAP_SIZE) = 128

. Increase the value of the APP_CTL_HEAP_SZ parameter by running the
command:

db2 update db cfg for cm_db using APP_CTL_HEAP_SZ higher_value

d. Run the following command to force all applications to disconnect from
the database to allow the changes to become effective:

db2 force application all

e. To force the change to be effective immediately, stop and restart the DB2
database by running the following commands:
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db2stop
db2start
3. Start the migrated Version 6.1 Configuration Manager by running the
mgsistart command.

When the Version 6.1 Configuration Manager has started successfully, the
following event messages appear in the local error log with the source identifier
WebSphere Broker v6000: 2001, 1223, 1224, 1228, 8255, 8280, and 1003.

If the error log still contains the original six event identifiers repeatedly (2001,
1223, 1224, 1228, 1205, and 1007), repeat steps 1, 2, and 3, increasing the value that
is assigned to the APP_CTL_HEAP_SZ parameter.

You redefined a broker in a migrated Configuration Manager and used the
Configuration Manager Proxy to modify the broker UUID:

* Scenario: During the migration of a Version 5.0 Configuration Manager from
one computer to a second computer, you tried to redefine a broker in the new
Configuration Manager and use the Configuration Manager Proxy to modify the
broker unique identifier (UUID).

* Explanation: This procedure is not valid for migration. To migrate a Version 5.0
Configuration Manager from one computer to another, use one of the following
methods:

— Use the mgsibackupconfigmgr command to back up the Configuration
Manager on the source computer, and use the mgsirestoreconfigmgr
command on the target computer to move the Configuration Manager.

— Specify the source computer's DB2 data source on the mgsicreateconfigmgr
command.

* Solution: Delete the Configuration Manager on the target computer and follow
the instructions given in the appropriate topic:

— Migrating a Configuration Manager from Version 5.0|

The New Message Definition File menu option does not appear after you have
migrated your workspace from Version 5.1:

* Scenario: The option to create a message definition file does not appear after
you have migrated your workspace from Version 5.1.

* Explanation: This problem occurs only when migrating from Version 5.1; it does
not affect migration from Version 5.0.

* Solution: You can open the Message Definition File wizard by clicking New =
Other and expanding the Message Brokers folder.

Alternatively, to be able to use the New Message Definition File menu option,
open workspace/ .metadata/.plugins/org.eclipse.ui.workbench/workbench.xml
and replace the key:

<new_wizard_action id="com.ibm.etools.msg.importer.wizards.GenMsgDefinitionWizard />

with

<new_wizard_action id="com.ibm.etools.msg.importer.framework.wizards.GenMsgDefinitionWizard />
You can now see and use the New Message Definition File menu option.

You encounter problems when you try to connect to a migrated Configuration
Manager from Message Broker ToolkitVersion 6.1:

* Scenario: You encounter problems when you try to connect to a migrated
Configuration Manager from Message Broker Toolkit Version 6.1.
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Explanation: This problem can occur if you have configured MCA users on the
WebSphere MQ channels to the Configuration Manager.

Solution: Configure access control lists (ACLs) for users who are running
Message Broker Toolkit Version 6.1. Follow the instructions in

[security for the workbenchl

Resolving problems when stopping resources

Use the advice given here to help you to resolve problems when you stop
resources.
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[“You cannot stop the broker”|

[“You cannot stop the broker queue manager”]|

[“The execution group ends abnormally”)

You cannot stop the broker

Scenario: You run the mgsistop command to stop the broker, but the system
freezes, and does not stop any of the execution groups.

Explanation: One possible cause is that a message flow is being debugged and it
is currently stopped at a breakpoint. WebSphere Message Broker regards this as
a message in flight situation, and refuses to stop the broker through the normal
command.

Solution: Click Stop debugging in the Broker Application Development
perspective of the workbench. After that operation has completed, the broker
stops.

If you cannot stop the debug session, end all execution group processes that are
associated with that broker to allow the broker to stop. Your messages are
backed out. Click Stop debugging after the broker restarts.

You cannot stop the broker queue manager

Scenario: You are trying to use the WebSphere MQ endmgm command to stop a
broker queue manager on a distributed system, but it does not stop.

Explanation: In certain circumstances, attempting to stop a broker queue
manager does not cause the queue manager to stop. This situation can occur if
you have configured any message flows with multiple threads (you have set the
message flow property Additional Instances to a number greater than zero).

Solution: If you want to stop the broker's queue manager, stop the broker by
running the mgsistop command and specifying the -q parameter. (The -q
parameter is not available on z/0S.) This command runs the WebSphere MQ
endmqgm command on your behalf in a controlled fashion that shuts down the
broker and the queue manager cleanly.

The execution group ends abnormally

Scenario: Your execution group processes end abnormally.

Explanation: When execution group processes end abnormally, they are restarted
automatically by the bipbroker process. If an execution group process fails, it is
restarted three times during each five-minute interval. The first five-minute
interval begins when the execution group is first started. The broker database
table BROKERAAEG contains a column labeled Retrylnterval. This column
defines the restart time in minutes. Each row in this table represents an
execution group. The row is populated on the first deployment of an execution
group and RetryInterval defaults to 5.



Remove the execution group from the broker configuration, deploy the broker
configuration, then later add the execution group, and redeploy the broker
configuration. The row is re-created and RetryInterval is set to its default value

of 5.

* Solution: To change the default value:

1. Stop the broker.

2. Change the value of the Retrylnterval in the database table.
3. Restart the broker.

Resolving problems when deleting resources

Use the advice given here to help you to resolve problems when you delete

resources.

Problems when deleting a broker:

Problems

“You cannot delete your broker after deleting your broker database”]

[“The workbench is deploying to a deleted broker”|

“You cannot delete a broker following a disk failure, or thel
Configuration Manager contains references to a deleted broker” on page|
5
“The mgsideletebroker command hangs if the DB2 profile has not been|
run” on page 55|

“You cannot delete a broker after you change a user ID password” on|

page 55|

“You cannot delete a broker after you change a user ID password” on|
[page 55|

when deleting other resources:

“Error message BIP8052 is issued when you delete the Configuration|
Manager” on page 56|

[“You cannot delete a project from your workspace” on page 56|

“You are unable to remove a domain from the Domains navigator” on|

page 56|

“You cannot delete a Configuration Manager after you change a user 1D
password” on page 56|

You cannot delete your broker after deleting your broker
database

Scenario: You deleted your broker database, and now you cannot delete your
broker, and get warning message BIP8040.

Explanation: The mgsideletebroker command checks for the broker database
tables and issues warning message BIP8040 because the database is not there.

Solution: You can work around this problem by creating a dummy database
with the same name as the database that you deleted. You must also re-create
the ODBC connection. Reissue the mgsideletebroker command and delete the
dummy database.

The workbench is deploying to a deleted broker

* Scenario: You used the mgsideletebroker command to delete a broker. You
deleted it from the topology, but the workbench is still deploying to the deleted

broker.
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* Explanation: This problem occurs because you have either performed an
incorrect sequence of actions when you deleted the broker, or you have recreated
a broker of the same name before the previous deletion has completed.

* Solution: These steps explain how to delete a broker correctly. If a step
completed successfully when you tried to delete your broker previously, you do
not need to repeat it.

1. Delete the broker from the topology.

2. In the Event log editor, look in a response message from the Configuration
Manager that states that the broker has updated its configuration and all
references to the broker have been removed from the configuration
repository. If you see an error, correct the problem that is reported and
perform a delta deploy of the topology, which asks the broker to tidy up its
resources.

3. After the broker resources have been tidied and the broker has been removed
from the configuration repository, stop the broker by using the mqsistop
command.

4. Delete the broker by using the mqsideletebroker command.

If the deployment step fails because you have already deleted the broker by using
the mqgsideletebroker command, or the broker is otherwise unable to respond,
remove the broker from the topology in the workbench. Ensure that the
SYSTEM.BROKER.ADMIN.QUEUE queue for this broker has been deleted, then
start another topology deploy.

Alternatively, you can use the Configuration Manager Proxy method
TopologyProxy.removeDeleted Broker to programmatically purge all references to
the broker:

1. Start the CMP API Exerciser sample (which is available on the Start menu in
Windows).

2. Connect to the Configuration Manager.

3. Right-click the topology object, and click Remove references to a previously
deleted broker.

The broker has now disappeared from the workbench.

Do not try to recreate a broker by using the mgsicreatebroker command until you
are confident that it has been removed from the workbench. Similarly, do not reuse
broker or queue manager names until you are confident that they are not in use
elsewhere.

You cannot delete a broker following a disk failure, or the
Configuration Manager contains references to a deleted broker

* Scenario: You have had a complete disk failure on your broker system. You have
decided that you no longer need the broker that was on that system, therefore
you now want to delete this broker from the topology.

* Explanation: Under normal circumstances, the broker is deleted from the
topology, and the topology is redeployed before you delete the broker
component by running the mqsideletebroker command. Even if you delete the
broker by using the mgsideletebroker command before the topology was
updated, a redeploy of the topology detects that the broker has been deleted.
This situation happens because the control queues no longer exist on the broker
queue manager, and the redeploy request can detect the missing queues.



However, when a system crashes, you cannot start the remote queue manager,
nor the channels that connect to it. All deployments to the crashed system result
in messages being left on the transmission queue for the remote queue manager.
Therefore the workbench identifies that the failing deployment is caused by a
remote queue manager that is not responding.

* Solution: To force the deletion of the lost broker from the topology:

1. Create a queue manager with the same name as the name used by the broker
that you have lost.

2. Start the new queue manager.

3. Connect the new queue manager to the queue manager associated with
Configuration Manager: create its transmission queue and its sender and
receiver channels.

4. Start the channels.

5. Remove the broker from the Topology editor, and save the topology. The

Configuration Manager detects that the queues on the broker no longer exist,
and it removes the broker from the configuration.

* Alternative solution: You can remove references to deleted brokers from the
configuration by using the Configuration Manager Proxy method
TopologyProxy.removeDeletedBroker. You can also remove references by using
the CMP API Exerciser sample:

1. Start the CMP API Exerciser sample (which is available on the Start menu in
Windows).

2. Connect to the Configuration Manager.

3. Select the PubSubTopology object, then right-click and select Remove
references to a previously deleted broker.

4. Enter the name of the broker that you want to delete.

CAUTION:
Do not remove a working broker using this facility. If you remove references
to a broker from the configuration, the broker becomes unmanageable.

The mqsideletebroker command hangs if the DB2 profile has not
been run

* Scenario: The mgsideletebroker command hangs if the DB2 profile has not been
run.

* Solution: Run the DB2 profile, then run the mqsideletebroker command again.

You cannot delete a broker after you change a user ID password

* Scenario: You have changed the password that you specified for the broker user
ID when you ran the mgsicreatebroker command to create a broker on a
Windows system. You now want to delete the broker, but the mqgsideletebroker
command fails.

* Solution: You must also change the password that is associated with the
Configuration Manager before you can delete the broker:
1. MW If you created the broker on a Windows system, change the
password for the associated Windows service:
a. Click Start » Control Panel and open Administrative Tools.
b. Double-click Services. The services are listed in the Services window.

c. Find the service for the broker that you want to change; its name is in the
format IBM WebSphere Message Broker component broker name.
Double-click the service to open the service properties.
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d. Select the Log on tab, enter and confirm the new password, and click
OK. The password is updated.

This step is not required on Linux or UNIX systems.

2. Run the following command to change the password associated with the
broker component:

mqsichangebroker broker_name -a user_ID -p updated_password
3. Run the command to delete the broker:
mgsideletebroker broker_name

The broker is successfully deleted.

Error message BIP8052 is issued when you delete the

Configuration Manager

* Scenario: Error message BIP8052 is displayed when you delete the Configuration
Manager by using the mgsideleteconfigmgr command.

* Explanation: Error message BIP8052 indicates that the queue
SYSTEM.BROKER.SECURITY.REPLY, one of the WebSphere MQ queues that are
created specifically for the Configuration Manager cannot be deleted, and the
action fails. This problem typically occurs because the queue is currently in use.

* Solution: Make sure that your Configuration Manager is stopped, then run the
mgsideleteconfigmgr command again after a short interval.

You cannot delete a project from your workspace

* Scenario: You cannot delete a project from your workspace. You get error
messages indicating that the containing directory cannot be deleted, or the
project file is missing.

* Explanation: If you attempt to delete a project, and the directory that contains
the project is in use, or you have any files that are contained within the project
that have been opened by programs other than the workbench, some of the
resources in the project are not deleted, but others, including the project file,
might be deleted.

* Solution: Before you delete a project, make sure that other applications do not
have the files open, and that you do not have an open command prompt located
in the directory. To recover from this problem, manually delete any remaining
files and directories from your workspace directory, then click Delete from the
project in the workbench.

You are unable to remove a domain from the Domains navigator
* Scenario: You are unable to remove a domain from the Domains navigator.

* Solution: Ensure that you have disconnected from the domain, then delete the
associated domain connection from the Broker Administration perspective. The
domain targeted by this domain connection is then removed from the Domains
navigator.

You cannot delete a Configuration Manager after you change a

user ID password

* Scenario: You have changed the password that you specified for the
Configuration Manager user ID when you ran the mgsicreateconfigmgr
command to create a Configuration Manager. You now want to delete the
Configuration Manager, but the mqgsideleteconfigmgr command fails.

* Solution: You must also change the password that is associated with the
Configuration Manager before you can delete it:
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1. NI If you created the Configuration Manager on a Windows system,
change the password for the associated Windows service:

a. Click Start » Control Panel and open Administrative Tools.
b. Double-click Services. The services are listed in the Services window.

c. Find the service for the Configuration Manager that you want to change;
its name is in the format IBM WebSphere Message Broker component
configmgr_name. Double-click the service to open the service properties.

d. Select the Log on tab, enter and confirm the new password, and click
OK. The password is updated.
This step is not required on Linux or UNIX systems.

2. Run the following command to change the password associated with the
Configuration Manager component:

mqsichangeconfigmgr configmgr_name -a user_ID -p updated_password
3. Run the command to delete the Configuration Manager:
mgsideleteconfigmgr configmgr_name

The Configuration Manager is successfully deleted.

Resolving problems when developing message flows

Use the advice given here to help you to resolve common problems that can arise
when developing message flows.

[‘Resolving migration problems when developing message flows”]

“Resolving problems when developing message flows with WebSphere Adapters|
nodes” on page 58|

[‘Resolving problems when you use IMS nodes” on page 60|

[‘Problems when developing message flows with file nodes” on page 64|

[‘Resolving ESQL problems when developing message flows” on page 67

“Resolving mapping and message reference problems when developing message|
flows” on page 69|

“Resolving implementation problems when developing message flows” on page|

72

[‘Resolving trace problems when developing message flows” on page 81|

[‘Resolving appearance problems when developing message flows” on page 82|

[‘Resolving other problems when developing message flows” on page 83|

Resolving migration problems when developing message flows
This topic contains advice for dealing with some common migration problems that
can arise during message flow development.

An error message is issued when you save a message flow that contains MQe
nodes:

Scenario: An error message is issued when you save a message flow that
contains WebSphere MQ Everyplace® nodes.

Explanation: Do not use message flows that contain MQelnput and MQeOutput
nodes in WebSphere Message Broker Version 6.1. You can continue to use them
to deploy from Version 6.1 to previous versions.

Solution: Override the error and save the message flow. When you deploy the
message flow to a previous version of the broker, it works as before. When you
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deploy the message flow to a Version 6.1 broker, create a suitable configuration
to deal with it, as described in |[Configuring after MQe message flow|

Resolving problems when developing message flows with
WebSphere Adapters nodes

Adpvice for dealing with common problems that can arise when you develop
message flows that contain WebSphere Adapters nodes.

“Error messages BIP3414 and BIP3450 are issued when you deploy a WebSphere|
Adapters input node”

“You have deployed an SAP inbound adapter but do not receive expected|

messages”|

“You have imported an existing project into your workspace, but messages are
issued when you try to build SAP message sets”]

“Error messages are issued when classes cannot be found, or when problems|
occur with Java initialization” on page 59|

“An error is issued when you use the message set that is generated by the|
Adapter Connection wizard” on page 59|

[“The WebSphere Adapters are not visible when you run ITLM” on page 59|

“A message flow with an SAPRequest, SiebelRequest, or PeopleSoftRequest node|
has deployed successfully, but message BIP3540 is issued indicating that|
connection failed” on page 60|

“You are using a Siebellnput node with the delivery type set to unordered, and|
error message BIP3450 is issued with a NullPointer exception” on page 60|

Error messages BIP3414 and BIP3450 are issued when you deploy a WebSphere
Adapters input node:

Scenario: When you deploy a message flow that contains a Siebellnput node,
error message BIP3414 is issued.

Explanation: The error messages explain that the Siebellnput node could not
register with the adapter component to receive events. This problem can be
caused when the broker does not know where to find the client libraries for the
Siebel Enterprise Information Service (EIS). You might also encounter this
problem if you are using the WebSphere Adapter for Siebel on an unsupported
operating system.

Solution: Use the mgsireportproperties and mqsichangeproperties commands to
configure the broker with the location of the Siebel client libraries, as described
in [Preparing the environment for WebSphere Adapters nodes|

You have deployed an SAP inbound adapter but do not receive expected
messages:

Scenario: You have deployed an SAP inbound adapter but do not receive the
IDoc messages that you expected to receive.

Explanation: If you have not received IDoc messages from SAP, it is possible
that deployment was unsuccessful or the SAP server has not started.

Solution: Check user trace for message BIP3484 occurring at the time of
deployment. The adapter component writes diagnostic information to this
message, in an insert that begins "CWYAP...". If this message is issued, it
explains the cause of the problem.

You have imported an existing project into your workspace, but messages are
issued when you try to build SAP message sets:



* Scenario: You have imported an existing project into your workspace, but when
you try to build an SAP message set, you see the message set compile error
message BIP0182.

* Explanation: This error occurs when you choose the option to "Import existing
projects into your workspace" from the Import dialog box. By choosing this
option when you import, a link is created from the workspace to the existing
projects in an external location and a required file is not available to the
workspace. To copy the entire project into your workspace, use the option to
import the Project Interchange (PI) file.

¢ Solution: When you import an exiting SAP project into your workspace, click
File » Import, expand the Other folder, and click Project Interchange.

Error messages are issued when classes cannot be found, or when problems
occur with Java initialization:

* Scenario: You are deploying WebSphere Adapters, and error messages are issued
that indicate that classes cannot be found, or problems are occurring with Java
initialization. BIP3521 and BIP3522 error messages might also be issued.

* Explanation: The SAP, Siebel, and PeopleSoft adapters need client libraries from
the manufacturer of the Enterprise Information System (EIS). If these libraries
are missing, not installed correctly, or at an incorrect level, errors are issued.

* Solution: To solve this problem, complete the following steps.
1. On the broker that you are using to change the configurable service of the
adapter, run the mgsichangeproperties command to identify the location of
the Java and native libraries.

2. Ensure that the libraries are installed correctly, are valid for your operating
system, and have the correct permission so that the broker can access them.

3. Ensure that your operating system is supported by WebSphere Message
Broker and the EIS provider. For details about supported operating systems,
visit the [WebSphere Message Broker Requirements| Web site.

An error is issued when you use the message set that is generated by the
Adapter Connection wizard:

* Scenario: You run the Adapter Connection wizard and select an inbound SAP
IDoc. You run the wizard again, but this time you select an outbound SAP IDoc.
When you use the message set that is generated, the following error is issued:
'Selector exception caught from generateEISFunctionname', 'commonj.connector.runtime.SelectorException:
commonj.connector.runtime.SelectorException: For the IDoc type SapYwmspgiOl, operation key=YWMSPGIWMS not
found using the application-specific information {Create={MsgType=, MsgCode=, MsgFunction=}} verify appropriate
combination of MsgType, MsgCode, MsgFunction is set in SapYwmspgiOl, application-specific information.
* Explanation: If you run the Adapter Connection wizard for an inbound SAP
IDoc, then you run the wizard again for an outbound SAP IDoc, the outbound
IDoc definition replaces the inbound IDoc definition. Information that is stored
in the inbound definition is used to map MsgType, MsgCode, and MsgFunction
to a method binding. The outbound definition does not contain these mappings,
so processing of the inbound IDoc fails.

e Solution: To avoid this error, ensure that inbound and outbound SAP IDocs
have different names if they are stored in the same message set.

The WebSphere Adapters are not visible when you run ITLM:

* Scenario: The adapter is not visible when you run the IBM Tivoli® License
Manager (ITLM).

* Explanation: If you want to use ITLM with the WebSphere Adapters, you must
activate the ITLM file for each adapter.
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Solution: Follow the instructions in [Activating IBM Tivoli License Manager for|

[WebSphere Adapters|

A message flow with an SAPRequest, SiebelRequest, or PeopleSoftRequest node
has deployed successfully, but message BIP3540 is issued indicating that
connection failed:

Scenario: From an SAPRequest, SiebelRequest, or PeopleSoftRequest node, an

exception is thrown to indicate that the node is unable to make a connection

even though the message flow has deployed successfully. The exception contains

message BIP3540 with inserted text that indicates that connection failed. For

example, for SAP, the inserted text is:

Exception in connecting to SAP:Connect to SAP gateway failed

Connect PM GWHOST= invalidhost.test.co, GWSERV=sapgw00, ASHOST= invalidhost.test.co,
SYSNR=00

LOCATION CPIC (TCP/IP) on Tlocal host ERROR partner not reached (host
invalidhost.test.co, service 3300) TIME Mon Dec 01 16:43:52 2008 RELEASE 640

COMPONENT NI (network interface) VERSION 37 RC -10 MODULE nixxi_r.cpp LINE 8719
DETAIL NiPConnect2 SYSTEM CALL SiPeekPendConn ERRNO 10061 ERRNO TE

For PeopleSoft, the inserted text is:
001DOWNbea.jolt.ServiceException: Invalid Session

Explanation: The connection details are not verified when the message flow is
deployed. For request nodes, the connection is made at first use.

Solution: If you have configured a configurable service for this adapter, review
the connection properties on that configurable service and review the text in the
BIP3540 message to determine if the connection properties are incorrect. If the
properties are incorrect, use the mqsichangeproperties command to correct them
or use the mgsideleteconfigurableservice command to revert to the properties
that are set on the adapter. Reload the execution group or stop and restart the
broker.

If no configurable service exists for this adapter, review the connection
properties on the adapter. If the properties are incorrect, correct them and
redeploy the adapter. Alternatively, use the mgsicreateconfigurableservice
command to create a new configurable service with the correct properties to
override the properties that are set on the adapter.

You are using a Siebellnput node with the delivery type set to unordered, and
error message BIP3450 is issued with a NullPointer exception:

Scenario: You are using a Siebellnput node, you have set the delivery type to
unordered in the Adapter Connection wizard, and the minimum number of
connections is 1 or less. The following exception is shown in user trace:
RecoverableException BIP3450E: An adapter error occurred during the
processing of a message. The adapter error message is
java.lang.NullPointerException.

Explanation: When using unordered events, the minimum connections
(MinimumConnections) and maximum connections (MaximumConnections)
properties must be greater than 1 for event delivery to be successful.

Solution: Set the MinimumConnections and MaximumConnections properties on
the Adapter Connection wizard to values greater than 1. For example, set the
minimum number of connections to 2 and the maximum number of connections
to 4.

Resolving problems when you use IMS nodes
Adpvice for dealing with common problems that can arise when you develop
message flows that contain IMS™ nodes.



Before you start:

* Read about IMS in [IBM Information Management System (IMS)|

* Ensure that you have set up the broker runtime environment correctly, as
described in [Preparing the environment for IMS nodes|

If you experience problems when you use IMS nodes in message flows, follow the
instructions for the following scenarios to diagnose and solve the problem.

* ["How can I tell if my broker is connected to IMS Connect?”|

* ["How can I discover the correct settings for Hostname, Portnumber, and|
DataStoreName?” on page 62|

+ [“What should I do when my transaction times out?” on page 62|

+ ["How many physical connections should I expect in IMS Connect?” on page 63|

How can I tell if my broker is connected to IMS Connect?:
* Scenario: You need to check if your broker is connected to IMS Connect.

* Explanation: You can use SDSF on z/OS to issue a command to see which ports
have clients connected to them.

* Solution: Using SDSE, enter the following QUERY MEMBER command, where
IMOACONN is the name of your IMS Connect job:

/F IMOACONN,QRY MEMBER TYPE(IMSCON)

The output is in the following format:

/F IMOACONN,QRY MEMBER TYPE(IMSCON)
HWSCOOO1I  HWS ID=IMOACONN RACF=Y PSWDMC=N

HWSCO001I MAXSOC=50 TIMEOUT=0

HWSCO0011I RRS=N  STATUS=REGISTERED

HWSCO0O1I VERSION=V10 IP-ADDRESS=009.017.252.024
HWSCO0011I SUPER MEMBER NAME=

HWSCO0011I ADAPTER=N
HWSCO0011I DATASTORE=IMOA STATUS=ACTIVE

HWSCO0011I GROUP=IMOAGRNM MEMBER=IMOACONN
HWSCO0011I TARGET MEMBER=IMOA

HWSCO0011I DEFAULT REROUTE NAME=HWSLDEF
HWSCO0O1I RACF APPL NAME=

HWSCO0011I OTMA ACEE AGING VALUE=2147483647
HWSCO0011I OTMA ACK TIMEOUT VALUE=120
HWSCO0011I OTMA MAX INPUT MESSAGE=5000

HWSCO0011I NO ACTIVE IMSPLEX
HWSCO001I PORT=1080 STATUS=ACTIVE

HWSCO0011I CLIENTID USERID  TRANCODE STATUS SECOND CLNTPORT IP-ADDRESS
HWSCO0O1I HWSEHYMO JDOE  IVTNO RECV 21 1109 009.017.137.11
HWSCO001I TOTAL CLIENTS=1 RECV=1 CONN=0 XMIT=0 OTHER=0

This example shows that one client is connected on TCP port 1109, and that the

client is connecting from the IP address 9.17.137.11.

You can run netstat on that system to find out in which process that client is

running.

Use the following IMS command to view the TPIPEs that are created for those

connections:

/DISPLAY TMEMBER IMSConnect Name TPIPE ALL

— For transactions that have a commit mode of 1, the TPIPE name is the port
number that is used for that interaction (for example, 1080 in the previous
example).

— For transactions that have a commit mode of 0, the TPIPE name is the same
as the client ID (for example, HWSEHYMO in the previous example). The
client ID is generated automatically in the IMSRequest node.
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DFS0001
DFS000I
DFS000I
DFS000I
DFS000I
DFS0001
DFS0001

How can I discover the correct settings for Hostname, Portnumber, and

DataStoreName?:

* Scenario: Your broker fails to connect to IMS and you want to verify your
settings.

* Explanation: You can use SDSF on z/OS to issue a command to see members of
the XCF group to which your IMS control region belongs. One of these members
should be IMS Connect. You can then run a command against IMS Connect to
discover these properties.

* Solution: Use SDSF to enter the following command:

/xx/display OTMA

where xx is the reply ID for your IMS control region job.
For example, if you see ....... *26 DFS9961 *IMS READY* IMOA in S.log, run
the command /26/DISPLAY OTMA.

The output from that command shows the name of the IMS Connect that is in
the same XCF group as this IMS control region:

GROUP/MEMBER XCF-STATUS  USER-STATUS SECURITY TIBINPT SMEM  IMOA

DRUEXIT T/0 IMOA
IMOAGRNM IMOA
-IMOA ACTIVE SERVER CHECK IMOA
-IMOA N/A 0 IMOA
-IMOACONN ACTIVE ACCEPT TRAFFIC CHECK 05000 IMOA

*08350/175112+«  IMOA

Use SDSF to enter the following QUERY MEMBER command, where
IMOACONN is the name of your IMS Connect job that was reported by the
previous command:

/F IMOACONN,QRY MEMBER TYPE(IMSCON)

The output is in the following format:

/F IMOACONN,QRY MEMBER TYPE(IMSCON)

HWSCO0011I
HWSCO0011I
HWSCO0011I
HWSCO0011I
HWSCO0O11I
HWSCO001I
HWSCO0011I
HWSCO0011I
HWSCO0011I
HWSCO001I
HWSCO001I
HWSCO0011I
HWSCO001I
HWSCO0011I
HWSCO001I
HWSCO0011I
HWSCO0O1I
HWSCO001I
HWSCO0011I

HWS ID=IMOACONN RACF=Y PSWDMC=N
MAXS0C=50 TIMEOUT=0
RRS=N  STATUS=REGISTERED
VERSION=V10 IP-ADDRESS=009.017.252.024
SUPER MEMBER NAME=
ADAPTER=N
DATASTORE=IMOA STATUS=ACTIVE
GROUP=IMOAGRNM MEMBER=IMOACONN
TARGET MEMBER=IMOA
DEFAULT REROUTE NAME=HWS£DEF
RACF APPL NAME=
OTMA ACEE AGING VALUE=2147483647
OTMA ACK TIMEOUT VALUE=120
OTMA MAX INPUT MESSAGE=5000
NO ACTIVE IMSPLEX
PORT=1080 STATUS=ACTIVE
CLIENTID USERID  TRANCODE STATUS SECOND CLNTPORT IP-ADDRESS
HWSEHYMO JDOE  IVTNO RECV 21 1109 009.017.137.11
TOTAL CLIENTS=1 RECV=1 CONN=0 XMIT=0 OTHER=0

What should I do when my transaction times out?:
* Scenario: The transaction times out and the message is sent to the Timeout
terminal, or an exception is issued.

* Explanation: Your transaction is taking longer than the values that are set for the
execution or socket timeouts, therefore the node stops waiting for a response,
and issues an exception or sends the message to the Timeout terminal.
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If the transaction subsequently completes successfully, the result depends on the
commit mode that is set on the IMSRequest node:

— If the Commit mode property is set to 0: COMMIT_THEN_SEND, the unit of
work is committed and the response is discarded.

— If the Commit mode property is set to 1: SEND_THEN_COMMIT, the
response is not sent and the unit of work is rolled back.

* Solution: Increase the execution or socket timeout values to give enough time
for the transaction to complete.
— Configure the execution timeout by using the Timeout waiting for a
transaction to be executed property on the IMSRequest node.
— Configure the socket timeout on the configurable service.

How many physical connections should I expect in IMS Connect?:

* Scenario: You need to set the values for the number of connections that are
required by clients that are connecting to IMS Connect.

* Explanation: The number of physical connections that can be opened in IMS
Connect is limited. The limit depends on the MAXSOC and MAXFEILEPROC
settings.

— The MAXSOC setting in IMS Connect determines the number of sockets that
can be opened in IMS, which is the number of ports on which IMS listens for
connections, plus the number of physical connections.

- MAXFILEPROC is a UNIX System Services (USS) setting, which must be
greater than or equal to MAXSOC, otherwise IMS reaches this limit before it
reaches its own MAXSOC limit.

If the IMS Connect process is granted superuser authority in USS, it sets
MAXFILEPROC automatically.

If the MAXSOC value is reached, IMS Connect issues warning message
HWSS0771W, and refuses new requests for connections from clients. This
behavior continues until the number of open sockets is below the limit (for
example, after some clients have disconnected).

If the MAXFILEPROC value is reached, USS issues information message
BPXI10401.

* Solution: When you set values for MAXSOC and MAXFILEPROC, consider how
many clients are likely to connect concurrently to IMS Connect, and how many
connections those clients will require.

WebSphere Message Broker acts as a client to IMS Connect, and opens
connections to IMS Connect. Therefore, find out how many connections are
required by WebSphere Message Broker by gathering the following information:

— The number of message flows with IMS nodes that are deployed
— For those message flows, the values of the Additional instances property

The maximum number of connections required for each broker is determined by

the number of threads that can be running concurrently in the IMS nodes. In the

following example, three message flows with IMS nodes exist:

— Message flow A has 0 additional instances, therefore one thread is running.

— Message flow B has 3 additional instances, therefore four threads can be
running concurrently.

— Message flow C has 4 additional instances, therefore five threads can be
running concurrently.

In this example, the maximum number of connections required by the broker is
10 (1+4+5). If you have four other similar brokers, all connecting to the same
instance of IMS Connect, which has five ports configured, you would set the
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maximum number of sockets (MAXSOC) to at least 55 (the maximum number of
connections for five brokers plus the number of ports: 10x5+5).

Problems when developing message flows with file nodes
Use the advice given here to help you to resolve some common problems that can
arise when you develop message flows that contain file nodes.

+ |“A file node flow stops processing files and error message BIP3331 or BIP3332 is|

issued”|

+ |“During processing of a large file, error message BIP2106 is issued or the broker]
stops because of insufficient memory”]

+ ["“Missing or duplicate messages after recovery from failure in a flow attached to|
a FileInput node” on page 65|

* |“No file is created in the output directory after FileOutput node processing” onl|

page 66|

+ [“Output file name overrides have not been applied” on page 66|

A file node flow stops processing files and error message BIP3331 or BIP3332 is
issued:

* Scenario: Files in the specified input directory are not being processed. Error
message BIP3331 or BIP3332 is issued.

* Explanation: The error messages explain that the FileInput node encountered an
exception and could not continue file processing. This problem can be caused
when the FileInput node cannot move files from its input directory to the
archive or backout directory because of file system permissions or another file in
the target directory preventing the file to be transferred. In this situation, the
node is unable to process input files without losing data so processing stops.
Two messages are issued; the first is either BIP3331 or BIP3332 which specifies a
second message which describes the cause of the problem in more detail.

* Solution: If the first error message issued is BIP3331, stop the flow and resolve
the problem. The FileInput node is unable to complete successful processing of
the file.

1. Stop the flow.

2. Find the error message referenced in the BIP3331. This second error message
identifies the problem and the files and directories causing it.

3. Ensure the broker has the required access to these files and directories.

4. You might need to move, delete or rename files in the archive or transit
directories.

5. Check whether the input file causing the problem has been successfully
processed (except for being moved to the archive or backout directory). If it
has been successfully processed, remove it from the input directory.

6. Restart the flow.

If the first error message issued is BIP3332, you do not need to stop the flow
because the FileInput node has detected the problem before starting file
processing. Find the error message referenced in the BIP3332 message. This
second error message identifies the problem and the files and directories causing
it.

During processing of a large file, error message BIP2106 is issued or the broker
stops because of insufficient memory:

* Scenario: Large input files cause the broker to issue messages, or stop, because
insufficient memory is available.



* Explanation: The FileInput node can process very large files. Subsequent
processing in the flow attached to its Out terminal might require more memory
than is available to the broker.

* Solution: In most cases, the FileInput node imposes a limit of 100 MB on the
records propagated to the attached flow. If your application needs to access large
amounts of data, you might need to increase its available memory and reduce
the number of available instances. See [‘Resolving problems with performance’]
for more information. You can also reduce the memory required to
process the file's contents in the following ways:

— If you are processing a whole file as a single BLOB, split it into smaller
messages by specifying on the Records and Elements tab of the FileInput
node's properties:

- A value of Fixed Length in the Record detection property
- A large value in the Length property, for example 1000000.

— If you are writing the file's contents to a single output file, specify Record is
Unmodified Data in the FileOutput node's Record definition property; this
reassembles the records in an output file of the same size as the input file.
Wire the FileInput node's End of Data terminal to the FileOutput node's
Finish File terminal. Configure the flow to have no additional instances to
ensure that the output records arrive in sequence.

— If you are processing large records using the techniques shown in the Large
Messaging sample, ensure that you do not cause the execution group to
access the whole record. Avoid specifying a value of $Body in the Pattern
property of a Trace node.

— If you have specified a value of Parsed Record Sequence in the FileInput
node's Record definition property, the broker does not limit the size of the
record. If subsequent nodes in the message flow try to access an entire large
record, the broker might not have sufficient memory to allow this and stop.
Use the techniques in the Large Messaging sample to limit the memory
required to handle very large records.

Missing or duplicate messages after recovery from failure in a flow attached to a
FileInput node:

* Scenario: After the failure of a message flow containing a FileInput node
processing the input file as multiple records, a subsequent restart of the flow
results in duplicate messages being processed. If the flow is not restarted, some
input records are not processed.

* Explanation: If a record produces a message which causes the flow to fail and
retry processing does not solve the problem, the node stops processing the file
and moves it to the backout directory. Records subsequent to the failing message
are not processed. The FileInput node is not transactional; it cannot roll back the
file input records. Transactional resources in the attached flow can roll back the
effects of the failing input record but not preceding records. Records before the
failing record will have been processed but records subsequent to the failing
record will not have been processed. If you restart the flow by moving the input
file from the backout directory to the input directory, messages from records
preceding the point of failure are duplicated.

* Solution: If the input messages have unique keys, modify your flow to ignore
duplicate records. If the messages do not have unique keys but each input file
has a unique name, you can modify your flow to form a unique key based on
the file name and record number. Define a database table and add a Database
node to your flow to record the key of each record that is processed. Add a
DatabaseRoute node to filter input messages so that only records without keys
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already in the database are processed. See the Simplified Database Routing
sample to understand how to use the DatabaseRoute node to filter messages.

If you cannot generate unique keys for each record, split your flow into two
separate flows. In the first flow, wire the FileInput node to an MQOutput node
so that each input record is copied as a BLOB to a WebSphere MQ queue.
Ensure there are adequate WebSphere MQ resources, queue size for example, so
that the first flow does not fail. In the second flow, wire an MQInput node to the
flow previously wired to your FileInput node. Configure the MQInput and other
nodes to achieve the desired transactional behavior.

No file is created in the output directory after FileOutput node processing:
* Scenario: A file created by the FileOutput node does not appear in the output

directory. The node is configured so that the Record definition property has a
value of Record is Unmodified Data, Record is Fixed Length Data, or Record is
Delimited Data and the flow runs one or more times.

Explanation: The FileOutput node accumulates messages, record by record, in
an incomplete version of the output file in the transit subdirectory of the output
directory. It moves the file from the transit subdirectory to the output directory
only when it receives a message on its Finish File terminal; at this point, the file
is complete. If the node's input processing fails before a message is sent to the
Finish file terminal, the file remains in the transit directory. The file might be
completed by a subsequent flow if it uses the same file name and output
directory; if this does not happen, the file is never moved to the output directory

Solution: If you need to ensure that incomplete files are moved to the output
directory if the input flow fails, wire the input node's Failure terminal to the
FileOutput node's Finish File terminal, in addition to all other flows that are
wired to this terminal.

If you need all output files to be available for a downstream process at a
particular time or after a particular event, wire a separate flow to the FileOutput
node's Finish File terminal to send a message at that particular time or on that
particular event. If duplicate messages which identify the same file are sent to
the Finish File terminal, the FileOutput node ignores them.

If your flows use the Request directory property location, Request file name
property location (default Directory and Name in the $LocalEnvironment/
Destination/File folder), or $LocalEnvironment/Wildcard/WildcardMatch, ensure
that messages sent to the Finish File terminal contain the correct elements and
values to identify the output file and directory.

Output file name overrides have not been applied:
* Scenario: The message elements set in the flow to override the output file name

or directory values specified in the FileOutput node's Basic properties have not
been applied. The output file is created using the name and directory set in the
FileOutput node's Basic properties.

Explanation: One of the following might be the cause of this problem:

— The message sent to the FileOutput node does not contain the expected
changes.

— The FileOutput node is configured to use different elements in the message
from the ones set to the new values.
— Not all messages contain the overriding values.

Solution: Use the debugger or a Trace node inserted in front of the FileOutput
node's In terminal to check that the expected overriding values appear in the
correct message elements. If they do not, check that the Compute mode property
has been set correctly in Compute nodes that are upstream in the flow; for



example, if $LocalEnvironment/File/Name has not changed following a
Compute node, check that the Compute node has its Compute mode property
set to LocalEnvironment and Message.

If the message elements are set correctly, check that the FileOutput node's
Request directory property location and Request file name property location
properties identify the correct elements in the message.

If you have specified Record is Unmodified DataRecord is Fixed Length Data, or
Record is Delimited Data in the FileOutput node's Record definition property,
ensure that messages that go to the Finish File terminal have the same override
values as those that go to the in terminal. Unless you do this, the Finish file
terminal message and the In terminal messages will apply to different files.

Resolving ESQL problems when developing message flows
This topic contains advice for dealing with some common ESQL problems that can
arise when developing message flows:

A Routine not defined error message is issued in ESQL when you move a
routine:

* Scenario: A Routine not defined error message is displayed in ESQL when you
move a routine from one schema to another.

* Explanation: If a routine that was referenced by code in one schema is moved to
another schema, where it is still visible, a false error is generated stating that the
routine cannot be resolved.

* Solution: Clean the project by clicking Project > Clean.

The product fails to respond when you paste ESQL statements from Adobe
Reader:

* Scenario: When you copy and paste certain ESQL statements from Adobe
Reader into the ESQL editor, WebSphere Message Broker stops responding.

* Explanation: This problem occurs when you paste text directly from Adobe
Reader into either the ESQL editor or the Java editor.

* Solution: To work around this problem, either enter the text manually, or copy
and paste it to a text editor (such as Notepad), then perform another copy and
paste action from there.

You do not know how message flows handle the code page of ESQL files:

* Scenario: You do not know how message flows handle the code page of ESQL
files.

* Solution: The code page of an ESQL file is the code page of the workbench on
which the file is created. You must deploy a message flow using an ESQL file on
a workbench with the same code page setting as the ESQL file. When multiple
ESQL files are involved in a single compiled message flow (.cmf) file, all these
ESQL files must be in the same code page.

See [Editor preferences and localized settings| for more information.

You do not know the naming restrictions for ESQL procedures and functions:

* Scenario: You do not know the restrictions for choosing names for ESQL
modules or schema scope ESQL and mapping procedures and functions.

* Solution: Module and schema scope procedures and functions cannot have
names starting with IBM_WBIMB_ because IBM_ is reserved for IBM use, and
IBM_WBIMB_ is reserved for WebSphere Message Broker.

Error message BIP5431 is issued and the broker fails:
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Scenario: Error message BIP5431 is displayed and the broker fails.

Explanation: When setting output message properties, you have specified an
incorrect physical format name for the message format.

Solution: The name that you specify for the physical layer must match the name
that you have defined for it. The default physical layer names are Binaryl, XML1
and Textl.

You are unable to call Java from ESQL:

Scenario: Your Java class files are not being found.

Explanation: When creating the class files, you have not placed them in the
correct location within the system CLASSPATH.

Solution: See the [CREATE PROCEDURE statement| for further information.

Error message BIP3203 is issued: Format expression is not a valid FORMAT
expression for converting expression to type:

Scenario: Your format expression contains an unrecognized character for the
conversion.

Explanation: Your format expression for a numeric conversion was used to
convert to or from a DATE, TIME, TIMESTAMP, GMTTIME or
GMTTIMESTAMP variable. Another possible explanation is that your format

expression for a DateTime conversion was used to convert to or from an
INTEGER, DECIMAL or FLOAT variable.

Solution: Replace the format expression with one from the applicable types. For
more information about valid data types and expressions, see the [ESQL reference

topic.

Error message BIP3204 is issued: Input expression does not match FORMAT
expression. Parsing failed to match:

Scenario: You have used an input string that does not match the format
expression.

Explanation: Your format expression contains data that does not match the
current element of the format expression.

Solution: Either rewrite the format expression to match the input data, or
modify the input data to match the format expression. For more information

about valid data types and expressions, see the [ESQL reference| topic.

The CAST function does not provide the expected DST offset for non-GMT time
zones:

Scenario: You are using the CAST function to convert a string to a TIME
variable, in a broker that is running in a time zone other than GMT. The
daylight saving time (DST) offset is not correctly calculated.

Explanation: If no time zone is associated with the time string passed to CAST,

it is converted to GMT time. If no date is supplied, the current system date is
assumed.

Solution: Specify the correct time zone and date. See [Formatting and parsing]
[dateTimes as strings| for more information.

Error message BIP3205 is issued: The use of a FORMAT expression is not
allowed when converting:

Scenario: You have used a format expression when it is not applicable, for
example when converting from decimal to integer.



* Explanation: The use of format expressions is limited to casting between
datetime and string values or numeric and string values. Your format expression
cannot be applied in this case.

* Solution: Either remove the FORMAT clause, or change the parameters. For
more information about valid data types and expressions, see the [ESQL reference
topic.

Resolving mapping and message reference problems when
developing message flows

Adpvice for dealing with some common mapping and message reference problems
that can arise when developing message flows:

Resources that are referenced by the mapping file cannot be resolved:

* Scenario: You have imported some message flows into the workbench that
contain mappings. An error is issued, indicating that the resources that are
referenced by the mapping file cannot be resolved.

* Explanation: Mappings can use resources that exist in other projects. For
example, a mapping reference to a message set might exist in a different project.
If the reference cannot be resolved, it probably means that the reference to the
other project has been lost.

* Solution: To reference a project:

1. Right-click the project with the error, and click Properties.

2. Under Project References, a list of the projects in your workspace is
displayed. Select the required projects to reference the resources in these
projects.

3. Click OK.

Errors are issued when you import table schemas into the Message Mapping
editor:

* Scenario: When you try to import and add table schemas in the Message
Mapping editor, you encounter errors like:
/flow2/schemal/SAMPLE.conxmi cannot be Tloaded.
The following error was reported: schemal/SAMPLE.conxmi

* Explanation: This error usually means that you have the same database files
under the same broker schema name in another project. The relative paths are
the same, so the Message Mapping editor cannot resolve this ambiguity and
does not know which table to add.

e Solution: There are two courses of action:

— If the table file already exists in the workspace, and this is what you want to
use for mapping, reuse the file by clicking the Add database table schemas
from workspace option in the Add Database Table Schemas dialog box.

— If you want a different copy of the tables, rename the broker schema.

Warnings or errors are issued for message references:

* Scenario: Warnings or errors are issued for message references, yet you are
certain that your references are correct.

* Explanation: This is never the case with messages that are using the XML
parser. For these message references, direct validation is not performed because
the references could be used for generic XML.

There is an ESQL editor preference that allows you to choose to ignore message
reference mismatches, or to have them be reported as a warning or an error. By
default, this type of problem is reported as a warning, so that you can still
deploy the message flow.
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Solution: To use the validation feature, ensure that you have set up a
from the project that contains the ESQL to the project that contains the
message set.

If you are using reference in a subroutine, take the following steps:
1. Create a reference to the tree and the parser in the module's main procedure.

2. Associate the reference to the correlation name, for example InputRoot or
Root. Alternatively, create the OutputRoot.parser node, where parser is the
name of the parser that you want to use.

3. Pass the reference as a parameter to an ESQL subroutine that identifies the
XSD type of the reference.

This practice is beneficial because the passed reference supports content assistance
and validation for ESQL. The message type content properties open, or open
defined are not used in validation, and the assumption is that this property is
closed.

A $db:select out of scope error is generated when you map from a database
source:

Scenario: You have specified a database as the data source and when you save
the map file, there is an error saying $db:select out of scope

Explanation: A $db:select expression must be within the scope of the $db:select
entry in the Map Script column of the Spreadsheet pane, meaning that it must
be a descendant of the select statement. If a $db:select expression is out of scope
the Message Mapping editor moves the $db:select entry to a position where the
$db:select expression is in scope. The $db:select expression can remain out of
scope if it is positioned above the $db:select entry in the Map Script column of
the Spreadsheet pane.

Solution: Delete the out of scope $db:select expression or move the $db:select
entry in the Map Script column. You can drag the element out of the 'for' row,
and then drag the $db:select entry in the Map Script column higher in the
message, above the out of scope $db:select expression. Ensure that the out of
scope $db:select expression is now a descendant of the $db:select entry. See
[Mapping a target element from database tables| topic for more information about
database selects.

A $db:proc out of scope error is generated when you map from a database
stored procedure:

Scenario: You have specified a stored procedure as the source and when you
save the map file, there is an error saying $db:proc out of scope

Explanation: A $db:proc expression must be within the scope of the $db:proc
entry in the Map Script column of the Spreadsheet pane, meaning that it must
be a descendant of the stored procedure statement. If a $db:proc expression is
out of scope the Message Mapping editor moves the $db:proc entry to a position
where the $db:proc expression is in scope. The $db:proc expression can remain
out of scope if it is positioned above the $db:proc entry in the Map Script
column of the Spreadsheet pane.

Solution: Delete the out of scope $db:proc expression or move the $db:proc
entry in the Map Script column. You can drag the $db:proc entry in the Map
Script column higher in the message, above the out of scope $db:proc
expression. Ensure that the out of scope $db:proc expression is now a
descendant of the $db:proc entry. See [Mapping a target element from database]
lstored procedures| for more information about database stored procedures.




A $db:func out of scope error is generated when you map from a database
user-defined function:

Scenario: You have specified a user-defined function as the source and when
you save the map file, there is an error saying $db:func out of scope

Explanation: A $db:func expression must be within the scope of the $db:func
entry in the Map Script column of the Spreadsheet pane, meaning that it must
be a descendant of the user defined function statement. If a $db:func expression
is out of scope the Message Mapping editor moves the $db:func entry to a
position where the $db:func expression is in scope. The $db:func expression can
remain out of scope if it is positioned above the $db:func entry in the Map
Script column of the Spreadsheet pane.

Solution: Delete the out of scope $db:func expression or move the $db:func
entry in the Map Script column. You can drag the $db:func entry in the Map
Script column higher in the message, above the out of scope $db:func
expression. Ensure that the out of scope $db:func expression is now a
descendant of the $db:func entry. See [Mapping a target element from database|
[user-defined functions| for more information about database user-defined
functions.

Target is not referencing a valid variable warning when you set the value of a
target:

Scenario: You have set the value for a target to a variable, such as a WebSphere
MQ constant, and when you save the map file the warning The target
"$target" is not referencing a valid variable is generated.

Explanation: The variable that you have referenced is not recognized. For
example, you might have entered an expression of the form $mq: followed by a
WebSphere MQ constant, but the constant is not recognized. This might be
because the variable has been entered incorrectly or it is not supported.
Alternatively, you might be referencing a new variable or constant that can be
resolved only at run time. If this is the case you can ignore the warning.

Solution: Try one of the following to solve the problem:
— Check that the variable has been entered correctly.

— If you are using WebSphere MQ constants, use Edit >+ Content Assist to
select from the list of available WebSphere MQ constants.

There are missing or unexpected targets in a message map:

Scenario: In your message map, warning messages are displayed that indicate a
target element is missing, or a target element is at an unexpected location. As a
result the output message generated by the message map might be incorrect.

Explanation: If target elements are missing from the Spreadsheet pane when you
edit and save the message map, a warning is displayed that a target is missing.
This situation can occur if you use the Insert Children wizard and do not select
all the required elements, or if you create mappings using the drag-and-drop
method and do not create mappings for all the required fields. If target elements
in the Spreadsheet pane are in an unexpected order, a warning that the element
is unexpected at that location is displayed. This situation can occur if you drag
elements to new locations in the Spreadsheet pane.

* Solution: To solve the problem:

— Use Insert Children on the parent element to add any missing target
elements to the Spreadsheet pane.

- Drag any target elements that are in an unexpected location to the correct
location. Use the message tree in the Target pane as a guide to the expected
structure of the output message.
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Error message BIP6118 is issued: The remaining bitstream is too small contain
the indicated structure.:

Scenario: You have used an unsupported message domain for a target message
in your message map.

Explanation: The message domain that is associated with a target message is
determined by the Message Domain property of your message set. Mapping
nodes generate a target message that matches the message domain of the
message set. Using a message domain that is not supported by the message
mapper can result in an output message with a structure that is not valid for the
chosen parser.

Solution: To solve the problem [change the target message domain| for your
message set.

Error message BIP4680 is issued: Unsupported message domain encountered in
mapping node.:

Scenario: You have used an unsupported message domain for a target message
in your message map, for example BLOB.

Explanation: The message domain that is associated with a target message is
determined by the Message Domain property of your message set. Mapping
nodes generate a target message that matches the message domain of the
message set. Using a message domain that is not supported by the message
mapper can result in an output message with a structure that is not valid for the
chosen parser.

Solution: To solve the problem [change the target message domain| for your
message set.

Resolving implementation problems when developing message
flows

Use the advice given here to help you to resolve some common problems that can
arise when running message flows.

“Messages are directed to the Failure terminal of an MQInput node” on page 73|

“Error message BIP2211 is issued on z/OS by the MQInput node” on page 73|

“Messages enter the message flow but do not exit” on page 73|

“Your execution group is not reading messages from the input queues” on page

75|

“The execution group ends while processing messages” on page 75|

“Your execution group hangs, or ends with a core dump” on page 76|

“Your XSLTransform node is not working after deployment and errors are issued|

indicating that the style sheet could not be processed” on page 77]

“Qutput messages are not sent to expected destinations” on page 77|

“You experience problems when sending a message to an HTTP node's URL” on|

page 77|

“When using secure HTTP connections, you change a DNS host's destination but]

the broker is using a cached DNS host definition” on page 78|

“The TimeoutControl node issues error message BIP4606 or BIP4607 when the]

timeout request start time that it receives is in the past” on page 78

“You are using a TimeoutControl node with a TimeoutNotification node, with|

multiple clients running concurrently, and messages appear to be being]|

dropped” on page 79|

“Error message BIP5347 is issued on AIX when you run a message flow that|

uses a message set” on page 79|

“Error message BIP2130 is issued with code page value of -1 or -2” on page 80|

“The message flow throws a recoverable exception BIP7035” on page 80|

“Q0oS1 and QoS2 SCADA messages are not being processed” on page 80|




+ |“The execution group restarts before an MQGet node has retrieved all messages”]

on page 81|

Messages are directed to the Failure terminal of an MQInput node:

* Scenario: Messages that are received at a message flow are directed immediately
to the Failure terminal on the MQInput node (if it is connected), or are rolled
back.

* Explanation: When a message is received by WebSphere MQ, an error is
signalled if the following conditions are all true:

— The MQInput node requests that the message content is converted (the
Convert property is set to yes on the node).

— The message consists only of an MQMD followed by the body of the
message.

— The message format, as specified in the MQMD, is set to MQFMT_NONE.
This error causes the message to be directed to the Failure terminal.

* Solution: In general, you do not need to request WebSphere MQ to convert the
message content, because the broker processes messages in all code pages and
encodings that are supported by WebSphere MQ. Set the Convert property to no
to ensure that messages flow from the MQInput node to successive nodes in the
message flow.

Error message BIP2211 is issued on z/OS by the MQInput node:

* Scenario: The following error message is issued by the MQInput node,
indicating an invalid attribute:

BIP2211: (Invalid configuration message containing attribute value [attribute value]
which is not valid for target attribute [target attribute name],
object [object name]; valid values are [valid values])

* Explanation: On z/0OS, WebSphere MQ supports serialized access to shared
resources, such as shared queues, through the use of a connection tag
(serialization token) when an application connects to the queue manager that
participates in a queue sharing group. In this case, an invalid attribute has been
specified for the z/OS serialization token.

* Solution: Check that the value that is provided for the z/OS serialization token
conforms to the rules as described in the Application Programming Reference
section of the [WebSphere MQ Version 7 Information Center online| or [WebSphere
[MQ Version 6 Information Center online]

Messages enter the message flow but do not exit:

* Scenario: You have sent messages into your message flow, and they have been
removed from the input queue, but nothing appears at the other end of the
message flow.

* Explanation: Several situations might cause this error to occur. Consider the
following scenarios to try to identify the situation that is causing your failure:

1. Check your message flow in the workbench.

You might have connected the MQInput node Failure terminal to a
successive node instead of the Out terminal. The Out terminal is the middle
terminal of the three. Messages directed to an unconnected Out terminal are
discarded.

2. If the Out terminal of the MQInput node is connected correctly to a
successive node, check the broker's local error log for an indication that
message processing has been ended because of problems. Additional
messages give more detailed information.
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If the Failure terminal of the MQInput node has been connected (for
example, to an MQOutput node), these messages do not appear.

Connecting a node to a Failure terminal of another node indicates that you
have designed the message flow to deal with all error processing. If you
connect a Failure terminal to an MQOutput node, your message flow ignores
all errors that occur.

If the Out terminal of the MQInput node is connected correctly to a
successive node, and the local error log does not contain error messages, turn
user tracing on for the message flow:

a. Switch to the Broker Administration perspective.

b. In the Domain view, select the message flow, and right-click. (You might
have to refresh the view by clicking the Refresh icon.)

c. Click User Trace » Normal.

This action produces a user trace entry from only the nodes that the message
visits.

On distributed systems, you can retrieve the trace entries by using the
mgsireadlog command, format them by using the mgsiformatlog command,
and view the formatted records to check the path of the message through the
message flow.

For z/0S, edit and submit the BIPRELG job in COMPONENTPDS
to execute the mgsireadlog and mgsiformatlog commands to process traces.

If the user trace shows that the message is not taking the expected path
through the message flow, increase the user trace level to Debug by selecting
the message flow, right-clicking it, and clicking User Trace » Debug.

Send your message into the message flow again. Debug-level trace produces
much more detail about why the message is taking a particular route, and
you can then determine the reasons for the actions taken by the message
flow.

Do not forget to turn tracing off when you have solved the problem, because
performance might be adversely affected.

If the MQPUT command to the output queue that is defined on the
MQOutput node is not successful (for example, the queue is full or put is
disabled), the final destination of a message depends on:

— Whether the Failure terminal of the MQOutput node is connected.

— Whether the message is being processed transactionally (which in turn
depends on the transaction mode setting of the MQInput node, the
MQOutput node, and the input and output queues).

— Whether the message is persistent or nonpersistent. When transaction
mode is set to the default value of Automatic, message transactionality is
derived from the way that it was specified at the input node. All messages
are treated as persistent if transaction mode=yes, and as nonpersistent if
transaction mode=no.

In general, if a path is not defined for a failure (that is, neither the Catch
terminal nor the Failure terminal of the MQInput node is connected):

— Non-transactional messages are discarded.

— Transactional messages are rolled back to the input queue to be tried
again:
- If the backout count of the message is less than the backout threshold

(BOTHRESH) of the input queue, the message is tried again and sent to
the Out terminal.



- When the backout count equals or exceeds the backout threshold, one
of the following might happen:

* The message is placed on the backout queue, if one is specified
(using the BOQNAME attribute of the input queue.)

* The message is placed on the dead-letter queue, if there is no backout
queue defined or if the MQPUT to the backout queue fails.

¢ If the MQPUT to the dead-letter queue fails, or if there is no
dead-letter queue defined, then the message flow loops continuously
trying to put the message to the dead-letter queue.

— If a path is defined for the failure, then that path defines the destination of
the message. If both the Catch terminal and the Failure terminal are
connected, the message is propagated through the Catch terminal.

6. If your message flow uses transaction mode=yes on the MQInput node
properties, and the messages are not appearing on an output queue, check
the path of the message flow.

— If the message flow has paths that are not failures (but that do not end in
an output queue), either:

- The message flow has not failed and the message is not backed out.

- The message flow is put to an alternative destination (for example, the
Catch terminal, the dead-letter queue, or the queue's backout queue).

— Check that all possible paths reach a final output node and do not reach a
dead end. For example, check that you have:

- Connected the Unknown terminal of a Filter node to another node in
the message flow.

- Connected both the True and False terminals of a Filter node to another
node in the message flow.

Your execution group is not reading messages from the input queues:

* Scenario: Your execution group has started, but is not reading messages from
the specified input queues.

* Explanation: A started execution group might not read messages from the input
queues of the message flows because previous errors might have left the queue
manager in an inconsistent state.

* Solution: Complete the following steps:

Stop the broker.

Stop the WebSphere MQ listener.

Stop the WebSphere MQ channel initiator.
Stop the WebSphere MQ queue manager.
Restart the WebSphere MQ queue manager.
Restart the WebSphere MQ channel initiator.
Restart the WebSphere MQ listener.

Restart the broker.
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The execution group ends while processing messages:

* Scenario: While processing a series of messages, the execution group
(DataFlowEngine) process size grows steadily without levelling off. This
situation might cause the DataFlowEngine process to end if it cannot allocate
more memory, and restart. The error message BIP2106 might be logged to
indicate the out of memory condition.
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In addition, if you are using DB2 on distributed systems, you might get the
message:

SQLO954C Not enough storage is available in the application heap to process
the statement.

On z/08S, an SQLSTATE of HY014 might be returned with an SQL
code of -99999, indicating that the DataFlowEngine process has reached the DB2
z/0S process limit of 254 prepared SQL statement handles.

Explanation: When a database call is made from within a message flow node,
the flow constructs the appropriate SQL, which is sent using ODBC to the
database manager. As part of this process, the SQL statement is prepared using
the SQLPrepare function, and a statement handle is acquired so that the SQL
statement can be executed.

For performance reasons, after the statement is prepared, the statement and
handle are saved in a cache to reduce the number of calls to the SQLPrepare
function. If the statement is already in the cache, the statement handle is
returned so that it can be re-executed with newly bound parameters.

The statement string is used to perform the cache lookup. By using hardcoded
SQL strings that differ slightly for each message, the statement is not found in
the cache, and an SQLPrepare function is always performed (and a new ODBC
cursor is opened). When using PASSTHRU statements, use parameter markers
so that the same SQL prepared statement can be used for each message
processed, with the parameters being bound at run time. This approach is more
efficient in terms of database resources and, for statements that are executed
repeatedly, it is faster.

However, it is not always possible to use parameter markers, or you might want
to dynamically build the SQL statement strings at run time. This situation
potentially leads to many unique SQL statements being cached. The cache itself
does not grow that large, because these statements themselves are generally not
big, but many small memory allocations can lead to memory fragmentation.

Solution: If you encounter these types of situations, disable the caching of
prepared statements by setting the MQSI_EMPTY_DB_CACHE environment
variable to an arbitrary value. When this environment variable has been created,
the prepared statements for that message flow are emptied at the end of
processing for each message. This action might cause a slight performance
degradation because every SQL statement is prepared.

Your execution group hangs, or ends with a core dump:

* Scenario: While processing a message, an execution group either hangs with

high CPU usage, or ends with a core dump. The stack trace from the core dump
or abend file is large, showing many calls on the stack. Messages written to the
system log might indicate "out of memory" or "bad allocation" conditions. The
characteristics of the message flow in this scenario often include a hard-wired
loop around some of the nodes.

Explanation: When a message flow thread executes, it requires storage to
perform the instructions that are defined by the logic of its connected nodes.
This storage comes from the execution group's heap and stack storage. The
execution of a message flow is constrained by the stack size, the default value of
which differs depending on the operating system.

Solution: If a message flow that is larger than the stack size is required, you can
increase the stack size limit and then restart the brokers that are running on the
system so that they use the new value. For information on setting the stack size
for your operating system, see [System resources for message flow development]




Your XSLTransform node is not working after deployment and errors are issued
indicating that the style sheet could not be processed:

* Scenario: Your XSLTransform node is not working after deploying resources,
and errors are displayed indicating that the style sheet could not be processed.

e Solution:

— If the broker cannot find the style sheet or XML files that are required,
migrate the style sheets or XML files with relative path references, as
described in [Migrating style sheets and XML files from Version 5.0}

— If the contents of a style sheet or XML file are damaged and therefore no
longer usable (for example, if a file system failure occurs during a
deployment), redeploy the damaged style sheet or XML file.

Output messages are not sent to expected destinations:

* Scenario: You have developed a message flow that creates a destination list in
the LocalEnvironment tree. The list might contain queues for the MQOutput
node, labels for a RouteToLabel node, or URLs for an HTTPRequest node.
However, the messages are not reaching these destinations, and there are no
error messages.

e Solution:

— Check that you have set Compute mode to a value that includes the
LocalEnvironment in the output message, for example All. The default setting
of Compute mode is Message, and all changes that you make to
LocalEnvironment are lost.

— Check your ESQL statements. The content and structure of LocalEnvironment
are not enforced, so the ESQL editor (and content assist) does not provide
guidance for field references, and you might have specified one or more of
these references incorrectly.

Some example procedures to help you set up destination lists are provided in

[Populating Destination in the local environment treel You can use these
procedures unchanged, or modify them for your own requirements.

You experience problems when sending a message to an HTTP node's URL:

* Scenario: Sending a message to an HTTP node's URL causes a timeout, or the
message is not sent to the correct message flow.

* Explanation: The following rules are true when URL matching is performed:

— There is one-to-one matching of HTTP requests to HTTPInput nodes. For each
HTTP request, only one message flow receives the message. This statement is
true even if two message flows are listening on the same URL. Similarly, you
cannot predict which MQInput node that is listening on a particular queue
will receive a message.

— Messages are sent to wildcard URLs only if no other URL is matched.
Therefore a URL of /* receives all messages that do not match another URL.

— Changing a URL in an HTTPInput node does not automatically remove the
entry from the HTTP listener. For example, if a URL /A is used first, then
changed to a URL of /B, the URL of /A is still used to listen on, even though
there is no message flow to process the message. This incorrect URL does get
removed after the broker has been stopped and restarted twice.

* Solution: To find out which URL the broker is currently listening on, look at the
file wsplugin6.conf in the following location:

- P3SN On Linux and UNIX: /var/mqsi/components/
broker_name/config
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— W On Windows, ALLUSERSPROFILE%\Application
Data\IBM\MQSI\components/broker_name/config where %ALLUSERSPROFILE% is
the environment variable that defines the system working directory. The
default directory depends on the operating system:

- On Windows XP and Windows Server 2003: C:\Documents and
Settings\A11 Users\Application Data\IBM\MQSI\components/broker name/
config

- On Windows Vista and Windows Server 2008: C:\ProgramData\IBM\MQSI\
components/broker_name/config

The actual value might be different on your computer.

If problems persist, empty wspluginb.conf, restart the broker, and redeploy the
message flows.

When using secure HTTP connections, you change a DNS host's destination but
the broker is using a cached DNS host definition:

Scenario: You are using a broker with secure HTTP connections that use the Java
virtual machine (JVM). You have changed a DNS destination, but the broker is
using a cached DNS host definition, therefore you have to restart the broker to
use the new definition.

Explanation: By default, Java caches the host lookup from DNS, which is not
appropriate if you want to look up the host name each time or if you want to
cache it for a limited amount of time. This situation occurs only when you use
SSL connections. (When using a secure HTTPS connection, the HTTPRequest
node uses the SSL protocol, which issues Java calls, whereas a non-SSL protocol
uses native calls.)

To avoid this situation, you can empty the cache on the JVM by setting the
networkaddress.cache.ttl property to zero. This property dictates the caching
policy for successful name lookups from the name service. The value is specified
as an integer to indicate the number of seconds for which to cache the successful
lookup. The default value of this property is -1, which indicates that the
successful DNS lookup value is cached indefinitely in the JVM. If you set this
property to 0 (zero), the successful DNS lookup is not cached.

Solution: To pick up DNS entry changes without the need to stop and restart
the broker and JVM, disable DNS caching. Edit file $JAVA_HOME/jre/1ib/
security/java.security, and set the value of the networkaddress.cache.ttl
property to 0 (zero).

The TimeoutControl node issues error message BIP4606 or BIP4607 when the
timeout request start time that it receives is in the past:

Scenario: When a TimeoutControl node receives a timeout request message that
contains a start time in the past, it issues error message BIP4606 or BIP4607: The
Timeout Control Node '&2' received a timeout request that did not contain
a valid timeout start date/time value.

Explanation: The start time in the message can be calculated by adding an
interval to the current time. If a delay occurs between the node that calculates
the start time and the TimeoutControl node, the start time in the message will
have passed by the time it reaches the TimeoutControl node. If the start time is
more than approximately five minutes in the past, a warning is issued and the
TimeoutControl node rejects the timeout request. If the start time is less than five
minutes in the past, the node processes the request as if it were immediate.

Solution: Ensure that the start time in the timeout request message is a time in
the future.



You are using a TimeoutControl node with a TimeoutNotification node, with
multiple clients running concurrently, and messages appear to be being
dropped:

Scenario: You are using a TimeoutControl node with a TimeoutNotification
node, with multiple clients running concurrently, and messages appear to be
being dropped. In the timeout request message, allowOverwrite is set to TRUE.

Explanation: If multiple clients are running concurrently, and allowOverwrite is
set to TRUE in the timeout request message, messages can overwrite each other.

Solution: Ensure that different TimeoutNotification nodes that are deployed on
the same broker do not share the same unique identifier.

Error message BIP5347 is issued on AIX when you run a message flow that uses
a message set:

Scenario: Error message BIP5347 (MtilmbParser2: RM has thrown an unknown
exception) is issued on AIX in either of these circumstances:

— When you are deploying a message set

— When you are running a message flow that uses a message set
Explanation: BIP5347 is typically caused by a database exception, and it is

issued when an execution group tries to load an MRM dictionary from the
broker database for use by a message flow. This process involves two steps:

1. The execution group accesses the broker database and issues a SELECT call
to retrieve the dictionary and wire format descriptors.

2. The execution group stores the dictionary in the memory that a message flow
would use to process an MRM message.

BIP5347 is typically issued during step 1. This problem can appear to be
intermittent; if you restart the execution group, the message is sometimes
processed correctly.

BIP5347 typically occurs on AIX, where it is caused by the default limitation of
ten shared memory connections to DB2.

BIP5347 might also be caused by the presence of a datetime value constraint in
the message set, which causes the error each time the message set is deployed.

Solution: To identify the cause of the error, capture a debug trace to

confirm that the database exception is occurring.

— If the database exception is caused by the connection limitation on AIX, the
following message appears in the service level debug trace:

SQL1224N A database agent could not be started to service a request, or was
terminated as a result of a database system shutdown or a force command.

See the solution for this problem in[“DB2 error message SQL1224N is issued]
[when you connect to DB2” on page 135

— If the error is caused by the presence of a datetime value constraint, a
message similar to the following message appears in the service level debug
trace (the exact message depends on the datetime constraint in the message
set):

Unable to parse datetime internally, 9, 2001-12-17T09:30:47.0Z,
yyyy-MM-dd'T'HH:mm:ss.SZZZ

This error occurs because the MRM element in question has a datetime value
that is not compatible with the datetime format string, so the dictionary is
rejected. To solve this problem, ensure that the datetime value is compatible
with the datetime format string.

Troubleshooting and support 79



Error message BIP2130 is issued with code page value of -1 or -2:

* Scenario: The following error message is issued:

BIP2130: Error converting a character string to or from codepage [code page value]

SET OutputRoot.MQRFH2. (MQRFH2.Field)CodedCharSetId

SET OutputRoot.MQRFH2. (MQRFH2.Field)CodedCharSetId
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where [code page value] is either -1 or -2. You have not, however, specified a
code page of either -1 or -2 in your message tree. You have, however, used one
of the WebSphere MQ constants MQCCSI_EMBEDDED or MQCCSI_INHERIT.

Explanation: The WebSphere MQ constants MQCCSI_EMBEDDED and
MQCCSI_INHERIT are resolved when the whole of the message tree is
serialized to produce the WebSphere MQ bit stream. This happens when the
message is put on the WebSphere MQ transport. Until that time, these values
exist in the message tree as either -1 (for MQCCSI_EMBEDDED) or -2 (for
MQCCSI_INHERIT). If one or more parts of the message tree are serialized
independently, such as with a ResetContentDescriptor node or ESQL
ASBITSTREAM function, this error occurs.

Solution: You do not have to set MQCCSI_EMBEDDED or MQCCSI_INHERIT
in the message tree's CodedCharSetld field. You can achieve the same result by
explicitly setting the required CodedCharSetld to the previous header's
CodedCharSetld value. For example, you would need to replace:

MQCCSI_INHERIT;

with

InputRoot.MQMD.CodedCharSetId;

where the MQMD folder is the header preceding the MQRFH?2 header.

The message flow throws a recoverable exception BIP7035:
* Scenario: A message flow has thrown a recoverable exception. One or more of

the following messages have been written to the system log:

Publish/Subscribe support in the broker has been disabled.

The broker's publish/subscribe engine has been disabled. The following message
processing nodes, if present in a message flow that is deployed to this broker,
cannot accept messages:

Publication node, SCADAInput node, SCADAOutput node, Real-timelInput node,

and Real-timeOptimizedFlow Flow node

The action taken by the message flow depends on the exception handling
procedures that you have implemented. For example, the input message might
be rolled back and returned to the input queue.

Explanation: If you disable the broker's publish/subscribe engine by using the
mgsichangeproperties command, you cannot run message flows that contain
nodes that rely on the publish/subscribe interface. The listed nodes are not
supported if you have disabled the broker's publish/subscribe engine because
they depend on the publication being handled by the broker. Because the
interface is disabled, all publications are being handled by the broker's queue
manager. You can disable the broker's publish/subscribe engine only if you have
installed WebSphere MQ Version 7.0 on this computer.

Solution: Remove from the BAR file the message flow that contains one or more

of these nodes, and redeploy the BAR file to the broker. For more information
about PSMODE and disabling the broker's publish/subscribe engine, see

[Planning for publish/subscribe application support} For more information about

WebSphere MQ publish/subscribe support, see the Publish/Subscribe User’s Guide
section in the [WebSphere MQ Version 7 Information Center online}

Qo0S1 and QoS2 SCADA messages are not being processed:


http://publib.boulder.ibm.com/infocenter/wmqv7/v7r0/index.jsp

Scenario: The message flow that handles SCADA messages is not processing
QoS1 and QoS2 messages.

Explanation: The broker database, in which these messages are stored, is causing
deadlock.

Solution: If you are using DB2 as your broker database, turn off DB2 next key
locking to avoid these deadlock problems. Issue the following command in a
DB2 command window to make this change:

db2set DB2_RR_TO RS=YES_OVERRIDE_RI

Restart the DB2 database manager for this change to take effect.

The execution group restarts before an MQGet node has retrieved all messages:

Scenario: You have created a message flow that contains an MQGet node. Not
all of the messages are retrieved from the queue because the execution group
restarts before the node has retrieved all the messages. No abend files are
generated.

Explanation: In WebSphere Message Broker, processing that involves nested or
recursive processing can cause extensive use of the stack. Message flow
processing occurs in a loop until the MQGet node has retrieved all the messages
from the queue. Each time that processing returns to the MQGet node, the stack
size increases.

Solution: Use a PROPAGATE statement. The statement propagates each message
through the message flow in a loop, but each time that processing returns to the
PROPAGATE statement, the stack is cleared.

Use an ESQL variable (for example, set Environment.Complete to true) in the
environment tree to terminate the ESQL loop, stop the propagations, and wait
for the next trigger message. If you need to store content from the messages,
store it in the environment tree because other trees are deleted when message
flow processing returns to the PROPAGATE statement. For more information
about how to use this statement, see PROPAGATE statement]

Resolving trace problems when developing message flows
Follow this advice to deal with some common trace problems that can arise when
you develop message flows.

“You cannot determine which node is being referenced in your trace file”|

“You cannot see any alerts when you change user trace” on page 82|

“Data that the Trace node sends to the syslog on UNIX is truncated” on page 82|

You cannot determine which node is being referenced in your trace file:

Scenario: You have generated a service trace file for your message flow, to trace
the path of a message. However, you cannot determine which node is being
referenced in the trace file.

Explanation: In the trace file you might see text such as:
Video_Test#FCMComposite_1_1 ComIbmMQInputNode , Video_Test.VIDEO_XML_IN
The elements in the text have the following meanings:

Video_Test
is the name of the message flow

FCMComposite_1_1
is the internal name for the node

ComIbmMOQInputNode
is the type of node

Troubleshooting and support 81



82 Troubleshooting

VIDEO_XML_IN
is the node label, and is the name you see in your flow

The number at the end of the internal name is incremented; for example,
FCMComposite_1_4 would be the fourth node you added to your flow. In the
example, this section of the trace is referring to the first node in the message
flow.

You cannot see any alerts when you change user trace:

Scenario: You cannot see any alerts for an execution group or message flow in
the Alerts viewer when you use the mgsichangetrace command to change the
user trace setting.

Explanation: No alert is generated when an execution group runs user trace at
normal or debug level. Alerts are generated only for message flow trace. For
message flow trace, the workbench is not notified of trace changes that are
initiated by the mgsichangetrace command.

Solution: To see the alert, refresh the message flow, or disconnect, then
reconnect to the domain.

Data that the Trace node sends to the syslog on UNIX is truncated:

Scenario: You are using a Trace node on UNIX and have set the Destination
property to Local Error Log. You send a message to the Trace node that consists
of multiple lines, but the message that appears in the syslog is truncated at the
end of the first line.

Explanation: On UNIX, syslog entries are restricted in length and messages that
are sent to the syslog are truncated by the new line character.

Solution: To record a large amount of data in a log on UNIX, set the Destination
property on the Trace node to File or User Trace instead of Local Error Log.

Resolving appearance problems when developing message
flows

This topic contains advice for dealing with some common appearance problems
that can arise when developing message flows:

The task list does not update when you make corrections to your files:

Scenario: The task list does not update any modifications that you make to an
ESQL or mapping file. You have made corrections to the files, and while there
are no error flags in the file or file icon, the error remains as a task list item.

Solution: To work around this problem, set the following environment variable:

JITC_COMPILEOPT=SKIP{org/eclipse/ui/views/tasklist/TaskListContentProvider}
{resourceChanged}

You rename a flow that contains errors, but the task list entries remain:

Scenario: When you rename a message flow in the workbench for which there
are error icons (red crosses) displayed on nodes and connections, those error
icons are removed when changes are made. However, the task list entries
remain.

Solution: Refresh the Message Flow editor by closing and reopening it.

Terminals on a subflow get out of sync as changes are made:

Scenario: You have a message flow that contains subflow nodes. The name or
number of terminals on the subflow gets out of sync when changes are made on
the subflow itself. The same problem can happen with promoted properties.



Solution: Refresh the Message Flow editor by closing and reopening it. Close
the Message Flow editor that contains subflows while the subflows are being
changed.

Resolving other problems when developing message flows

Use the advice given here to deal with problems that can arise when developing
message flows, and that are not covered in the specific categories listed in
"Resolving problems when developing message flows"

[“The values of your promoted properties are lost after editing”]

“The Message Flow editor experiences problems when opening a message flow|
and opens in error mode”]

[“You do not know when to use the MQeMbMsgObject object’]

“ A message flow has subflows with the same user-defined property set to|
different values, but only one value is set at run time”|

[“A selector exception is raised when you use WebSphere Adapters” on page 84|

The values of your promoted properties are lost after editing:

Scenario: You edited a message flow using the Message Flow editor, and the
values of your promoted properties are lost.

Explanation: The values of promoted properties for nodes with more than a
single subflow definition (that is, two identically named subflows in the same
project reference path) are lost if the flow is edited and saved.

Solution: To avoid this problem, ensure that each subflow in your project has a
different name.

The Message Flow editor experiences problems when opening a message flow,
and opens in error mode:

Scenario: You attempt to open an existing message flow in the Message Flow
editor and it opens in read-only error mode, displaying a list of parsing or
loading errors. The message flow is not open and a message is displayed
indicating that the message flow file is not valid.

Explanation: The message flow file is unreadable or is corrupted, and the
Message Flow editor cannot render the model graphically.

Solution: [Contact IBM Customer Support] for assistance with the corrupted file.

You do not know when to use the MQeMbMsgObject object:

Scenario: You do not know when to use the MQeMbMsgObject object rather
than the base MQeMsgObject object.

Explanation: Any messages from existing WebSphere MQ Everyplace
applications (which are of type MQeMsgObject, or a subclass) can pass through
WebSphere Message Broker unchanged. WebSphere Message Broker cannot
parse the contents of these messages. However, the full representation of the
data that has been dumped is available within the broker. Do not operate on this
data.

Solution: If you need to parse or modify the data contained within a WebSphere
MQ Everyplace message, use an MQeMbMsgObject object. This is similar to
standard WebSphere MQ messages: you can set fields such as correlation ID,
and there is a field that can be parsed using any WebSphere Message Broker
parser.

A message flow has subflows with the same user-defined property set to
different values, but only one value is set at run time:
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Scenario: You have a message flow that contains identical subflows. Each
subflow has the same user-defined property (UDP), but with different values. At
run time, only one of the values is set.

Explanation: A UDP has global scope and is not specific to a particular subflow.
If you reuse a subflow in a message flow, and those subflows have identical
UDPs, you cannot set the UDPs to different values.

Solution: If you need to set a different value for each subflow, use a different
UDP for each subflow.

A selector exception is raised when you use WebSphere Adapters:

Scenario: You run the Adapter Connection wizard for an inbound IDOC, then
you run the wizard again for an outbound IDOC. When the message set is
generated, you see the following error message:

'Selector exception caught from generateEISFunctionname' ,
'commonj.connector.runtime.SelectorException:
commonj.connector.runtime.SelectorException: For the IDoc type

SapYwmspgiOl, operation key=YWMSPGIWMS not found using the
application-specific information {Create={MsgType=, MsgCode=, MsgFunction=}}
verify apropriate combination of MsgType,MsgCode, MsgFunction is set in
SapYwmspgi0@l, application-specific information.

Explanation: When you run the Adapter Connection wizard for an inbound
IDOC, then you run the wizard again for an outbound IDOC, the outbound
IDOC definition replaces the inbound IDOC definition. Information that is
stored in the inbound definition is used to map MsgType, MsgCode, and
MsgFunction to a method binding. The outbound definition does not contain
these mappings, so processing of the inbound IDOC fails.

Solution: To avoid this error, ensure that inbound and outbound IDOCs have
different names if they are stored in the same message set.

Resolving problems when deploying message flows or
message sets

Use the advice given here to help you to resolve common problems that can arise
when you deploy message flows or message sets.

84 Troubleshooting

Initial checks

1.

To debug problems when deploying, check the following logs:
* The |broker domain Event log]|

e The (the Windows Event log or the syslog)

* The[WebSphere MQ logs|

These logs might be on separate computers, and must be used with the
workbench output to ensure that the deployment was successful.

Use the mgsilist command to check that the deployment was successful, or look
in the Windows Event or broker domain Event log.

Use this checklist when you have deployment problems:

* Make sure that the mode that your broker is working in is appropriate for
your requirements. See [Operation modes}

* Make sure that the remote queue manager is running.
* Make sure that channels are running.

 Display the channel status to see if the number of system messages sent
increases.

¢ Check the channel from the remote end.



¢ Check the queue manager name.

e Determine whether the channel is a cluster channel.

Common problems

“Resolving problems that occur when preparing to deploy message flows” onl|

page 8§|

“An error is issued when you add a message set to a broker archive file”]
on page 86

[“You cannot drag a broker archive file to a broker” on page 86|

“You cannot deploy a message flow that uses a user-defined message]
flow” on page 86|

“The compiled message flow file (.cmf) has not been generated” on page]

54

“Resolving problems that occur during deployment of message flows” on page]

87,

[“You receive a warning message about your broker mode” on page 87|

“The message flow deploys on the test system, but not elsewhere” on|

page 88|

[“Your deployment indicates that the broker does not exist” on page 89|

“Error messages about your broker mode are issued when you create an|
execution group” on page 89|

“Error messages about your broker mode are issued when you deploy”]

on page 89|

“Error messages about your function level are issued when you deploy”]

on page 91|

“The Configuration Manager is trying to deploy to a broker that does|
not exist” on page 91|

“The Configuration Manager reports that it is out of memory” on page|

5]

[“Error messages are issued when you deploy to z/OS” on page 92|

“Expected serialization of input is not occurring for a shared queue that|
serves multiple instances of a message flow on z/0S” on page 92|

“WebSphere MQ Everyplace nodes do not work as expected after]
deployment to a WebSphere Message Broker Version 6.1 broker” on page|
o3

“Error message BIP5347 is issued on AIX when you deploy a message]
set” on page 93

“You create a configurable service, then deploy a message flow and|
inbound adapter, but the deployment fails” on page 94|

[“Error messages are issued when you deploy” on page 94|

“Resolving problems that occur when canceling deployment of message flows”]

on page 99|

“When canceling a deployment, mgsilist shows a message flow in an|
execution group but the tooling does not” on page 99|

[“Resolving problems that occur after deployment of message flows” on page 99

[“You are not notified of the result of a deploy” on page 99|

“You do not receive confirmation that the deployment was successful’]

on page 99|
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* [“You cannot see deployed message flows or message sets” on page 100|

+ |“A deleted broker remains in the domains navigator” on page 100|

* [“Your XSLTransform node does not work after deployment” on page 100|

Resolving problems that occur when preparing to deploy
message flows

Use the advice given here to help you to resolve common problems that can occur
during preparations to deploy message flows or message sets.

An error is issued when you add a message set to a broker archive file:

* Scenario: An error is issued when you add a message set to a broker archive
(BAR) file.

* Explanation: After you create a BAR file and add a message set project to it, two
files are created in the BAR file: messageset.user.txt and
messageset.service.txt. The user.txt file contains user log information, such
as warning message BIP0177W, which states that the dictionary that you have
created is not compatible with earlier versions.

* Solution: Use the information in the user.txt file to diagnose the error. The
service.txt file contains detailed information that is used by the broker, and
can be used by the IBM Support Center to diagnose problems.

You cannot drag a broker archive file to a broker:
* Scenario: You cannot drag a broker archive (BAR) file to a broker.

* Explanation: BAR files can be deployed only on an execution group. When you
use drag and drop, you cannot drop the BAR file onto a broker in the Broker
Topology editor or in the Domains navigator.

* Solution: Drop the BAR file onto an execution group in the Domains navigator,
or select an execution group in the deploy dialog.

You cannot deploy a message flow that uses a user-defined message flow:

* Scenario: You have created a message flow that contains an input node in a
user-defined node project. However, you cannot deploy a message flow that
uses this node.

* Explanation: Validation, compilation, and deployment do not recognize that a
user-defined message flow contains an input node.

* Solution: To work around the problem, add a dummy input node to the flow
that you intend to deploy.

The compiled message flow file (.cmf) has not been generated:

* Scenario: The compiled message flow file (.cmf) has not been generated.
Therefore, it is not added to the broker archive file, and cannot be deployed.

* Explanation: When you create files that define message flow resources in the
Message Broker Toolkit, the overall file path length of those files must not
exceed 256 characters, because of a Windows file system limitation.

If you have a message flow that includes resource files that have a path length
that exceeds 256 characters, the message flow cannot be compiled when you try
to add it to a BAR file, and therefore cannot be deployed.

You might also be affected by this rest