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About this topic collection

This PDF file has been created from the WebSphere Event Broker Version 6.0
(March 2009) information center topics. Always refer to the WebSphere Event
Broker online information center to access the most current information. The
information center is periodically updated on the [document update]site and this
PDF and others that you can download from that Web site might not contain the
most current information.

The topic content included in the PDF does not include the "Related Links”
sections provided in the online topics. Links within the topic content itself are
included, but are active only if they link to another topic in the same PDF
collection. Links to topics outside this topic collection are also shown, but result in
a "file not found "error message. Use the online information to navigate freely
between topics.

Feedback: do not provide feedback on this PDF. Refer to the online information to
ensure that you have access to the most current information, and use the Feedback
link that appears at the end of each topic to report any errors or suggestions for
improvement. Using the Feedback link provides precise information about the
location of your comment.

The content of these topics is created for viewing online; you might find that the
formatting and presentation of some figures, tables, examples, and so on are not
optimized for the printed page. Text highlighting might also have a different
appearance.
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Security

Security is an important consideration for both developers of WebSphere® Event
Broker applications, and for system administrators configuring WebSphere Event
Broker authorities.

The topics in this section help you to deal with security in WebSphere Event
Broker:

* [“Security overview”]

+ [“Planning for security when you install WebSphere Event Broker” on page 14|

* |“Setting up broker domain security” on page 14|

* [“Setting up z/OS security” on page 34|

[“Publish /subscribe security” on page 39|

* [“Securing the publish/subscribe domain” on page 47|

Security overview

When you are designing a WebSphere Event Broker application it is important to
consider the security measures that are needed to protect the information in the
system.

Some security configuration is required to enable WebSphere Event Broker to work
correctly and to protect the information in the system. For example, you can set up
security measures to protect queues against unauthorized use.

In addition, system administrators need WebSphere Event Broker authorities that
allow them to perform customization and configuration tasks, run utilities, perform
problem determination, and collect diagnostic materials.

Security information is split into several areas:

+ [“Authorization for configuration tasks’|

* [“Security for development resources” on page 4|

* |“Security for runtime resources: Access control lists” on page 4|

* [“Security exits” on page 6|

* ['SSL authentication” on page 11| (for the Real-time nodes only)

+ [“Tunneling” on page 12|

* [“Quality of protection” on page 13|

+ [“Domain awareness for Message Brokers Toolkit users on Windows” on page 13

Authorization for configuration tasks

Authorization is the process of granting or denying access to a system resource.
For WebSphere Event Broker, authorization is concerned with controlling who has
permission to access WebSphere Event Broker resources, and ensuring that users
who attempt to work with those resources have the necessary authorization to do
s0.

Examples of tasks that require authorization are:

+ Configuring a broker using, for example, the [‘mgsicreatebroker command” on|

* Accessing queues, for example, putting a message to the input queue of a
message flow.
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* Taking actions within the workbench, for example, deploying a message flow to
an execution group.

 Publishing topics and subscribing to topics, as described in[“Enabling
[topic-based security” on page 30

Authorization for existing resources

If you want to use the security facilities of Version 6.0, when you require access to
a resource that already exists, the user ID with which you work must be included
in the Access Control List (ACL) for that resource.

For authorization to create resources, for example brokers, you must be a member
of the Administrator local group.

The security architecture of WebSphere Event Broker is platform independent. If
you are running in a heterogeneous environment, ensure that you limit all the
principals you define for WebSphere Event Broker tasks to eight characters or
fewer. If you have a Windows®-only environment, you can create principals of up
to twelve characters, but only use these longer names if you are sure that you will
not later include a Linux®, UNIX®, or z/OS® system in your WebSphere Event
Broker network.

Security for development resources

Security for development resources must be addressed and defined by the
application development organization. No special facilities are provided by
WebSphere Event Broker to address this environment over and above those
available for a production environment.

Security for runtime resources: Access control lists

Access control list (ACL) entries allow or deny a user access to specific runtime
resources. Runtime resources are WebSphere Event Broker objects that exist at run
time in the broker domain.

Each runtime object has an ACL that determines which users and groups can
access the object. Using ACL entries, you can control users” access to specific
objects in the broker domain, and permit a user or group to view, modify, or
deploy the object. You can manipulate the ACL entries by using the workbench,
the Java Configuration Manager Proxy API, or the mgsicreateaclentry]
[mgsideleteaclentry] and [mgsilistaclentry| commands.

For example, user USER1 might be given access to modify BROKERA, but have no
access rights to BROKERB. In a further example, the same user might have access
to deploy to execution group EXEGRPI, but not to EXEGRP2, even though they
are both members of BROKERA.

When you try to view or modify an object for which you require permission, the
following information is passed to the Configuration Manager:

* Object type

* Object name

* Requested action

* Your user ID.
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The Configuration Manager checks the ACL table and, if your user ID is included
in the ACL entry for the named object, you are authorized to perform the
operation.

There are four different access levels that can be granted for a user or group: Full
control, View, Deploy, and Edit. Not all access levels are valid for all object types;
see ["ACL permissions” on page 477] for a list of the permissions that can be
applied to each object type and for a summary of the actions that the user or
group can perform.

An ACL entry contains the user name and can specify a host name or domain
name. For example, it is possible for a user to gain access to the objects by creating
an account on a computer that has a host name that is the same as an authorized
Windows domain name. Use ACL entries to control access to the objects in the
broker domain but do not rely on ACL entries to secure your broker domains; use
SSL or security exits to secure the channels between components in the broker
domain. Although ACL entries permit or deny access to an object based on the
user ID, they do not secure the object because an ACL entry cannot verify the
user’s identity.

To reduce the number of ACL entries that a broker administrator must create, the
ACL permissions operate in a hierarchical manner. The root of the tree is the
ConfigManangerProxy object, which has three children: RootTopic, Subscriptions,
and PubSubTopology. The PubSubTopology object has zero or more brokers as
children, and each broker can have zero or more execution groups as children.
When an ACL entry is added to a given object, permission is granted to that object
and to all objects beneath it in the hierarchy, unless it is overridden by another
ACL entry. The following diagram shows an example hierarchy of access control
list entries:

RootTopic

CMP
|
Subscriptions PubSubTopology
| |
Broker1 Broker2
!_k_\ !_I_\
Eg1A EgiB Eg2A Eg2B

For examples showing how this hierarchy works in practice, see
lsecurity for domain components” on page 23

To change the access control entries for an object, a user must have Full authority
for that object or any parent in the hierarchy. This means that the permission to
change the ACLs themselves works in the same way as described previously, with
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the exception that access to the ACLs cannot be removed by granting a lower
permission further down the tree; this is necessary because otherwise a user would
be able to give themselves a View entry and would not then be able to remove it.

On z/0S, you must define an OMVS segment for user IDs and groups, so that a
Configuration Manager can obtain user ID and group information from the
External Security Manager (ESM) database.

ACL entries and groups

In previous versions of WebSphere Event Broker, access to runtime objects was
controlled by defining a set of groups and assigning users to those groups. ACL
entries enable you to control access with more granularity than groups. ACL
entries also enable a single Configuration Manager to manage development, test,
and production systems separately by configuring users’ access to each broker.
Using groups, you would have to place the development, test, and production
systems in separate broker domains, each controlled by a separate Configuration
Manager.

If you migrate a Configuration Manager from a previous version of WebSphere
Event Broker, ACL entries are automatically defined for the following groups:

* mgbrkrs
* mgbrops
* mgqbrdevt
* mgbrasgn
* mgqbrtpic

Without these ACL entries, users that belong to these groups do not have authority
to perform actions on the objects in the domain.

When you use single user ACLs, you must define the users on the workstation that
is accessing the objects (that is, the machine on which the Toolkit is running), but
you do not need to define them on the workstation that is running the
Configuration Manager. However, when you are using Group ACLs, you must
define the users on both workstations and then define the groups on the
workstation that is running the Configuration Manager, before adding the users to
the groups. This is necessary because no group information is passed between the
workstations.

Security exits

Use security exit programs to verify that the partner at the other end of a
connection is genuine.

When you start the Message Brokers Toolkit a security exit to monitor the
connection to the Configuration Manager is not started by default. If you want to
protect access to the Configuration Manager from client programs, you can use the
WebSphere MQ security exit facility.

If you want to use a security exit to provide connection security, you must define
one when you create a new domain connection in the Domains view of the
Message Brokers Toolkit. You can enable security exits on the connection from the
Message Brokers Toolkit to the Configuration Manager.
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* Set up a security exit on the channel at the Configuration Manager end. This
security exit does not have any special requirements; you can provide a standard
security exit.

* Set up a security exit in the Message Brokers Toolkit. Identify the security exit
properties when you create the domain connection.

The security exit is a standard WebSphere MQ security exit, written in Java .

For an overview of security exits and details in their implementation, see "Channel
security exit programs” in the Intercommunication section of the [WebSphere MQ|
Version 6 information center online] or the WebSphere MQ Version 5.3 book on the
WebSphere MQ library Web page|

Public key cryptography
All encryption systems rely on the concept of a key. A key is the basis for a
transformation, usually mathematical, of an ordinary message into an unreadable
message. For centuries, most encryption systems have relied on what is called
private key encryption. Public key encryption is the only challenge to private key
encryption that has appeared within the last 30 years.

Private key encryption

Private-key encryption systems use a single key that is shared between the sender
and the receiver. Both must have the key; the sender encrypts the message by
using the key, and the receiver decrypts the message with the same key. Both must
keep the key private to keep their communication private. This kind of encryption
has characteristics that make it unsuitable for widespread, general use:

* Private key encryption requires a key for every pair of individuals who need to
communicate privately. The necessary number of keys rises dramatically as the
number of participants increases.

* The fact that keys must be shared between pairs of communicators means the
keys must somehow be distributed to the participants. The need to transmit
secret keys makes them vulnerable to theft.

¢ Participants can communicate only by prior arrangement. No way exists to send
a usable encrypted message to someone spontaneously. You and the other
participant must make arrangements to communicate by sharing keys.

Private-key encryption is also called symmetric encryption, because the same key
is used to encrypt and decrypt the message.

Public key encryption

Public key encryption uses a pair of mathematically related keys. A message that is
encrypted with the first key must be decrypted with the second key, and a
message that is encrypted with the second key must be decrypted with the first
key.

Each participant in a public-key system has a pair of keys. The symmetric (private)
key is kept secret. The other key is distributed to anyone who wants it; this key is
the public key.

To send an encrypted message to you, the sender encrypts the message by using

your public key. When you receive the message, you decrypt it by using your
symmetric key. To send a message to someone, you encrypt the message by using
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the recipient’s public key. The message can be decrypted with the recipient’s
symmetric key only. This kind of encryption has characteristics that make it very
suitable for general use:

* Public-key encryption requires only two keys per participant. The increase in the
total number of keys is less dramatic as the number of participants increases,
compared to symmetric key encryption.

* The need for secrecy is more easily met. Only the symmetric key needs to be
kept secret and because it does not need to be shared, the symmetric key is less
vulnerable to theft in transmission than the shared key in a symmetric key
system.

* Public keys can be published, which eliminates the need for prior sharing of a
secret key before communication. Anyone who knows your public key can use it
to send you a message that only you can read.

Public-key encryption is also called asymmetric encryption, because the same key
cannot be used to encrypt and decrypt the message. Instead, one key of a pair is
used to undo the work of the other.

With symmetric key encryption, you have to be careful of stolen or intercepted
keys. In public-key encryption, where anyone can create a key pair and publish the
public key, the challenge is in verifying that the owner of the public key is really
the person you think it is. Nothing prevents a user from creating a key pair and
publishing the public key under a false name. The listed owner of the public key
cannot read messages that are encrypted with that key because the owner does not
have the symmetric key. If the creator of the false public key can intercept these
messages, that person can decrypt and read messages that are intended for
someone else. To counteract the potential for forged keys, public-key systems
provide mechanisms for validating public keys and other information with digital
certificates and digital signatures.

Digital certificates

Certificates provide a way of authenticating users. Instead of requiring each
participant in an application to authenticate every user, third-party authentication
relies on the use of digital certificates.

A digital certificate is equivalent to an electronic ID card. The certificate serves two
purposes:

* Establishes the identity of the owner of the certificate.

* Distributes the owner’s public key.

Certificates are issued by trusted parties, called certificate authorities (CAs). These
authorities can be commercial ventures or they can be local entities, depending on
the requirements of your application. Regardless, the CA is trusted to adequately
authenticate users before issuing certificates. A CA issues certificates with digital
signatures. When a user presents a certificate, the recipient of the certificate
validates it by using the digital signature. If the digital signature validates the
certificate, the certificate is recognized as intact and authentic. Participants in an
application need to validate certificates only; they do not need to authenticate
users. The fact that a user can present a valid certificate proves that the CA has
authenticated the user. The descriptor, trusted third-party, indicates that the system
relies on the trustworthiness of the CAs.
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Contents of a digital certificate

A certificate contains several pieces of information, including information about the
owner of the certificate and the issuing CA. Specifically, a certificate includes:

* The distinguished name (DN) of the owner. A DN is a unique identifier, a fully
qualified name including not only the common name (CN) of the owner but the
owner’s organization and other distinguishing information.

* The public key of the owner.

* The date on which the certificate is issued.
¢ The date on which the certificate expires.

¢ The distinguished name of the issuing CA.

* The digital signature of the issuing CA. The message-digest function creates a
signature based upon all the previously listed fields.

The core idea of a certificate is that a CA takes the public key of the owner, signs
the public key with its own private key, and returns the information to the owner
as a certificate. When the owner distributes the certificate to another party, it signs
the certificate with its private key. The receiver can extract the certificate that
contains the CA signature with the public key of the owner. By using the CA
public key and the CA signature on the extracted certificate, the receiver can
validate the CA signature. If valid, the public key that is used to extract the
certificate is considered good. The owner signature is validated, and if the
validation succeeds, the owner is successfully authenticated to the receiver.

The additional information in a certificate helps an application decide whether to
honor the certificate. With the expiration date, the application can determine if the
certificate is still valid. With the name of the issuing CA, the application can check
that the CA is considered trustworthy by the site.

A process that uses certificates must provide its personal certificate, the one
containing its public key, and the certificate of the CA that signed its certificate,
called a signer certificate. In cases where chains of trust are established, several
signer certificates can be involved.

Requesting certificates

To get a certificate, send a certificate request to the CA. The certificate request
includes:

* The distinguished name of the owner or the user for whom the certificate is
requested.
* The public key of the owner.

* The digital signature of the owner.

The message-digest function creates a signature based upon all the previously
listed fields.

The CA verifies the signature with the public key in the request to ensure that the
request is intact and authentic. The CA then authenticates the owner. Exactly what
the authentication consists of depends on a prior agreement between the CA and
the requesting organization. If the owner in the request is successfully
authenticated, the CA issues a certificate for that owner.
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Using certificates: Chain of trust and self-signed certificate

To verify the digital signature on a certificate, you must have the public key of the
issuing CA. Because public keys are distributed in certificates, you must have a
certificate for the issuing CA that is signed by the issuer. One CA can certify other
CAs, so a chain of CAs can issue certificates for other CAs, all of whose public
keys you need. Eventually, you reach a root CA that issues itself a self-signed
certificate. To validate a user certificate, you need certificates for all of the
intervening participants back to the root CA. You then have the public keys that
you need to validate each certificate, including the user certificate.

A self-signed certificate contains the public key of the issuer and is signed with the
private key. The digital signature is validated like any other, and if the certificate is
valid, the public key it contains is used to check the validity of other certificates
issued by the CA. However, anyone can generate a self-signed certificate. In fact,
you can probably generate self-signed certificates for testing purposes before
installing production certificates. The fact that a self-signed certificate contains a
valid public key does not mean that the issuer is really a trusted certificate
authority. To ensure that self-signed certificates are generated by trusted CAs, such
certificates must be distributed by secure means, for example hand-delivered on
floppy disks, downloaded from secure sites, and so on.

Applications that use certificates store these certificates in a keystore file. This file

typically contains the necessary personal certificates, its signing certificates, and its
private key. The private key is used by the application to create digital signatures.

Servers always have personal certificates in their keystore files. A client requires a

personal certificate only if the client must authenticate to the server when mutual

authentication is enabled.

To allow a client to authenticate to a server, a server keystore file contains the
private key and the certificate of the server and the certificates of its CA. A client
truststore file must contain the signer certificates of the CAs of each server to
which the client must authenticate.

If mutual authentication is needed, the client keystore file must contain the client
private key and certificate. The server truststore file requires a copy of the
certificate of the client CA.

Digital signatures
A digital signature is a number attached to a document. For example, in an

authentication system that uses public-key encryption, digital signatures are used
to sign certificates.

This signature establishes the following information:
* The integrity of the message: Is the message intact? That is, has the message
been modified between the time it was digitally signed and now?

* The identity of the signer of the message: Is the message authentic? That is, was
the message actually signed by the user who claims to have signed it?

A digital signature is created in two steps. The first step distills the document into
a large number. This number is the digest code or fingerprint. The digest code is
then encrypted, which results in the digital signature. The digital signature is
appended to the document from which the digest code is generated.
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Several options are available for generating the digest code. This process is not
encryption, but a sophisticated checksum. The message cannot regenerate from the
resulting digest code. The crucial aspect of distilling the document to a number is
that if the message changes, even in a trivial way, a different digest code results.
When the recipient gets a message and verifies the digest code by recomputing it,
any changes in the document result in a mismatch between the stated and the
computed digest codes.

To stop someone from intercepting a message, changing it, recomputing the digest
code, and retransmitting the modified message and code, you need a way to verify
the digest code as well. To verify the digest code, reverse the use of the public and
private keys. For private communication, it makes no sense to encrypt messages
with your private key; these keys can be decrypted by anyone with your public
key. This technique can be useful for proving that a message came from you. No
one can create it because no one else has your private key. If some meaningful
message results from decrypting a document by using someone’s public key, the
decryption process verifies that the holder of the corresponding private key did
encrypt the message.

The second step in creating a digital signature takes advantage of this reverse
application of public and private keys. After a digest code is computed for a
document, the digest code is encrypted with the sender’s private key. The result is
the digital signature, which is attached to the end of the message.

When the message is received, the recipient follows these steps to verify the
signature:

1. Recomputes the digest code for the message.

2. Decrypts the signature by using the sender’s public key. This decryption yields
the original digest code for the message.

3. Compares the original and recomputed digest codes. If these codes match, the
message is both intact and authentic. If not, something has changed and the
message is not to be trusted.

SSL authentication

SSL authentication is available for the Real Time node, the HTTP listener, and the
WebSphere MQ Java Client.

SSL authentication for the Real Time node

SSL authentication in WebSphere Event Broker supports an authentication protocol
known as mutual challenge-response password authentication. This is a non-standard
variant of the industry standard SSL protocol in which the public key
cryptography called for by SSL is replaced by symmetric secret key cryptography.
While this protocol is both secure and convenient to administer, it might be better
to use the industry standard SSL protocol exactly as defined, especially if a public
key cryptography infrastructure is already deployed for other purposes. There are
two standardized versions of SSL which are:

Asymmetric SSL
This is used by most Web browsers. In this protocol, only the brokers have
public/private key pairs and clients know the brokers” public keys. The
SSL protocol establishes a secure connection in which the broker is
authenticated to the client using public key cryptography, after which the
client can send its password, encrypted by a secure session key, to
authenticate itself to the broker.
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Symmetric SSL
This is where both participants have public/private key pairs. The SSL
protocol uses public key cryptography to accomplish mutual
authentication.

In both instances, SSL authentication does not keep the SSL protocol up for the
entire lifetime of a connection, because that would incur protection overheads on
all messages. The SSL protocol remains in force long enough to accomplish mutual
authentication and to establish a shared secret session key that can be used by
message protection (see [“Message protection” on page 46). Messages are then
individually protected in accordance with the protection level specified for the
given topic.

The SSL protocol implementation requires a Public-Key Cryptography Standards
(PKCS) file, containing X.509 V3 certificates for the broker’s private key, and
possibly the public keys of clients and other brokers. This file, called the keyring
file, must contain at least one certificate for the broker and for the trusted
certification authority (CA) that issued and signed the broker’s certificate. For the
R form of SSL, the keyring file can also have the public keys of clients and other
brokers that need to be authenticated, and the certificates supporting those public
keys. However, the SSL protocol calls for the exchange of public keys and
certificates, so keyring files do not need to be fully primed in this fashion, as long
as there are enough commonly-trusted authorities to ensure that authentication
completes.

By convention, keyring files are encrypted and protected by a passphrase, which is
stored in a second file. The passphrase file requires careful protection using
operating system mechanisms to ensure that it is not exposed to unauthorized
observers. An observer who learns the passphrase can learn the private keys in the
keyring file. However, only the passphrase file needs to be secure in this way and
the keyring file is protected by the passphrase. Only private keys are sensitive.
Other information in the keyring file, such as the broker’s certificates, can be
revealed without compromising security.

For more information on SSL authentication for the Real Time node, see
[SSL for the Real-time nodes” on page 26|

SSL authentication for the HTTP listener

For information on SSL authentication for the HTTP listener, see |C0nfiguriné|
HTTPInput and HTTPReply nodes to use SSL (HTTPS), and [Configuring an|
HTTPRequest node to use SSL (HTTPS)]

SSL authentication for the MQ Java Client

For information on SSL authentication for the MQ Java Client, see |“Enabling SS
[on the WebSphere MQ Java Client” on page 25

Tunneling

When implementing WebSphere Event Broker, both the clients and their brokers
can reside on different intranets, that is, separate organizational entities. This
causes problems when a client attempts to connect to a broker. Tunneling
addresses this problem where a broker’s firewall has been configured to allow
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incoming connections from clients. Two options are provided for a client to connect
through its own firewall to a broker with both methods achieving the same result,
these are:

HTTP tunneling

This is suitable for applets where, due to sandbox security, an attempt to connect
explicitly to an HTTP proxy server would be rejected. HTTP tunneling uses the
Web support in Web browsers and connects through the proxy as if it were
connecting to a Web site.

Activating HTTP tunneling support is configured on each node. Once a node has
been configured to use HTTP tunneling, all client connections to that node must
use this method of connection. Clients that don’t will be rejected when an attempt
to connect is made.

HTTP tunneling is not supported in conjunction with SSL authentication.
Connect via proxy

This is not suitable for applets. It is suitable for use where there are no sandbox
security restrictions. It connects directly to the proxy and uses Internet protocols to
request that the proxy forwards the connection to the broker. This option does not
work in applets where the security manager rejects an explicit connection to the

proxy.

Quality of protection

In Internet deployments, cryptographically-based protection of messages enhances
security by preventing tampering and eavesdropping by hackers. The
authentication services provided by WebSphere Event Broker ensure that only
legitimate event broker servers and clients can connect to each other. However, a
hacker might still be able to observe messages in transit or tamper with messages
on established connections. Message protection provides security against these
kinds of attacks.

Message protection consumes processor time and can slow system throughput.
However, not all messages are equally sensitive, so message protection is
configurable on a per-topic basis, so that you get only the protection you really
need. Some topics might get no message protection at all, others might get channel
integrity (making it impossible for hackers to insert or delete messages
undetected), or message integrity (making it impossible for hackers to alter
messages undetected), or message privacy (making it impossible for hackers to
observe message contents). The protection levels are cumulative. For example, if
you request message privacy you get message integrity and channel integrity as
well. If you request message integrity you also get channel integrity. The higher
levels of protection consume more resources than the lower levels.

You can also set message protection on internal system topics. Unlike user topics
this must be either enabled on all topics, or on none.

Domain awareness for Message Brokers Toolkit users on
Windows

If you enable domain awareness, access to the Message Brokers Toolkit is not
restricted to users from one Windows domain.
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The Configuration Manager is always domain aware; when a Configuration
Manager on Windows receives user information, it verifies the user’s domain
membership.

You can configure the Message Brokers Toolkit to send domain aware information
about the user to the Configuration Manager, if required. If the user is logged on
to a Windows domain and the Message Brokers Toolkit sends domain aware
information, the Message Brokers Toolkit sends the user’s domain membership
information and the user’s ID. If the user is not logged on to a Windows domain,
the Message Brokers Toolkit sends only the user’s ID and the computer name.

If you enable domain awareness, users from different Windows domains, who are
either trusted by the primary domain, or in a Windows transitive trust
relationship, can perform Message Brokers Toolkit tasks, provided that they are in
the correct user role definition groups or object level security groups.

When using domain awareness:

* Domain information is retrieved by the Configuration Manager.

* Membership of user role definition or object level security groups is not
restricted to users from one domain.

* Nesting in user role definition or object level security groups is supported.

Planning for security when you install WebSphere Event Broker

The Installation Guide describes the security tasks that you must complete before,
during, and after installation.

On Linux and UNIX systems, you must complete security tasks before you install
WebSphere Event Broker; these tasks are described in the Installation Guide. On
Windows systems, security tasks are completed during and after installation.

Always refer to the Installation Guide for the latest information about installation
tasks.

After installation, refer to|Creating user IDs” on page 15| for further security
considerations.

For an introduction to various aspects of security, see [“Security overview” on page]

Setting up broker domain security

There are a number of things you must consider when you are setting up security
for a broker configuration running on Windows, Linux, or UNIX platforms.

For an introduction to various aspects of security, see [“Security overview” on page]

This section does not apply to z/OS. Refer to[“Setting up z/OS security” on page|
and [“Summary of required access (z/0S)” on page 429|for information about
setting up broker domain security on z/OS.

Before you start setting up security for your broker domain, refer to
[security when you install WebSphere Event Broker,”| which contains links to

security information that you need before, during, and after installation of
WebSphere Event Broker.

14 Configuration, Administration, and Security



You can use the following list of tasks as a security checklist. Each item comprises
a list of reminders or questions about the security tasks to consider for your broker
configuration. The answers to the questions provide the security information that
you need to configure your WebSphere Event Broker components and also give
you information about other security controls that you might want to deploy.

+ [“Creating user IDs"]

+ [“Considering security for a broker” on page 18|

* |“Considering security for a Configuration Manager” on page 20|

+ [“Considering security for the workbench” on page 16|

+ |“Configuring security for domain components” on page 23|

* |“Enabling topic-based security” on page 30|

» |[“Using security exits” on page 32|

+ [“Database security” on page 33|

Creating user IDs

When you are planning the administration of your broker configuration, consider
defining user IDs for the following roles:

* Administrator user IDs that can issue mqsi* commands. Refer to:

— [“Deciding which user accounts can process broker commands” on page 18|

- ["Deciding which user accounts can execute User Name Server commands” on|

page 31

- [“Deciding which user accounts can process Configuration Manager|
commands” on page 21|

* Service user IDs under which components run. Refer to:

- ["Deciding which user account to use for the broker service ID” on page 19

- [“Deciding which user account to use for the User Name Server service ID” on|

page 31|

— [“Deciding which user account to use for the Configuration Manager service|
[D” on page 21

On all platforms, you must add broker service user IDs to the mqbrkrs local
group.

e User IDs that access broker databases:

1. Select the user IDs with which you intend to access the database used by
your broker. Ensure that the user ID is not more than eight characters long.
When you use a DB2® database, use a local user ID to access the database. If
you create brokers in a domain environment where you use a domain user
ID for the service user ID, set the database ID to a local ID that is authorized
to access databases.

2. Authorize your selected user IDs to access the broker and Configuration
Manager databases. Refer to [“Authorizing access to broker databases” on|

for more information.

3. When you create your broker, identify the selected user ID using the -u and
-p options on the mgqsicreatebroker command.

e Workbench users.

* Publishers and subscribers. Refer to[“Enabling topic-based security” on page 30

If you are running a Configuration Manager with one user ID and a broker with a
different user ID on another system, you might see an error message when you
deploy message flows to the broker. To avoid this, complete the following steps:

* Ensure that the broker’s user ID is a member of the mqm and mgqgbrkrs groups.
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* Define the broker’s user ID on the system on which the Configuration Manager
is running.

* Define the Configuration Manager’s user ID on the system on which the broker
is running.

* Ensure that all IDs are in lowercase so that they are compatible between
computers.

Considering security for the workbench

Set up appropriate levels of security for the workbench.

Consider the following factors for deciding which users can take actions within the
workbench:

1. [“Are you running with domain awareness enabled?”|

2. ["Are you running with domain awareness disabled?” on page 17]

3. [‘Securing the channel between the workbench and the Configuration Manager”|

on page 12|

For the highest level of security, run with domain awareness enabled, and with
security configured for the connection between the Configuration Manager and the
workbench.

Ensure that the IDs of the users who run the workbench are not more than eight
characters long.

Are you running with domain awareness enabled?

Run with domain awareness enabled to flow the domain information with the user
ID for a workbench user to the Configuration Manager for increased security.
Assume that you are running the Configuration Manager on a computer named
WKSTN1, which is a member of a domain named DOMAINT1. Users from
DOMAIN?2 also want to use the workbench. Complete the following steps:

1. Add any domain users or groups to the local group names that you use in your
ACLs.

2. When you create the Configuration Manager, specify the -m option on the
mgsicreateaclentry command to ensure that the domain is considered when
verifying the user.

When you start the workbench, it automatically sends the domain information for
your user ID to the Configuration Manager. Enable domain awareness in the
Configuration Manager to access domain information.

If you are running a Configuration Manager with one user ID and a broker with a
different user ID on another computer, you might see an error message when
trying to deploy message flows to the broker. To avoid this problem:

* Ensure that the broker’s user ID is a member of the mqm and mgbrkrs groups.

* Define the broker’s user ID on the computer where the Configuration Manager
is running.

* Define the Configuration Manager user ID on the computer where the broker is
running.

* Ensure that all IDs are in lowercase so that they are compatible between
computers.
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Go to[“Securing the channel between the workbench and the Configuration|
| M anager.”|

Are you running with domain awareness disabled?

If you choose to disable domain awareness, domain information for the workbench
user does not flow with the user ID information to the Configuration Manager, and
security is therefore reduced.

You can specify the -a option on the mgsicreateaclentry command to allow a user
to be verified without considering the domain.

To set domain awareness to disabled, answer the following questions:
1. Are your workbench users drawn from a local domain?
a. No: Go to the next question.
b. Yes: Add any users to the local groups that you use in your ACLs.

Go to[“Securing the channel between the workbench and the Configuration|

|Manager.”|

2. Are your workbench users drawn from another domain?

a. Yes: Make the other domain a trusted domain of the computer on which the
Configuration Manager is running, then add the groups and users from the
trusted domain to the local groups of the Configuration Manager.

Turning off workbench domain awareness

The workbench sends the user and domain name to the Configuration Manager
queue manager, regardless of the domain awareness setting on the Configuration
Manager. This can cause problems connecting to the queue manager because of the
security required to connect, put, or get messages.

To turn off the domain awareness on the workbench, start your session in the
following way:

1. Change to the install_dir\eclipse directory.
2. Run the toolkit using the command mqsistudio -vmargs -DDomainAware=0.

Alternatively, modify the shortcut that starts the workbench by adding -vmargs
-DDomainAware=0.

Go to[“Securing the channel between the workbench and the Configuration|

|!1 anager”|

Securing the channel between the workbench and the
Configuration Manager

If you want to secure the connection, you must update the configuration of the
SVRCONN channel between the Configuration Manager and the workbench to
include the security options you want.

When you create the Configuration Manager, a default SVRCONN channel,
SYSTEM.BKR.CONFIG, is created; you can use this channel, or create a new one. If
you use a different channel, you must set the new name in the domain connection
properties.

Create and enable a pair of security exits to run at the workbench and
Configuration Manager ends of the SVRCONN channel that connects the two
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components. Program these exits to verify workbench users with the security
manager on the computer on which the Configuration Manager is running.

For more information about creating and enabling security exits, refer to
fexits” on page 6.

Considering security for a broker

Several factors must be considered when you are deciding which users can execute
broker commands and which users can control security for other broker resources.

When you are deciding which users are to perform the different tasks, consider the
following steps:

1. [“Deciding which user accounts can process broker commands”]

2. [“Deciding which user account to use for the broker service ID” on page 19|

3. [‘Setting security on the broker’s queues” on page 20|

4. [“Enabling topic-based security in the broker” on page 20|

Deciding which user accounts can process broker commands

Decide which permissions are required for the user IDs that:
* Create, change, list, delete, start, and stop brokers

* Display, retrieve, and change trace information

Answer the following questions:
1. Is your broker installed on a Linux or UNIX operating system?
a. No: Go to the next question.
b. Yes: Ensure that your user ID has the following characteristics:
* It is a member of the mqgbrkrs group

o If it will be used to create or delete a broker, it must be a member of the
mgm group

Go to[“Deciding which user account to use for the broker service ID” on|

|Eage 19.|

2. Are you processing broker commands under a Windows local account?

a. No: Go to the next question.

b. Yes: Assume that your local account is on a computer named, for example,
WKSTNI.

Ensure that your user ID has the following characteristics:
* It is a member of the mqgbrkrs group.

e If it will be used to create a broker, the user ID must be defined in your
local domain.

o If it will be used to create or start a broker, the user ID must be a
member of the Administrators group (for example, WKSTN1\
Administrators).

o If it will be used to create or delete a broker, the user ID must be a
member of the mgm group.

Go to[“Deciding which user account to use for the broker service ID” on|

|Eage 19.|

3. Are you processing broker commands under a Windows domain account?

a. Yes: Assume that your computer named, for example, WKSTNI1, is a
member of a domain named DOMAINI.

Ensure that the user ID has the following characteristics:
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It is a member of the mqgbrkrs group.

e If it will be used to create a broker, the user ID must be defined in your
local domain.

o If it will be used to create or start a broker, the user ID must be a
member of the Administrators group. For example, if you create a broker
using DOMAIN1\userl, ensure that DOMAIN1\user1 is a member of
WKSTN1\ Administrators.

o If it will be used to create or delete a broker, the user ID must be a
member of the mgm group.

Go to [“Deciding which user account to use for the broker service ID.”

Deciding which user account to use for the broker service ID

When you run the mgsistart command with a user ID that is a member of the
mgm and mgbrkrs groups, the user ID under which you run the mgqsistart
command becomes the user ID under which the broker component process will
run.

Answer the following questions:
1. Is your broker installed on a Linux or UNIX operating system?
a. No: Go to the next question.

b. Yes: Ensure that the user ID is a member of the mqbrkrs group.

Go to [“Setting security on the broker’s queues” on page 20

2. Do you have any existing brokers running on this Windows system?
a. No: You can choose a service ID for the broker. Go to the next question.

b. Yes: On the Windows platform, all brokers must run with the same service
ID. Use your existing service ID when you create the new broker.

3. Do you want your broker to run under a Windows local account?
a. No: Go to the next question.
b. Yes: Ensure that your user ID has the following characteristics:
¢ It is defined in your local domain.
* It is a member of the mqbrkrs group.

* It has been granted the Logon as a service privilege in the Local Security
Policy in Windows, which you can access by selecting Control Panel ~»
Performance and maintenance » Administrative Tools » Local Security
Policy.

Go to [“Setting security on the broker’s queues” on page 20

4. Do you want your broker to run under a Windows domain account?

a. Yes: Assume that your computer named, for example, WKSTNI, is a
member of a domain named DOMAIN1. When you run a broker using, for
example, DOMAIN1\userl, ensure that:

* Your user ID has been granted the Logon as a service privilege (from the
Local Security Policy).

* DOMAIN1\userl is a member of DOMAIN1\Domain mqbrkrs.

¢ DOMAINI\Domain mgbrkrs is a member of WKSTN1\mgbrkrs.

¢ The user ID has been granted the Logon as a service privilege in the Local
Security Policy in Windows, which you can access by selecting Control
Panel » Performance and maintenance > Administrative Tools » Local
Security Policy.
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Go to[“Setting security on the broker’s queues.”]

Setting security on the broker’s queues

When you run the mgsicreatebroker command, the local mqbrkrs group is granted
access to internal queues whose names begin with the characters
SYSTEM.BROKER. Do no change this ACL because it is required for the broker to
function correctly.

The Configuration Manager controlling the broker puts messages to
SYSTEM.BROKER.ADMIN.QUEUE. If your Configuration Manager is on the same
computer as your broker, its service ID will be in the mqbrkrs group, therefore no
further action is required. If the Configuration Manager is on a different computer,
ensure that its service ID is defined to the computer that is running the broker, and
ensure that it has WebSphere MQ access to put messages to
SYSTEM.BROKER.ADMIN.QUEUE.

If you use collectives for publish/subscribe, other brokers in your domain must

put messages to SYSTEM.BROKER.INTERBROKER.QUEUE. Therefore their service
IDs require authority to put messages to that queue.

Enabling topic-based security in the broker
Perform this task by responding to the following question:

Do you want to enable topic-based security in the broker?

1. Yes: Go to [“Enabling topic-based security” on page 30

2. No: Go to [“Considering security for a Configuration Manager.”|

Considering security for a Configuration Manager

Determine the security characteristics and group membership required for user IDs
to perform tasks associated with the Configuration Manager.

Consider the characteristics and group membership required for user IDs that
perform the following functions:

* Run as a service user ID (running the Configuration Manager)
* Process Configuration Manager commands

* Access the Configuration Manager queues.

An ACL is associated with the Configuration Manager itself. Users or groups that
have full-control membership of the Configuration Manager’s ACL implicitly have
full-control membership of all other ACLs. Full-control membership of the
Configuration Manager’s ACL also allows users or groups to modify the ACLs for
any object, including the Configuration Manager.

Read the appropriate sections in this list:

1. [“Deciding which user accounts can process Configuration Manager commands”]|

on page 21|

2. [“Deciding which user account to use for the Configuration Manager service ID’]

on page 21|

3. [‘Setting security on the Configuration Manager’s queues” on page 22|

4. ['Running the Configuration Manager in a domain environment” on page 22|
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Deciding which user accounts can process Configuration
Manager commands

During this task you decide what permissions are required for the user IDs that:
* Create, change, list, delete, start, and stop a Configuration Manager

* Display, retrieve, and change trace information.

Answer the following questions:

1. Is your Configuration Manager running on a Linux or UNIX operating system?
a. No: Go to the next question.
b. Yes: Ensure that your user ID is a member of the mgbrkrs group.

Go to[“Deciding which user account to use for the Configuration Manager|

|service ID”|

2. Are you running Configuration Manager commands under a Windows local
account?

a. No: Go to the next question.

b. Yes: Assume that your local account is on a computer named, for example,
WKSTN1. When you create a Configuration Manager, ensure that your user
ID is defined in your local domain. When you create or start a
Configuration Manager, ensure that your user ID is a member of
WKSTN1\ Administrators.

Go to [“Deciding which user account to use for the Configuration Manager|

|service ID”|

3. Are you running Configuration Manager commands under a Windows domain
account?

a. Yes: Assume that your computer named, for example, WKSTNI1, is a
member of a domain named DOMAIN1. When you create a Configuration
Manager using, for example, DOMAIN1\userl, ensure that
DOMAIN1\userl is a member of WKSTN1\ Administrators.

Go to[|“Deciding which user account to use for the Configuration Manager]

|service ID”|

Deciding which user account to use for the Configuration
Manager service ID

When you run the mgsistart command with a user ID that is a member of the
mgm and mgbrkrs groups, the user ID under which you run the mgqsistart
command becomes the user ID under which the Configuration Manager
component process will run.

Answer the following questions:

1. Is your Configuration Manager running on a Linux or UNIX operating system?
a. No: Go to the next question.
b. Yes: Ensure that your user ID is a member of the mqbrkrs group.

Go to |[“Setting security on the Configuration Manager’s queues” on page 22

2. Do you want your Configuration Manager to run under a Windows local
account?

a. No: Go to the next question.

b. Yes: Ensure that your user ID has the following characteristics:
¢ It is defined in your local domain
* It is a member of the mqgbrkrs group
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It is a member of the mqm group

* It is a member of the Administrators group

* It has been granted the Logon as a service privilege in the Local Security
Policy in Windows, which you can access by selecting Control Panel >
Performance and maintenance > Administrative Tools > Local Security
Policy.

Go to |[“Setting security on the Configuration Manager’s queues.”|

3. Do you want your Configuration Manager to run under a Windows domain
account?

a. Yes: Assume that your computer named, for example, WKSTNI, is a
member of a domain named DOMAIN1. When you run a Configuration
Manager using, for example, DOMAIN1\userl, ensure that:

1) userl is defined in DOMAIN1

) DOMAIN1\userl is a member of DOMAIN1\Domain mqbrkrs
) DOMAIN1\userl is a member of WKSTN1I\mgm
)
)
)

A W N

DOMAIN1\Domain mqbrkrs is a member of WKSTN1\mgbrkrs
DOMAIN1\userl is a member of WKSTN1\ Administrators

The user ID (userl) has been granted the Logon as a service privilege in
the Local Security Policy in Windows, which you can access by selecting
Control Panel > Performance and maintenance > Administrative Tools
> Local Security Policy.

o O

Go to[“Setting security on the Configuration Manager’s queues.”|

Setting security on the Configuration Manager’s queues

When you run the mgsicreateconfigmgr command, the mqbrkrs group is granted
access authority to the following queues:

SYSTEM.BROKER.CONFIG.QUEUE
SYSTEM.BROKER.CONFIG.REPLY
SYSTEM.BROKER.ADMIN.REPLY
SYSTEM.BROKER.SECURITY.QUEUE
SYSTEM.BROKER.MODEL.QUEUE.

Brokers and User Name Servers communicate with the Configuration Manager
through these queues. If they run on the same computer as the Configuration
Manager, you do not need to do anything else to enable them to communicate.
However, if they are running on a different computer, you must ensure that their
service ID exists on the computer that is running the Configuration Manager, and
either add that user account to the mqbrkrs group or grant it explicit MQ access to
put messages to the Configuration Manager’s queues.

Administrators using either commands or the Toolkit need the authority to put
messages to the Configuration Manager’s queues. You can use the
mgsicreateaclentry command to create the required access to WebSphere MQ.

Go to [“Running the Configuration Manager in a domain environment.”]

Running the Configuration Manager in a domain environment

 If you want to enable domain awareness, go to [“Are you running with domain|
[awareness disabled?” on page 17|

* If you want to disable domain awareness, go to [Are you running with domain|
[awareness enabled?” on page 16/
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Configuring security for domain components

Configure access control lists (ACLs) to control access to runtime resources.

When you have created the runtime resources (for example, the brokers and
execution groups) and secured the transport connection, you need to configure
access control lists (ACLs) to control which objects can be accessed by which user
IDs. Default access, which you have until you have configured the ACLs, is Full
control access for the Configuration Manager service ID only.

To configure your ACLs:

1. Decide which objects you want to control, by referring to the hierarchy of ACLs
that can be defined.

2. Use the mgsicreateaclentry command to define permissions for each object that
requires non-default access.

3. Optional: If you are a publish/subscribe user, you can define other ACLs for
application-level access to publish and subscribe on specified topics. These are
also controlled using the mgsicreateaclentry command, but are not needed for
administration.

When the ACLs have been configured, users of the workbench and commands are
able to work with objects in the domain. The control that the users have over the
objects (Full control, View, Deploy, or Edit) depends on the access that you have
granted to them in the access control list entries.

The following diagram shows an example hierarchy of access control list entries:

RootTopic

CMP
|
Subscriptions PubSubTopology
| |
Broker1 Broker2
!_k_\
Eg1A Eg1B Eg2A Eg2B

The following examples show how this hierarchy works in practice.
Example 1

UserA has no access control entries. Therefore, UserA cannot manipulate any
objects in the hierarchy, or see any of the objects defined in it.

Example 2
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UserB has an ACL entry that gives Deploy authority to the execution group EglA.
This entry gives UserB implied View authority to PubSubTopology and Brokerl.
UserB must be able to view PubSubTopology and Brokerl (for example, in the
Message Brokers Toolkit) to be able to deploy to EglA.

Because UserB does not have any ACL entries for PubSubTopology or Brokerl,
UserB does not inherit access to the other broker or execution groups in the
hierarchy. In practice, this means that UserB can see that there is another execution
group defined on the broker Brokerl but cannot see any details (including the
name of the execution group). Similarly, UserB can see that another broker exists
within the topology, but cannot see any details. UserB has no access to RootTopic
or to Subscriptions (the subscriptions table).

The following command creates the ACL entry for UserB:
mgsicreateaclentry testcm -u UserB -a -x D -b Brokerl -e EglA

The mgsilistaclentry command then displays the following information:
BIP17781: userb -USER - D - Brokerl/EglA - ExecutionGroup

Example 3
UserC has an ACL entry that gives View authority for the Configuration Manager

Proxy (CMP), and an ACL entry that gives Full authority for Brokerl. These entries
give UserC the following authorities:

CMP  View
RootTopic View
Subs  View

Topology View
Brokerl Full

EglA  Full
EglB  Full
Broker2 View
Eg2A  View
Eg2B  View

The following commands create the ACL entries for UserC:

mgsicreateaclentry testcm -u UserC -a -x V -p
mgsicreateaclentry testcm -u UserC -a -x F -b Brokerl

The mgsilistaclentry command then displays the following information:

BIP17781: userc - USER - V - ConfigManagerProxy - ConfigManagerProxy
BIP17781: userc - USER - F - Brokerl - Broker

Example 4

UserD has an ACL entry that gives Full control authority for the CMP, and an ACL
entry that gives View authority for Brokerl. The View authority to access Brokerl
means that UserD does not inherit Full control authority for Brokerl. This use of
View ACL entries is useful because it allows users who usually have full control
over a given object to reduce their access temporarily, to prevent accidental
deletion or deployment. If users need full control of the object, removing the View
entry restores Full control authority, so that they can perform the operations that
they need, and then restore the View entry. UserD has the following authorities:
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CMP  Full
RootTopic Full
Subs  Full
Topology Full
Brokerl View

EglA  View
EglB  View
Broker2 Full
Eg2A  Full
Eg2B  Full

The following commands create the ACL entries for UserD:

mgsicreateaclentry testcm -u UserD -a -x F -p
mgsicreateaclentry testcm -u UserD -a -x V -b Brokerl

The mgsilistaclentry command then displays the following information:

BIP1778I: userd - USER - F - ConfigManagerProxy - ConfigManagerProxy
BIP17781: userd - USER - V - Brokerl - Broker

The following command can then delete the ACL entries for UserD:

mgsideleteaclentry testcm -u UserD -a -b Brokerl

Changing the security domain for the User Name Server

You can change the security domain only if you are not using domain awareness.
To change the security domain currently in use for your User Name Server, use the
[‘mgsichangeusernameserver command” on page 309

Implementing SSL authentication

The following topics contain instructions for implementing SSL authentication:
* |“Enabling SSL on the WebSphere MQ Java Client”|

+ [“Enabling SSL for the Real-time nodes” on page 26|

* |Configuring HTTPInput and HTTPReply nodes to use SSL (HTTPS)|

* [Configuring an HTTPRequest node to use SSL (HTTPS)|

Enabling SSL on the WebSphere MQ Java Client

The WebSphere MQ Java Client supports SSL-encrypted connections over the
server-connection (SVRCONN) channel between the application and the queue
manager. This topic tells you how to make use of this SSL support when
communicating between the Configuration Manager Proxy (CMP) and the
Configuration Manager.

For one-way authentication (with the client (Configuration Manager Proxy)

authenticating the server (Configuration Manager) only) perform the following

steps:

1. Generate or obtain all the appropriate keys and certificates. This includes a
signed pkes12 certificate for the server and the appropriate public key for the
certificate authority that signed the pkcs12 certificate.

2. Add the pkesl2 certificate to the queue manager certificate store and assign it
to the queue manager. Use the standard WebSphere MQ facilities, for example,
WebSphere MQ Explorer (for WebSphere MQ Version 6) or WebSphere MQ
Services (for WebSphere MQ Version 5).
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3. Add the certificate of the certificate authority to the JSEE truststore of the Java
Virtual Machine (JVM) at the Configuration Manager Proxy end using a tool
such as Keytool.

4. Decide which cipher suite to use.

5. Change the properties on the server-connection channel using WebSphere MQ
Explorer, to specify the cipher suite to be used. This channel has a default name
of SYSTEM.BKR.CONFIG and this name is used unless you have specified a
different name on the Create a Domain Connection panel or Domain Properties
panel ; see [‘Creating a domain connection” on page 188|and [“Modifyin
[domain connection properties” on page 190]

6. Add the required parameters (cipher suite, for example) to the Configuration
Manager Proxy. If a truststore other than the default is used, its full path must
be passed in via the truststore parameter.

When you have performed these steps, the Configuration Manager Proxy will
connect to the Configuration Manager if it has a valid signed key that has been
signed by a trusted certificate authority.

For two-way authentication (with the Configuration Manager also authenticating
the Configuration Manager Proxy) perform the following additional steps:

1. Generate or obtain all the appropriate keys and certificates. This includes a
signed pkes12 certificate for the client and the appropriate public key for the
certificate authority that signed the pkecs12 certificate.

2. Add the certificate of the certificate authority to the queue manager certificate
store; use the standard WebSphere MQ facilities (for example, WebSphere MQ
Explorer for WebSphere MQ Version 6).

3. Set the server-connection channel to always authenticate. You can use
SSLCAUTH(REQUIRED) in runmgsc, or WebSphere MQ Explorer.

4. Add the pkesl2 certificate to the JSEE keystore of the JVM at the Configuration
Manager Proxy end using a tool such as Keytool.

5. If not using the default keystore, its full path must be passed into the
Configuration Manager Proxy via the keystore parameter

When you have performed these steps, the Configuration Manager allows the
Configuration Manager Proxy to connect only if the Configuration Manager Proxy
has a certificate signed by one of the certificate authorities in its keystore.

Further restrictions can be made using the sslPeerName field; for example, you can
allow connections only from certificate holders with a specific company or
department name in their certificates. In addition, you can invoke a security exit
for communications between the Configuration Manager Proxy and the
Configuration Manager; see [“Using security exits” on page 32,

Enabling SSL for the Real-time nodes
Use optional authentication services between JMS clients and Real-timelnput and
Real-timeOptimizedFlow nodes.

In a default configuration, SSL authentication services are disabled.

To configure the product to use the SSL authentication services, complete the
following steps:

* Configure and start a User Name Server in a broker domain.
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* Configure each Real-timelnput node to use authentication, and set your chosen
authentication protocol in each of the brokers that is to use the authentication
services.

 Edit a file that specifies client user IDs and passwords.
* Specify the names of the files that are required to implement the SSL protocol.
* For Real-time nodes when using multiple execution groups, set the

sslKeyRingFile and sslPassphraseFile properties on each execution group
separately using the mqsichangeproperties command.

Configuring the User Name Server:

The User Name Server distributes to the brokers passwords that are required to
support these authentication protocols.

To configure the User Name Server to support authentication, specify the following
two parameters on either the mgsicreateusernameserver or the
mgsichangeusernameserver command:

* AuthProtocolDataSource describes the location of an local file that contains the
information that is required to support the authentication protocols.

* The +j flag indicates whether the file that is pointed to by
theAuthProtocolDataSource parameter contains group and group membership
information in addition to password information.

* Set the -j flag if you want to support both authentication and publish/subscribe
access control in your broker domain, and you want to draw user and group
information from a file rather than from the operating system.

* Use the AuthProtocolDataSource parameter to specify the source of any
protocol-related information. For example, you can specify the name of a file
that contains user ID and password information. The user ID and password
information in this file must exactly mirror the operating system user ID and
password definitions. Make sure that you set the appropriate file system security
for this password file.

¢ The default location of this file is the WebSphere Event Broker home directory. If
you store the file in another location, specify the full path definition of the
location of the file.

* Stop and restart the User Name Server to implement the changes.
Use the -d flag on the mgsichangeusernameserver command to disable this option.
Configuring a broker:

Configure a broker to support WebSphere Event Broker authentication services.
Specify two authentication and access control parameters and use the workbench
to configure the appropriate Real-timelnput nodes and the sets of protocols that
are to be supported on the broker.

The following steps show you how to do this.
1. Switch to the Broker Application Development perspective.
2. For each message flow in the Message Flow Topology:

a. Select the Real-timelnput or Real-timeOptimizedFlow node to open the
Properties view, or right-click the node and click Properties to open the
Properties dialog. The node properties are displayed.

b. Select Authentication.

3. For each broker in the Broker Topology:
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a. Select the broker to open the Properties view, or right-click the broker and
click Properties to open the Properties dialog. The broker properties are
displayed.

b. Enter the required value in Authentication Protocol Type.

Choose any combination of the options P, M, S, and R; for example, S, SR,
RS, R, PS, SP, PSR, SRM, MRS, and RSMP are all valid combinations of
options.

The order in which you specify the options is significant; the broker chooses
the first option that the client supports. If you want the broker always to
support the strongest protocol that the client supports, choose RSMP.

c. If you have chosen S or R as one of the options in Authentication Protocol
Type, specify the SSL Key Ring File Name and the SSL Password File
Name.

d. Click OK.

Use the mgsicreatebroker or mgsichangebroker command, with the
following two parameters, to configure the broker:

UserNameServerQueueManagerName (-s)
This parameter defines the name of the queue manager that it
associated with the User Name Server. Specify this parameter if you
require authentication services, publish/subscribe access control
services, or both.

Publish/Subscribe Access Control Flag (-j)
Set this flag in addition to specifying the
UserNameServerQueueManagerName parameter if you want to
use publish/subscribe access control services.

Use of the authentication services in the broker is enabled at the IP input
node level, not by a parameter on these commands.

Sample password files:

Two sample files, password.dat and pwgroup.dat, are supplied with WebSphere
Event Broker.

* pwgroup.dat is a sample file that can be used when you set the -j flag.
* password.dat is a sample file that can be used in the default case.

The file password.dat has the following layout:
# This is a password file.

# Each line contains two required tokens delimited by
# commas. The first is a user ID, the second is that user's
# password.

#USERNAME PASSWORD

subscriber,subpw
admin,adminpw
publisher,pubpw

This file complements the user and group information that is retrieved by the User
Name Server from the operating system. User names that are defined in the file,
but are not defined in the operating system, are treated as unknown by the broker
domain. User names that are defined in the operating system, but are not defined
in the password file, are denied access to the system.
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The file pwgroup.dat contains group information in addition to user and password
information. Each user entry includes a list of group names that specify the groups
that contain the user.

The file pwgroup.dat has the following layout:

#This is a password file.

#Each Tine contains two or more required tokens delimited by
#commas.The first is a user ID and the second is that user's
#password. ATl subsequent tokens

#specify the set of groups that the user belongs to.

#USERNAME PASSWORD GROUPS
subscriber,subpw,groupl,group2,group3
admin,adminpw,group?2
publisher,pubpw,group2,group4

As mentioned above, this file can be used to provide the only source of user,
group, and password information for the broker domain.

To deploy updated user and password information to the broker network if this
information is drawn from an operating system file, stop the User Name Server
and the brokers, update the file, and then restart the User Name Server and the
brokers.

If passwords are drawn from the operating system, updates are automatically
distributed to the brokers. Use normal operating system management tools to
change users or passwords.

Authentication in the JMS client:

For client applications that use WebSphere MQ classes for Java Message Service
Version 5.3 before CSD4, the client application always has an authentication
protocol level of PM. The client application and broker negotiate on the choice of
protocol for a session. Where the broker supports both protocols (that is, you have
set PM or MP in the workbench definition of a broker), the first protocol specified
in the workbench is chosen.

For client applications that use WebSphere MQ classes for Java Message Service
Version 5.3, CSD10 (plus APAR 1C47044) or CSD11 or later, or WebSphere MQ
classes for Java Message Service Version 6.0 or later, the client application supports
two levels of authentication.

You can configure a TopicConnectionFactory to support either a
MQJMS_DIRECTAUTH_BASIC authentication mode or a
MQJMS_DIRECTAUTH_CERTIFICATE authentication mode. The
MQJMS_DIRECTAUTH_BASIC authentication mode is equivalent to a level of PM,
and the MQJMS_DIRECTAUTH_CERTIFICATE authentication mode is equivalent
to a level of SR.

If you have successfully configured authentication services for a Real-timelnput
node, a JMS client application must specify its credentials when creating a
connection. To make a connection for this configuration, the JMS client application
supplies a user ID and password combination to the
TopicConnectionFactory.createTopicConnection method; for example:

factory.createTopicConnection("userl", "userlpw");
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If the application does not specify these credentials, or specifies them incorrectly, it
receives a JMS wrapped exception containing the MQJMS error text.

Enabling topic-based security

If your applications use the publish/subscribe services of a broker, you can apply
an additional level of security to the topics on which messages are published and
subscribed. This topic-based security is managed by the User Name Server.

Before you start:

Before you create a User Name Server, refer to [‘Considering security for a User]
[Name Server.”

To enable topic-based security, complete the following steps:

1. Create a User Name Server. For more information, refer to [‘Creating a User]
[Name Server” on page 146

2. On the mgsicreatebroker command (or the mgsichangebroker command if you
are using an existing broker), select the -j flag and set the -s parameter to the
name of the queue manager for the User Name Server .

3. Set the -s parameter on the mgsicreateconfigmgr or mgsichangeconfigmgr
command to the name of the queue manager for the User Name Server.

4. Create ACLs for the topics that require additional security. For more
information, see [“Creating ACL entries” on page 50

5. Ensure that the broker’s service user ID has authority to perform the following
actions:

a. Get messages from each input queue included in a message flow
b. Put messages to any output, reply, and failure queues included in a
message flow.

6. Ensure that the user IDs under which publish and subscribe applications run
have sufficient authority to put messages to and get messages from message
flow queues:

a. Authorize publish applications to put messages to the input queue of the
message flow.

b. Authorize applications that register subscriptions to put messages to the
SYSTEM.BROKER.CONTROL.QUEUE queue.

c. Authorize subscribe applications to get messages from the queue to which
messages are published.

d. Authorize publish and subscribe applications to get messages from the
reply queue.

If you are issuing publish/subscribe requests from a JMS client, additional security
options are available. Refer to [‘SSL authentication” on page 11 )[“Quality of|
[protection” on page 13)and [Authentication services” on page 44|

Go to|’Considering security for a Configuration Manager” on page 20|

Considering security for a User Name Server
Complete this task by answering the following question:

Have you enabled topic-based security in your broker?

1. No: Go to [“Considering security for a Configuration Manager” on page 20,
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2. Yes: You need a User Name Server. Go to [“Deciding which user accounts can|
fexecute User Name Server commands.”]

Deciding which user accounts can execute User Name Server
commands

During this task you decide which permissions are required for the user IDs that:
* Create, change, list, delete, start, and stop a User Name Server
* Display, retrieve, and change trace information.

Answer the following questions:

1. Is your User Name Server installed on a Linux or UNIX operating system?
a. No: Go to the next question.
b. Yes: Ensure that the user ID is a member of the mqbrkrs group.

Go to[“Deciding which user account to use for the User Name Server|

|service ID."|

2. Are you executing User Name Server commands under a Windows local
account?

a. No: Go to the next question.

b. Yes: Assume that your local account is on a computer named, for example,
WKSTN1. When you create a User Name Server, ensure that your user ID is
defined in your local domain. When you create or start a User Name Server,
ensure that your user ID is a member of WKSTN1\ Administrators.

Go to[“Deciding which user account to use for the User Name Server|

|service ID."|

3. Are you executing User Name Server commands under a Windows domain
account?

a. Yes: Assume that your computer named, for example, WKSTNT1, is a
member of a domain named DOMAIN1. When you create a User Name
Server using, for example, DOMAIN1\userl, ensure that DOMAIN1\userl
is a member of WKSTN1\ Administrators.

Go to[“Deciding which user account to use for the User Name Server|

|service ID.”|

Deciding which user account to use for the User Name Server
service ID

When you set the service ID with the -i option on the mgsicreateusernameserver or
mgsichangeusernameserver command, you determine the user ID under which the
User Name Server component process runs.

Answer the following questions:

1. Is your User Name Server installed on a Linux or UNIX operating system?
a. No: Go to the next question.
b. Yes: Ensure that the user ID is a member of the mqbrkrs group.

Go to [“Setting security on the User Name Server’s queues” on page 32|

2. Do you want your User Name Server to run under a Windows local account?
a. No: Go to the next question.
b. Yes: Ensure that your user ID has the following characteristics:
* It is defined in your local domain

It is a member of the mqgbrkrs group
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* It has been granted the Logon as a service privilege in the Local Security
Policy in Windows, which you can access by selecting Control Panel >
Performance and maintenance > Administrative Tools > Local Security
Policy.

Go to [“Setting security on the User Name Server’s queues”]

3. Do you want your User Name Server to run under a Windows domain
account?

a. Yes: Assume that your computer named, for example, WKSTN1, is a
member of a domain named DOMAINI1. When you run a User Name
Server using, for example, DOMAIN1\userl, ensure that:

¢ The user ID (userl) has been granted the Logon as a service privilege in
the Local Security Policy in Windows, which you can access by selecting
Control Panel > Performance and maintenance > Administrative Tools
> Local Security Policy

* DOMAIN1\userl is a member of DOMAIN1\Domain mqbrkrs
¢ DOMAIN1\Domain mgbrkrs is a member of WKSTN1\mgqbrkrs.
Go to [“Setting security on the User Name Server’s queues.”]

Setting security on the User Name Server’s queues

When you run the mqsicreateusernameserver command, the mqbrkrs group gets
access authority to the following queues:

SYSTEM.BROKER.SECURITY.QUEUE
SYSTEM.BROKER.MODEL.QUEUE

Only the broker and the Configuration Manager require access to the User Name
Server’s queues.

Go to[“Running the User Name Server in a domain environment.”|

Running the User Name Server in a domain environment

When the users that issue publish and subscribe commands are domain users, set
the -d option on the mgsicreateusernameserver command to the domain those
users come from. All users that issue publish and subscribe commands must come
from the same domain.

Using security exits

How to define a security exit when you create a domain connection.

To create a security exit for communications between the Message Brokers Toolkit
and the Configuration Manager, you must define a security exit when you create a
domain connection.

1. Click File » New » Domain. The Create a Domain Connection wizard opens.

2. Enter the values for Queue Manager Name, Host, and Port that you want to
use.

3. Enter the Security Exit Class name. The name must be a valid Java class name.

4. Set the JAR File location for the Security Exit that is required on this
connection. Click Browse to find the file location.

The security exit is started every time a message passes across the connection.
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Alternatively, use SSL to communicate between the Configuration Manager Proxy
CMP) and the Configuration Manager; see |“Implementing SSL authentication” on|

Implementing HTTP tunneling

HTTP tunneling support in the broker is activated by selecting the Use HTTP
Tunneling option within the properties for the [Real-timelnput node| or
Real-timeOptimizedFlow nodel Optional settings are also configured using the
“mgsichangeproperties command” on page 292

Once set, HTTP tunneling is administered using the [“mgsichangeproperties|
fcommand” on page 292| with the httpProtocolTimeout and httpDispatchThreads
options.

Implementing quality of protection

The enableQoPSecurity option of the mgsichangeproperties command enables
quality of protection. By default, quality of protection is enabled if any of the
quality of protection settings have been changed from n or none. The levels of
message protection are defined using the sysQoPLevel and isysQoPLevel options
also in the [“mgsichangeproperties command” on page 292 |

From the broker properties window, you can set the values for temporary topics
using;:

* Temporary Topic Quality of Protection

* Sys Topic Quality of Protection

* ISys Topic Quality of Protection .

The default value is none, or you can select one of the following values from each

of the drop-down lists:

¢ Channel Integrity (preventing hackers from inserting or deleting messages
without being detected)

* Message Integrity (preventing hackers from changing the content of a message
without being detected)

* Encrypted for Privacy (preventing hackers from looking at the content of a
message).

The value selected is the same for all users and is independent of the user
currently selected.

Database security

The service user ID for the brokers must be authorized to access databases:
* Each broker service user ID must be authorized for create and update tasks on
the database that contains the broker internal tables.

In addition to the broker service user ID, this also applies to any data source
user ID if defined (using [“mgsicreatebroker command” on page 322).

Derby databases, created either by the Default Configuration wizard or by the
[“mgsicreatedb command” on page 341| on Windows, do not require security
authorization. Refer to ["Using Derby databases on Windows” on page 75| for more
information.
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Database security is defined and modified using various commands dependent
upon the database that is being used. See the following:

* [“mgsicreatebroker command” on page 322|

+ |“mgsichangebroker command” on page 272|

For information relating to specific databases see:

+ [“Oracle: granting and revoking user access to databases”]

* [“SQL Server: granting and revoking user access to databases”]
+ [“Sybase: granting and revoking user access to databases”]

Oracle: granting and revoking user access to databases

The Oracle database administrator controls user access to Oracle databases. The
WebSphere Event Broker does not provide any special commands to administer an
Oracle database.

SQL Server: granting and revoking user access to databases

The SQL database administrator controls user access to Microsoft SQL Server
databases. WebSphere Event Broker does not provide any special commands to
administer a Microsoft SQL Server database.

You must enable SQL Server Authentication mode as well as the default Windows
Authentication mode.

Sybase: granting and revoking user access to databases

The Sybase database administrator controls user access to Sybase databases.
WebSphere Event Broker does not provide any special commands to administer a
Sybase database.

Setting up z/OS security

On z/0S, you need to complete some security configuration tasks before
WebSphere Event Broker can work correctly.

The steps you need to follow are described in this topic and also in the following
topics:

+ [“Setting up DB2 security on z/OS” on page 36|
* |“Setting up WebSphere MQ” on page 37|
+ [“Setting up workbench access on z/0S” on page 38|

+ [“Creating Publish/Subscribe user IDs” on page 38|

* |“Enabling the Configuration Manager on z/OS to obtain user ID information”|

on page 38|

Decide on the started task names of the broker, Configuration Manager, and User
Name Server. These names are used to set up started task authorizations, and to
manage your system performance.

Decide on a data set naming convention for your WebSphere Event Broker PDSEs.
A typical name might be WMQI.MQP1BRK.CNTL or MQS.MQP1UNS.BIPCNTL, where MQP1
is the queue manager name. You need to give the WebSphere Event Broker,
WebSphere MQ, DB2, and z/OS administrators access to these data sets. You can
give these professionals control access in several ways, for example:

* Give each user individual access to the specific data set.
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* Define a generic data set profile, defining a group that contains the user IDs of
the administrators. Grant the group control access to the generic data set profile.

If you intend to use Publish/Subscribe, define a group called MQBRKRS and connect
the started task user IDs to this group. Define an OMVS group segment for this
group so that the User Name Server can extract information from the External
Security Manager (ESM) database to enable you to use Publish/Subscribe security.

Each broker needs a unique ID for its DB2 tables. This can be:

* A unique started task user ID; you could use the broker name as the started task
user ID.

A unique group for the broker (for example MQP1GRP) which has defined all
necessary DB2 authorities. The broker started task user ID and the WebSphere
Event Broker administrator are both members of this group.

* A shared started task user ID and a unique group specified to identify the DB2
tables to be used with the ODBC interface. Use the broker name as the group
name.

Define an OMVS segment for the started task user ID and give its home directory
sufficient space for any WebSphere Event Broker dumps. Consider using the
started task procedure name as the started task user ID. Check that your OMVS
segment is defined by using the following TSO command:

LU userid OMVS

The command output includes the OMVS segment, for example:

USER=MQP1BRK NAME=SMITH, JANE OWNER=TSOUSER
CREATED=99.342 DEFAULT-GROUP=TSOUSER PASSDATE=01.198
PASS-INTERVAL=30

UID=0000070594
HOME=/u/MQP1BRK
PROGRAM=/bin/sh
CPUTIMEMAX=NONE
ASSIZEMAX=NONE
FILEPROCMAX=NONE
PROCUSERMAX=NONE
THREADSMAX=NONE
MMAPAREAMAX=NONE

The command:
df -P /u/MQP1BRK

displays the amount of space used and available, where /u/MQP1BRK is the value
from HOME above. This command shows you how much space is currently available
in the file system. Check with your data administrators that this is sufficient. You
need a minimum of 400 000 blocks free; this is needed if a dump is taken.

Associate the started task procedure with the user ID to be used. For example, you
can use the STARTED class in RACF®. The WebSphere Event Broker and z/0S
administrators must agree on the name of the started task.

WebSphere Event Broker administrators need an OMVS segment and a home
directory. Check the setup described above.

The started task user IDs and the WebSphere Event Broker administrators need
access to the install processing files, the component specific files, and the home
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directory of the started task. During customization the file ownership can be
changed to alter group access. This might require super user authority.

When the service user ID is root, all libraries loaded by the broker, including all
user-written plug-in libraries and all shared libraries that they might access, also
have root access to all system resources (for example, file sets). Review and assess
the risk involved in granting this level of authorization.

For more information on various aspects of security, see [“Security overview” on|

Setting up DB2 security on z/0S

This is part of the larger task of setting up security on z/OS.

The user ID of the person running the DB2 configuration jobs must have UPDATE
access to the component PDSE, READ/EXECUTE access to the installation
directory, and READ/WRITE/EXECUTE access to the broker-specific directory.

A user needs SYSADM or SYSCTRL authority to run the DB2 configuration jobs.

You cannot share DB2 tables between brokers; each broker must have its own DB2
tables. The format of the table names is:

table_owner.table_name
where table_owner is known as the table owner.

When the broker starts up, the started task user ID is used to connect to DB2 using
ODBC. The ODBC statement Set current SQLID is used to set the ID to
table_owner; the table owner ID specifies which tables to use. You have two
options in setting up the IDs:

1. Make the table owner the same as the started task user ID. This means that
each broker must have a different user ID. Check that the started task user ID
specified has access to SYSIBM tables. From a TSO user with no system
administration authority, use SPUFI to issue the following commands:

select = from SYSIBM.SYSTABLES;
select * from SYSIBM.SYSSYNONYMS;
select * from SYSIBM.SYSDATABASE;

and resolve any problems.

2. Make the table owner different from the started task user ID. For this to work
the started task needs to be able to issue the Set current SQLID request. The
easiest way to do this is to create a RACF group with the same name as the
table owner, and connect the started task user ID to this group.

Check that the group ID specified has access to SYSIBM tables. From a TSO user
with no system administration authority, use SPUFI to issue the following
commands:

SET CURRENT SQLID='WMQI';

select » from  SYSIBM.SYSTABLES;

select * from  SYSIBM.SYSSYNONYMS;
select * from  SYSIBM.SYSDATABASE;

and resolve any problems (WMQI is the name of the group). You might need to
connect the TSO user IDs of the DB2 administrators to the group.
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If you have a unique group for each broker (and not a unique started task user
ID), the started task user ID must be connected to the group for the ODBC
request set currentsqlid to work successfully.

The DB2 administrator user ID must have access to one of the programs DSNTEP2
or DSNTIAD, or equivalent.

The started task user ID must be authorized to connect to DB2. The started task
user ID needs a minimum of READ access to the subsystem.RRSAF profile in the
DSNR class, if present. In this case, subsystem is the DB2 subsystem name. For
example, the following RACF command lists all the resources in DSNR class:

RLIST DSNR =

The started task user ID needs EXECUTE authority to the DSNACLI plan or
equivalent.

The DB2 subsystem started task user ID needs authority to create data sets with
the high level qualifier specified in the DB2_STOR_GROUP_VCAT value.

Setting up WebSphere MQ

This is part of the larger task of setting up security on z/OS.

The user ID of the person running the create component (BIPCBRK, BIPCRCM, and
BIPCRUN) jobs needs UPDATE access to the component PDSE, READ/EXECUTE
access to the installation directory, and READ/WRITE/EXECUTE access to the
component directory. If you do not use queue manager security, you do not need
to read the rest of this topic. Topic|“Creating the broker component” on page 133|
provides detailed statements on how to protect your queues.

The broker, Configuration Manager, and the User Name Server need to be able to
connect to the queue manager.

By default, the broker’s internal queues, which all have names of the form:
SYSTEM.BROKER. *

should be protected. These names cannot be changed. Restrict access to the broker,
Configuration Manager, and User Name Server started task user IDs, and to
WebSphere Event Broker administrators.

If you are running a Configuration Manager on z/OS, remote users connecting
from either the Message Brokers Toolkit or from a Configuration Manager Proxy
application need to be authorized to connect to the queue manager through the
channel initiator and require PUT and GET access to
SYSTEM.BROKER.CONFIG.QUEUE and SYSTEM.BROKER.CONFIG.REPLY

If you are using Publish/Subscribe, subscribers need to PUT to
SYSTEM.BROKER.CONTOL.QUEUE.

You can control which applications can use queues used by message flows.
Applications need to be able to PUT and GET to queues defined in any nodes.
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Setting up workbench access on z/OS

Access to the workbench is controlled from Windows or Linux on x86. The
workbench must run on Windows or Linux on x86. See |[“Considering security for a|
[Configuration Manager” on page 20| for further information.

Creating Publish/Subscribe user IDs

This is part of the larger task of setting up security on z/OS.

A User Name Server can only see user IDs that have been enabled to use UNIX
System Services facilities. To ensure that your user or group information can be
seen by your User Name Server, you must comply with the following instructions:

* Define user IDs with OMVS(UID(nnnnn)...) and their default group with
OMVS(GID(nnnnn)).

* Define groups with OMVS(GID(nnnnn)).

Enabling the Configuration Manager on z/OS to obtain user ID
information

This topic lists the steps you need to complete, to enable the Configuration
Manager on z/OS to correctly obtain the list of user IDs for a particular group
from the External Security Manager (ESM) database.

When connecting to the Configuration Manager, the local user ID on the
connecting machine is sent to the Configuration Manager for the purposes of
broker domain authorization. This user ID is checked against the Configuration
Manager Access Control Lists (ACL) to determine the level of authorization.

For any group ACLs defined, the Configuration Manager queries the local ESM
database for a list of user IDs defined to that group. The Configuration Manager
then tries to match any user ID connecting to it, with this list, to grant the correct
authorization to the broker domain.

For the Configuration Manager on z/OS to obtain this list of user IDs, the group
and any user IDs must have an OMVS segment defined.

User IDs

* If you have suitable authorization, you can use the following Security Server
(formerly RACF) command to display OMVS information about a user:

LU id OMVS

* If you have suitable authorization, you can use the following Security Server
command to give a user ID an OMVS segment:

ALTUSER id OMVS(UID(xxx))

Groups

* If you have suitable authorization, you can use the following Security Server
command to display OMVS information about a user:

LG group OMVS

* If you have suitable authorization, you can use the following Security Server
command to give a group an OMVS segment:

ALTGROUP id OMVS(GID(xxx))

38 Configuration, Administration, and Security



See the OS/390 Security Server (RACF) Security Administrator’s Guide (or the
appropriate documentation for an external security manager installed on the
system) for details.

If the group, or any of the defined user IDs in that group, are not found by the
Configuration Manager (either because they do not exist, or because they do not
have an OMVS segment), the Configuration Manager is not able to authorize the
user attempting the connection.

Publish/subscribe security

Security services are provided for your publish/subscribe domain.

* Topic-based security
Access to messages on particular topics is controlled using access control lists
(ACLs).

* Authentication services using real-time nodes
An authentication protocol is used by a broker and a client application to
confirm that they are both valid participants in a session.

* Message protection using real-time nodes

Message protection provides security options to prevent messages from being
read or modified while in transit.

These services operate independently of each other, but before you can use any of
these services, you must create a User Name Server and include it in your domain.

To use one of these services, use the mqsicreatebroker or mqgsichangebroker
command to configure a broker with the -s parameter to specify the name of the
queue manager that hosts the User Name Server.

In addition, to use topic-based security, specify the publish/subscribe access
control flag (5j parameter) on the mgsicreatebroker or mgsichangebroker command.

Topic-based security

Use topic-based security to control which applications in your publish/subscribe
system can access information on which topics.

For each topic to which you want to restrict access, you can specify which
principals (user IDs and groups of user IDs) can publish to the topic, and which
principals can subscribe to the topic. You can also specify which principals can
request persistent delivery of messages.

Any principal can publish, subscribe, and request persistent delivery of, messages
on any topic whose access you do not explicitly restrict.

Topic-based security is managed by a User Name Server that uses the access
control lists (ACLs) that you create to decide which authorizations are applied.

Principals and the User Name Server

The User Name Server in WebSphere Event Broker manages the set of principals
that are already defined in your network, on behalf of the brokers and the
Configuration Manager, for use in publish/subscribe. On Windows, this list of
users is taken from the domain specified on the mgsicreateusernameserver
command.
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The User Name Server is made known to both the broker and the Configuration
Manager by specifying the User Name Server queue manager on the
mgsicreatebroker and mgsicreateconfigmgr commands.

Message brokers within the broker domain interact with the User Name Server to
retrieve the total set of users and groups from which the access control lists are
built and against which the publish/subscribe requests are validated. The
Configuration Manager interacts with the User Name Server to display the users
and user groups in the ACLs that are created using the Topics Hierarchy Editor
that is provided in the Broker Administration perspective of the workbench.

Access control lists

Access control lists are used to define, for any topic and principal, the right of that
principal to publish on, or subscribe to, that topic, or to request persistent delivery
of a publication on that topic.

You can also use the ACL to define the level of message protection that you want
to apply to each topic.

Specify these definitions using the Topics Hierarchy Editor in the Broker
Administration perspective of the workbench.

Access control can be set explicitly for each individual topic. However, if no
explicit ACL is defined for a topic, access control is inherited from an ancestor or
parent topic, as defined by the hierarchical structure of the topic tree. If no topic in
the hierarchy up to the topic root has an explicit ACL, the topic inherits the ACL of
the topic root.

Any defined principal that is known to the User Name Server can be associated
with a topic in this way.

Resolving ACL conflicts

If the principals in your broker domain include one or more users in more than
one group, the explicit or inherited ACL values might conflict. The following rules
indicate how a conflict is resolved:

* If the user has an explicit user ACL on the topic of interest, this always takes
priority and the broker verifies the current operation on that basis.

* If the user does not have an explicit user ACL on the topic of interest, but has
explicit user ACLs against an ancestor in the topic tree, the closest ancestor ACL
for that user takes priority and the broker verifies the current operation on that
basis.

* If there are no explicit user ACLs for the user on the topic of interest or its
ancestors, the broker attempts to verify the current operation on the basis of
group ACLs:

— If the user is a member of a group that has an explicit group ACL on the
topic of interest, the broker verifies the current operation on the basis of that
group ACL.

— If the user is not a member of a group that has an explicit group ACL on the
topic of interest, but is a member of a group with explicit group ACLs against
an ancestor in the topic tree, the closest ancestor ACL takes priority and the
broker verifies the current operation on that basis.

— If, at a particular level in the topic tree, the user ID is contained in more than
one group with an explicit ACL, permission is granted if any of the
specifications are positive; otherwise it is denied.
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You cannot associate ACLs with topics that include one or more wildcard
characters. However, access from your client application is resolved correctly when
the subscription registration is made, even when that application specifies a
wildcard character in the topic.

PublicGroup authorizations

In addition to the groups that you define, WebSphere Event Broker provides an
implicit group, PublicGroup, to which all users automatically belong. This implicit
group simplifies the specification of ACLs in a topic tree. In particular, this group
is used in the specification of the ACL for the topic root. Note that the default
setting of the topic root allows publish and subscribe operations for the
PublicGroup. You can view and change this ACL using the workbench, but you
cannot remove it. It determines the default permissions for the entire topic tree.
You can specify ACLs for the PublicGroup elsewhere in the topic tree, wherever
you want to define permissions for all users.

If you have a principal named Public defined in your existing security
environment, you cannot use this for topic-based security. If you specify this
principal within an ACL, it is equated to PublicGroup and therefore always allows
global access.

mqbrkrs authorizations

WebSphere Event Broker grants special publish/subscribe access control privileges
to members of the mgbrkrs group, and to the corresponding Domain mqbrkrs
global group if appropriate.

Brokers need special privileges to perform internal publish and subscribe
operations in networks where there is access control. When you create a broker in
such a network, you must specify a user ID that belongs to the group mgbrkrs as
the service user ID for the broker. The mqbrkrs group is given implicit privileges
so that its members can publish, subscribe and request the persistent delivery of
messages on the topic root ("”). All other topics inherit these permissions. If you
attempt to configure an ACL for the mqgbrkrs group using the workbench, this
ACL is ignored by WebSphere Event Broker.

ACLs and system topics
Messages that are used for internal publish and subscribe operations are published

throughout the broker domain using system topics, which begin with the strings
"$SYS” and "$ISYS".

These topics can only published from, and subscribed to, members of the mgbrkrs
group, except for the following two scenarios:

1. If you are migrating topics from WebSphere MQ Publish/Subscribe, you can
configure ACLs on topics that begin with the string "$SYS/STREAM".

2. Clients can subscribe to topics that begin with the string "$SYS"; this means
that applications that provide a management function can subscribe to the
broker for administrative events.

Do not configure ACLs on topics that begin with the string "$ISYS". You are not
prevented from doing so, but the ACLs are ignored.

Setting access control on topics

Any user that has an object-level security ACL that gives full control permission to
the root topic object, can define and manipulate the ACLs that define which
principals can publish on, and subscribe to, which topics. ACLs can also limit
delivery of persistent messages, and define the level of message protection.
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All defined principals can be associated with any topic; the permissions that can be
set are shown in the following table:

Option Description

Publish Permits or denies the principal to publish messages on this topic.
Subscribe Permits or denies the principal to subscribe to messages on this topic.
Persistent Specifies whether the principal can receive messages persistently. If the

principal is not permitted, all messages are sent non-persistently. Each
individual subscription indicates whether the subscriber requires
persistent messages.

QoP Level Specifies the level of message protection that is enforced. One of the
following four values can be chosen:

* None

* Channel Integrity

* Message Integrity

* Encrypted

The default value is 'None’.

Persistent access control behavior is not identical to the publish and subscribe
control:

* Clients that are denied Publish access have their publication messages refused.
* Clients that are denied Subscribe access do not receive the publication.

* The persistent access control does not deny the message to subscribers, but
denies them persistence, so denied subscribers always receive messages, subject
to their subscribe access control, but always have the message sent to them
non-persistently, regardless of the persistence of the original message.

Inheritance of security policies

Typically, topics are arranged in a hierarchical tree. The ACL of a parent topic can
be inherited by some or all of its descendent topics that do not have an explicit
ACL. Therefore, it is not necessary to have an explicit ACL associated with each
and every topic. Every topic has an ACL policy which is that of its parent. If all
parent topics up to the root topic do not have explicit ACLs, that topic inherits the
ACL of the root topic.

For example, in the topic tree shown below, the topic root is not shown but is
assumed to have an ACL for PublicGroup whose members can publish, subscribe,

and receive persistent publications. (The symbol "=" means "not".)

Inheriting ACLs in a topic tree
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Publish ACL: joe
A » Subscribe ACL: Public Group
Persistent ACL: —1Public Group

Publish ACL: joe

K P Persistent ACL: joe
Publish ACL: allen «---- B
Subscribe ACL: HR, —1Public Group
M
\ Publish ACL: mary, joe
N-------- » Subscribe ACL: nat

Persistent ACL: Public Group, —1nat

The following table shows the ACLs, inherited in some cases, that result from the
topic tree shown in the figure:

Topic Publishers Subscribers Persistent

A only joe everyone no-one

A/P only joe everyone only joe

A/K only joe everyone no-one

A/K/M only joe everyone no-one

A/K/M/N only mary, joe everyone everyone except nat
A/B allen, joe HR no-one

Dynamically created topics

Topics that are not explicitly created by the system administrator, but are created
dynamically when a client publishes or subscribes to messages, are treated in the
same way as those that are created by the system administrator, but they do not
have explicitly defined ACLs. That is, the ACLs for dynamically created topics are
inherited from the closest ancestor in the topic tree that has an explicit policy. It is
therefore not necessary to define leaf topics in the tree if they do not have explicit
ACLs.

ACLs and wildcard topics

With WebSphere Event Broker you cannot associate an explicit security policy with
a wildcard topic. For example, you cannot associate an ACL with topic "A/+",
which represents a two level hierarchy and includes "A/B", "A/K", and "A/P".

However, WebSphere Event Broker does guarantee correct access mediation when
a client application subscribes to a wildcard topic.

For example, the topic "A/+" does not, and cannot, have a security policy
explicitly associated with it. Therefore, "A/+" inherits its policy from "A". Any user
can subscribe to "A/+" because the subscribe ACL includes everyone.

When a message is published on "A/P" or "A/K", the broker delivers it to the user
who subscribed to "A/+". However, when a message is published to "A/B", that

message is only delivered to subscribers who are in the HR group.

If the system administrator changes the subscribe ACL of any topic that matches
"A/+", the broker correctly enforces the ACL when the message is delivered.
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Subscribing to a wildcard topic has the semantics to deliver messages on all topics
that match the wild card, and for which the subscriber has authorization to receive
that message.

ACLs and subscription resolution

The broker enforces access control through the topic of the message to be
delivered. Messages are delivered only to those clients that have not had subscribe
access to that topic denied, either explicitly or through inheritance. Because a
subscription can contain a wildcard character, the actual match against the topic
namespace, and hence the topic ACLs, cannot be made when the subscription is
received. The decision to deliver a message to a subscriber is made only when a
specific message with a topic is being processed by the message broker.

Activating topic ACL updates
Updates to a topic ACL do not become active until deployed and activated across
the broker domain from the WebSphere Event Broker workbench.

You must have an object-level security ACL that gives full control permission to
the root topic object.

Authentication services

Authentication services are supported only between client applications that use the
WebSphere MQ Real-time Transport and WebSphere Event Broker Real-timelnput
and Real-timeOptimizedFlow nodes.

The WebSphere Event Broker authentication services verify that a broker and a
client application are who they claim they are, and can therefore participate in a
publish/subscribe session.

Each participant in the session uses an authentication protocol to prove to the
other that they are who they say they are, and are not an intruder impersonating a
valid participant.

The WebSphere Event Broker product supports the following four protocols:
* P - simple telnet-like password authentication

* M - mutual challenge-response password authentication

e S - asymmetric SSL

* R - symmetric SSL

The first two of these protocols and their infrastructure requirements are described
in [“Simple telnet-like password authentication” on page 45 and [“Mutuall
[challenge-response password authentication” on page 46 respectively. Asymmetric
and symmetric SSL protocols are described in [“SSL authentication” on page 11

The protocols vary in strength, in terms of providing protection against
participants that are not valid participants in the session; P is the weakest and R is
the strongest.

Configuring authentication protocols

The set of protocols that can be supported by a specific broker in the broker
domain can be configured using the workbench. One or more protocols can be
specified for each broker. Use the workbench to enable or disable authentication on
each Real-timelnput node that is defined for a particular broker. When
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authentication is enabled at a Real-timelnput node, that node supports the full set
of protocols specified for its corresponding broker. The configuration options are
illustrated in the following diagrams:

Overview of authentication configuration

Workbench user

Defines protocol set
for each broker

Enables or disables
authentication for each
Real-timelnput node

User Name Server
Broker
User/Password User / password
. ) information
Table built from the file » User/Password
specified in
AuthProtocolDataSource
v
Other brokers
Two-stage runtime authentication process
Stage 1 - Determine protocol for session
Application Broker
(Run by User: Dave) User/Password
Protocol
negotiation
PM < MP >
Mutual-challenge
Default protocols response protocol
supported by application, chosen for this session

may be overriden
through client settings

Stage 2 - Drive chosen protocol

Application Authenticate Dave -

Broker

(Run by User: Dave) [* Allow/Deny

Simple telnet-like password authentication
This protocol can also be described as password in the clear because the password
passes un-encrypted over the network. The client application connects to the
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Real-timeInput node using TCP/IP. The input node requests that the client identify
itself. The client sends its "userid” and its password.

This simple protocol relies on both the client and the broker knowing the password
associated with a user ID. In particular, the broker needs access to a repository of
user and password information. The user ID and password information is
distributed by theUser Name Server to all the brokers in a WebSphere Event
Broker product’s domain. The User Name Server extracts user and password
information from an operating system file.

The User Name Server approach allows for the centralized maintenance of the
source of users and passwords, with automatic distribution of the information to
brokers, and automatic refreshes of the information if required. It also provides
availability benefits, because user and password information is maintained
persistently at each broker.

Each client application must know its own user ID and keep its password secret.
When creating a connection, a client specifies its credentials as a name/password
combination.

This protocol provides relatively weak security. It does not compute a session key,
and should only be used in environments where there are no "eavesdroppers” and
no untrusted "middle-men”.

In the case where user and password information is stored in a flat file on the User
Name Server system, the passwords are stored and distributed "in-the-clear”.

The computational load on the client and server is very light.

Mutual challenge-response password authentication

This is a more sophisticated and secure protocol that involves the generation of a
secret session key. Both the client and the server compute this key using the
client’s password. They prove to each other that they know this secret through a
challenge and response protocol.

The client must satisfy the server’s challenge before the server satisfies the client’s
challenge. This means that an attacker impersonating a client can gather no
information to mount an "offline” password guessing attack. Both the client and
the server prove to each other that they know the password, so this protocol is not
vulnerable to "impersonation” attacks.

As in the case of the simple telnet-like password protocol, the broker must have
access to user and password information. Information about the user ID and
password is distributed by the User Name Server to all the brokers in the domain.
The User Name Server extracts user and password information from an operating
system file.

Each client application must know its own user ID and keep its password secret.
When creating a connection, a client specifies its credentials as a name/password
combination.

Computational demands on both client and server are fairly modest.

Message protection

The authentication services provided by WebSphere Event Broker ensure that only
legitimate message brokers and client applications can connect to each other.
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However, a hacker might still be able to observe messages in transit or interfere
with messages on established connections. Message protection provides security
options to protect your messages against such activities.

You cannot use message protection if you are using ‘simple telnet-like password
authentication’.

Because the use of message protection can have an adverse affect on the
performance of your publish/subscribe system, and because security is not equally
important for all messages, you might want to define different levels of message
protection for different messages. You do this by assigning a Quality of Protection
(QoP) value to each topic in your publish/subscribe system.

There a four QoP values. They give the following levels of protection:

n This is the default value. It gives no message protection.

c This provides channel integrity. With this level of protection, hackers are
unable to insert or delete messages without being detected.

m This provides message integrity. With this level of protection, hackers are
unable to change the content of a message without being detected.

e This provides message encryption. With this level of protection, hackers are
unable to look at the content of a message.

The protection levels are cumulative. For example, if you specify message
encryption, you also get message integrity and channel integrity; if you request
message integrity, you also get channel integrity.

If any QoP settings are made, all clients that connect to the broker must use a
security level that supports message integrity or message encryption.

Securing the publish/subscribe domain

Use appropriate options to secure your publish/subscribe domain.

The following topics describe the actions that you can take to secure your
publish/subscribe domain:

+ [“Enabling topic-based security” on page 30|

* [“Creating ACL entries” on page 50|

* [“Enabling SSL for the Real-time nodes” on page 26|

+ [“Using message protection” on page 53|

* [“Securing WebSphere MQ resources” on page 54|

For more information, see [“Publish/subscribe security” on page 39| and [Securityl|
foverview” on page 3

Enabling topic-based security

If your applications use the publish/subscribe services of a broker, you can apply
an additional level of security to the topics on which messages are published and
subscribed. This topic-based security is managed by the User Name Server.

Before you start:
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Before you create a User Name Server, refer to [“Considering security for a User]
[Name Server” on page 30

To enable topic-based security, complete the following steps:

1. Create a User Name Server. For more information, refer to [‘Creating a User]
[Name Server” on page 146

2. On the mgsicreatebroker command (or the mgsichangebroker command if you
are using an existing broker), select the -j flag and set the -s parameter to the
name of the queue manager for the User Name Server .

3. Set the -s parameter on the mgsicreateconfigmgr or mgsichangeconfigmgr
command to the name of the queue manager for the User Name Server.

4. Create ACLs for the topics that require additional security. For more
information, see [‘Creating ACL entries” on page 50

5. Ensure that the broker’s service user ID has authority to perform the following
actions:

a. Get messages from each input queue included in a message flow
b. Put messages to any output, reply, and failure queues included in a
message flow.

6. Ensure that the user IDs under which publish and subscribe applications run
have sufficient authority to put messages to and get messages from message
flow queues:

a. Authorize publish applications to put messages to the input queue of the
message flow.

b. Authorize applications that register subscriptions to put messages to the
SYSTEM.BROKER.CONTROL.QUEUE queue.

c. Authorize subscribe applications to get messages from the queue to which
messages are published.

d. Authorize publish and subscribe applications to get messages from the
reply queue.

If you are issuing publish/subscribe requests from a JMS client, additional security
options are available. Refer to [‘SSL authentication” on page 11 )[“Quality of|
[protection” on page 13|and [ Authentication services” on page 44|

Go to[“Considering security for a Configuration Manager” on page 20

Considering security for a User Name Server
Complete this task by answering the following question:

Have you enabled topic-based security in your broker?

1. No: Go to [“Considering security for a Configuration Manager” on page 20,

2. Yes: You need a User Name Server. Go to [“Deciding which user accounts can|
fexecute User Name Server commands” on page 31

Deciding which user accounts can execute User Name Server
commands

During this task you decide which permissions are required for the user IDs that:
* Create, change, list, delete, start, and stop a User Name Server

* Display, retrieve, and change trace information.
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Answer the following questions:

1.

Is your User Name Server installed on a Linux or UNIX operating system?

a.
b.

No: Go to the next question.
Yes: Ensure that the user ID is a member of the mqgbrkrs group.

Go to [“Deciding which user account to use for the User Name Server|
lservice ID” on page 31/

Are you executing User Name Server commands under a Windows local
account?

a.
b.

No: Go to the next question.

Yes: Assume that your local account is on a computer named, for example,
WKSTN1. When you create a User Name Server, ensure that your user ID is
defined in your local domain. When you create or start a User Name Server,
ensure that your user ID is a member of WKSTN1\ Administrators.

Go to [“Deciding which user account to use for the User Name Server|
lservice ID” on page 31/

Are you executing User Name Server commands under a Windows domain
account?

a.

Yes: Assume that your computer named, for example, WKSTN1, is a
member of a domain named DOMAIN1. When you create a User Name
Server using, for example, DOMAIN1\userl, ensure that DOMAIN1\userl
is a member of WKSTN1\ Administrators.

Go to[“Deciding which user account to use for the User Name Server|
lservice ID” on page 31

Deciding which user account to use for the User Name Server
service ID

When you set the service ID with the -i option on the mgsicreateusernameserver or
mgsichangeusernameserver command, you determine the user ID under which the
User Name Server component process runs.

Answer the following questions:

1.

Is your User Name Server installed on a Linux or UNIX operating system?

a.
b.

No: Go to the next question.
Yes: Ensure that the user ID is a member of the mqgbrkrs group.

Go to [“Setting security on the User Name Server’s queues” on page 32|

2. Do you want your User Name Server to run under a Windows local account?

a.
b.

No: Go to the next question.

Yes: Ensure that your user ID has the following characteristics:
* It is defined in your local domain

* It is a member of the mqgbrkrs group

* It has been granted the Logon as a service privilege in the Local Security
Policy in Windows, which you can access by selecting Control Panel >
Performance and maintenance > Administrative Tools > Local Security
Policy.

Go to [“Setting security on the User Name Server’s queues” on page 32|

3. Do you want your User Name Server to run under a Windows domain
account?
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a. Yes: Assume that your computer named, for example, WKSTN1, is a
member of a domain named DOMAINI1. When you run a User Name
Server using, for example, DOMAIN1\userl, ensure that:
¢ The user ID (userl) has been granted the Logon as a service privilege in
the Local Security Policy in Windows, which you can access by selecting
Control Panel > Performance and maintenance > Administrative Tools
> Local Security Policy

¢ DOMAIN1\userl is a member of DOMAIN1\Domain mqbrkrs

* DOMAINI\Domain mgqbrkrs is a member of WKSTN1\mgbrkrs.

Go to [“Setting security on the User Name Server’s queues” on page 32

Setting security on the User Name Server’s queues

When you run the mqsicreateusernameserver command, the mqbrkrs group gets
access authority to the following queues:

SYSTEM.BROKER.SECURITY.QUEUE
SYSTEM.BROKER.MODEL.QUEUE

Only the broker and the Configuration Manager require access to the User Name
Server’s queues.

Go to[“Running the User Name Server in a domain environment” on page 32

Running the User Name Server in a domain environment

When the users that issue publish and subscribe commands are domain users, set
the -d option on the mgsicreateusernameserver command to the domain those
users come from. All users that issue publish and subscribe commands must come
from the same domain.

Creating ACL entries

You must create an access control list (ACL) for each new topic. See
[new topic” on page 216|for more information about doing this.

Enabling SSL for the Real-time nodes

Use optional authentication services between JMS clients and Real-timelnput and
Real-timeOptimizedFlow nodes.

In a default configuration, SSL authentication services are disabled.

To configure the product to use the SSL authentication services, complete the
following steps:

* Configure and start a User Name Server in a broker domain.

* Configure each Real-timelnput node to use authentication, and set your chosen
authentication protocol in each of the brokers that is to use the authentication
services.

* Edit a file that specifies client user IDs and passwords.
* Specify the names of the files that are required to implement the SSL protocol.

* For Real-time nodes when using multiple execution groups, set the
sslKeyRingFile and sslPassphraseFile properties on each execution group
separately using the mqsichangeproperties command.
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Configuring the User Name Server

The User Name Server distributes to the brokers passwords that are required to
support these authentication protocols.

To configure the User Name Server to support authentication, specify the following
two parameters on either the mqsicreateusernameserver or the
mgsichangeusernameserver command:

* AuthProtocolDataSource describes the location of an local file that contains the
information that is required to support the authentication protocols.

* The j flag indicates whether the file that is pointed to by
theAuthProtocolDataSource parameter contains group and group membership
information in addition to password information.

* Set the -j flag if you want to support both authentication and publish/subscribe
access control in your broker domain, and you want to draw user and group
information from a file rather than from the operating system.

* Use the AuthProtocolDataSource parameter to specify the source of any
protocol-related information. For example, you can specify the name of a file
that contains user ID and password information. The user ID and password
information in this file must exactly mirror the operating system user ID and
password definitions. Make sure that you set the appropriate file system security
for this password file.

¢ The default location of this file is the WebSphere Event Broker home directory. If
you store the file in another location, specify the full path definition of the
location of the file.

* Stop and restart the User Name Server to implement the changes.

Use the -d flag on the mgsichangeusernameserver command to disable this option.
Configuring a broker

Configure a broker to support WebSphere Event Broker authentication services.
Specify two authentication and access control parameters and use the workbench
to configure the appropriate Real-timelnput nodes and the sets of protocols that
are to be supported on the broker.

The following steps show you how to do this.
1. Switch to the Broker Application Development perspective.
2. For each message flow in the Message Flow Topology:

a. Select the Real-timelnput or Real-timeOptimizedFlow node to open the
Properties view, or right-click the node and click Properties to open the
Properties dialog. The node properties are displayed.

b. Select Authentication.
3. For each broker in the Broker Topology:

a. Select the broker to open the Properties view, or right-click the broker and
click Properties to open the Properties dialog. The broker properties are
displayed.

b. Enter the required value in Authentication Protocol Type.

Choose any combination of the options P, M, S, and R; for example, S, SR,
RS, R, PS, SP, PSR, SRM, MRS, and RSMP are all valid combinations of
options.
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The order in which you specify the options is significant; the broker chooses
the first option that the client supports. If you want the broker always to
support the strongest protocol that the client supports, choose RSMP.

c. If you have chosen S or R as one of the options in Authentication Protocol
Type, specify the SSL Key Ring File Name and the SSL Password File
Name.

Click OK.

Use the mgsicreatebroker or mgsichangebroker command, with the
following two parameters, to configure the broker:

UserNameServerQueueManagerName (-s)
This parameter defines the name of the queue manager that it
associated with the User Name Server. Specify this parameter if you
require authentication services, publish/subscribe access control
services, or both.

Publish/Subscribe Access Control Flag (-j)
Set this flag in addition to specifying the
UserNameServerQueueManagerName parameter if you want to
use publish/subscribe access control services.

Use of the authentication services in the broker is enabled at the IP input
node level, not by a parameter on these commands.

Sample password files

Two sample files, password.dat and pwgroup.dat, are supplied with WebSphere
Event Broker.

* pwgroup.dat is a sample file that can be used when you set the -j flag.
* password.dat is a sample file that can be used in the default case.

The file password.dat has the following layout:
# This is a password file.

# Each line contains two required tokens delimited by
# commas. The first is a user ID, the second is that user's
# password.

#USERNAME PASSWORD

subscriber,subpw
admin,adminpw
publisher,pubpw

This file complements the user and group information that is retrieved by the User
Name Server from the operating system. User names that are defined in the file,
but are not defined in the operating system, are treated as unknown by the broker
domain. User names that are defined in the operating system, but are not defined
in the password file, are denied access to the system.

The file pwgroup.dat contains group information in addition to user and password
information. Each user entry includes a list of group names that specify the groups
that contain the user.

The file pwgroup.dat has the following layout:

#This is a password file.

#Each 1ine contains two or more required tokens delimited by
#commas.The first is a user ID and the second is that user's
#password. A1l subsequent tokens
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Using

#specify the set of groups that the user belongs to.

#USERNAME PASSWORD GROUPS
subscriber,subpw,groupl,group2,group3
admin,adminpw,group2
publisher,pubpw,group2,group4

As mentioned above, this file can be used to provide the only source of user,
group, and password information for the broker domain.

To deploy updated user and password information to the broker network if this
information is drawn from an operating system file, stop the User Name Server
and the brokers, update the file, and then restart the User Name Server and the
brokers.

If passwords are drawn from the operating system, updates are automatically
distributed to the brokers. Use normal operating system management tools to
change users or passwords.

Authentication in the JMS client

For client applications that use WebSphere MQ classes for Java Message Service
Version 5.3 before CSD4, the client application always has an authentication
protocol level of PM. The client application and broker negotiate on the choice of
protocol for a session. Where the broker supports both protocols (that is, you have
set PM or MP in the workbench definition of a broker), the first protocol specified
in the workbench is chosen.

For client applications that use WebSphere MQ classes for Java Message Service
Version 5.3, CSD10 (plus APAR 1C47044) or CSD11 or later, or WebSphere MQ
classes for Java Message Service Version 6.0 or later, the client application supports
two levels of authentication.

You can configure a TopicConnectionFactory to support either a
MQJMS_DIRECTAUTH_BASIC authentication mode or a
MQJMS_DIRECTAUTH_CERTIFICATE authentication mode. The
MQJMS_DIRECTAUTH_BASIC authentication mode is equivalent to a level of PM,
and the MQJMS_DIRECTAUTH_CERTIFICATE authentication mode is equivalent
to a level of SR.

If you have successfully configured authentication services for a Real-timelnput
node, a JMS client application must specify its credentials when creating a
connection. To make a connection for this configuration, the JMS client application
supplies a user ID and password combination to the
TopicConnectionFactory.createTopicConnection method; for example:

factory.createTopicConnection("userl", "userlpw");

If the application does not specify these credentials, or specifies them incorrectly, it
receives a JMS wrapped exception containing the MQJMS error text.

message protection

To use message protection (sometimes known as Quality of Protection (QoP)), set
the enableQopSecurity parameter of the mqsichangeproperties command to true.
The default value of this parameter is false.
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To define a level of message protection for $SYS topics, use the sysQopLevel
parameter of the mqsichangeproperties command.

To define a level of message protection for $ISYS topics, use the isysQopLevel
parameter of the mqsichangeproperties command.

Choose one of the following values for these parameters:
n This is the default value. It gives no message protection.

c This provides channel integrity. With this level of protection, hackers
cannot insert or delete messages without being detected.

m This provides message integrity. With this level of protection, hackers
cannot change the content of a message without being detected.

e This provides message encryption. With this level of protection, hackers
cannot look at the content of a message.

Securing WebSphere MQ resources

Secure the WebSphere MQ resources that your broker domain configuration
requires.

This information does not apply to z/OS.

WebSphere Event Broker depends on a number of WebSphere MQ resources to
operate successfully. You must control access to these resources to ensure that the
product components can access the resources on which they depend, and that
these same resources are protected from other users.

Some authorizations are granted on your behalf when commands are issued.
Others depend on the configuration of your broker domain.

* When you issue the command mgsicreatebroker, it grants put and get authority
on your behalf to the group mqgbrkrs for the following queues:
- SYSTEM.BROKER.ADMIN.QUEUE
— SYSTEM.BROKER.CONTROL.QUEUE
— SYSTEM.BROKER.EXECUTIONGROUP.QUEUE
— SYSTEM.BROKER.EXECUTIONGROUP.REPLY
— SYSTEM.BROKER.INTERBROKER.QUEUE
- SYSTEM.BROKER.MODEL.QUEUE

* When you issue the command mgsicreateconfigmgr it grants put and get
authority on your behalf to the group mqbrkrs for the following queues:
- SYSTEM.BROKER.CONFIG.QUEUE

SYSTEM.BROKER.CONFIG.REPLY

SYSTEM.BROKER.ADMIN.REPLY

SYSTEM.BROKER.SECURITY.REPLY

SYSTEM.BROKER.MODEL.QUEUE

* When you issue the command mgsicreateusernameserver, it grants put and get
authority on your behalf to the group mqbrkrs for the following queues:
— SYSTEM.BROKER.SECURITY.QUEUE
— SYSTEM.BROKER.MODEL.QUEUE

* If you have created WebSphere Event Broker components to run on different
queue managers, the transmission queues that you define to handle the message
traffic between the queue managers must have put and setall authority granted
to the local mgbrkrs group, or to the service user ID of the component
supported by the queue manager on which the transmission queue is defined.
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* When you start the workbench, it connects to the Configuration Manager using
a WebSphere MQ client/server connection. For details of WebSphere MQ
channel security, see "Setting up WebSphere MQ) client security” in the Clients
section of the [WebSphere MQ Version 6 information center online] or the
WebSphere MQ Version 5.3 book on the |WebSphere MQ library Web page]

* When you create and deploy a message flow, grant:

1. get and inq authority to each input queue identified in an MQInput node, for
the broker’s ServiceUserID.

2. put and inq authority to each output queue identified in an MQOutput node,
or by an MQReply node, for the broker’s ServiceUserID.

3. get authority to each output queue identified in an MQOutput node or an
MOQReply node to the user ID under which a receiving or subscribing client
application runs.

4. put authority to each input queue identified in an MQInput node to the user
ID under which a sending or publishing client application runs.
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Configuring WebSphere Event Broker

Configuring WebSphere Event Broker involves creating and setting up all the
databases, components, and connections that are required for a broker domain to
which message flow applications can be deployed.

If you want to create a simple configuration on Windows or Linux on x86 to learn
about WebSphere Event Broker and to run the samples in the Message Brokers
Toolkit Samples Gallery, run the Default Configuration wizard. The Default
Configuration wizard creates the Default Configuration, which is a basic broker
domain, including a broker database, a broker, a Configuration Manager, and a
queue manager. See [“Using the Default Configuration wizard” on page 160

To configure WebSphere Event Broker:

1. [Plan the system|
2. [Create and configure the databases}

3. If you are configuring a broker domain on z/OS: [Customize the z/OS|

4. Ensure that you have the correct authorization and permissions to create and
access components. For more information, see |[“ Authorization for configuration|
[tasks” on page 3| and [“Setting up broker domain security” on page 14|

5. |Create the componentsl

6. If you are using the Message Brokers Toolkit, [Configure the broker domain in|

7. If the broker domain will be used for publish/subscribe messaging;:
[the domain for publish/subscribe messaging}

Planning a broker domain

When you plan a new WebSphere Event Broker domain, you must first have
considered your resource naming conventions, the design of the WebSphere MQ
infrastructure, and any performance issues.

The following topics describe these considerations:

* |“Considering resource naming conventions” on page 60|
* |“Designing the WebSphere MQ infrastructure” on page 62|
+ [“Considering performance in the domain” on page 66|

When you are designing a broker domain consider the following elements.

1. Brokers: The number of brokers that you need in your domain depends on the
following factors:

a. Performance: What is the required message throughput? See
Imessage flow throughput” on page 67 What is the size of the messages that

are being processed? Larger messages take longer to process. A small
number of brokers handling many messages might impact the broker
domain’s performance. See [“Considering performance in the domain” on|
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b. Do you need to isolate applications from each other? You might want to
separate applications that serve different functions, for example personnel
and finance.

c. Do the brokers need to handle publish/subscribe? See
[publish /subscribe applications]

2. User Name Server: Consider the following if you have a User Name Server in
your broker domain:

a. Performance: If you have a large number of brokers in your broker domain,
the requests that they send to the User Name Server can be handled more
quickly if there is more than one User Name Server. More than one User
Name Server might also be beneficial, in terms of network traffic, if your
broker domain is complex.

b. Resilience: Although no standby mechanism is provided by WebSphere
Event Broker, you might want to be able to redirect requests to a second
User Name Server if a system error occurs on the system of your first User
Name Server.

3. Configuration Manager: Acts as an interface between the configuration
repository, the set of brokers in the domain, and the workbench. It uses
WebSphere MQ messages to communicate with the brokers, and thus a large
number of brokers in a broker domain (if poorly designed) can cause
congestion at the Configuration Manager. To solve this problem, consider
dividing the brokers into more than one domain where related brokers are kept
together. You can then establish connections with each domain; see

[domain connection” on page 188|

Considering resource naming conventions

When you plan a new WebSphere Event Broker network, one of your first tasks
must be to establish a convention for naming the resources that you create within
this network. There are three aspects to this:

° IProduct component naming conventions|

* [WebSphere MQ naming conventions|

* [Database naming conventions|

Product component naming conventions

A naming convention for WebSphere Event Broker resources throughout your
network ensures that names are unique, and that users creating new resources can
be confident of not introducing duplication or confusion.

The resources you must create and name within an WebSphere Event Broker
network are:

Configuration Managers
When you create a Configuration Manager, give it a name that is unique
on your system. Names must be unique between Configuration Managers
and between Configuration Managers and brokers. Configuration Manager
names are case sensitive on UNIX systems.

Brokers
When you create a broker, give it a name that is unique within your broker
domain. You must use the same name for that broker when you create it
on the system in which it is installed (using the command
mgsicreatebroker) and when you create a reference to that broker in the
broker domain topology in the workbench. The latter is a representation of
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the physical broker (created by mgqsicreatebroker) in the configuration
repository, and this single name links the two. Broker names are
case-sensitive except on Windows platforms.

Execution groups
Each execution group name must be unique within a broker.

Message flows and message processing nodes
Each message processing node must be unique within the message flow it
is assigned to. For example, if you include two MQOutput nodes in a
single message flow, provide a unique name for each.

Message flow names must be unique within the broker domain. Any
reference to that name within the broker domain is always to the same
message flow. You can assign the same message flow to many brokers.

Message sets and messages
Each message name must be unique within the message set to which it
belongs.

Message set names must be unique within the broker domain. Any
reference to that name within the broker domain is always to the same
message set. You can therefore assign the same message set to many
brokers.

The User Name Server is not allocated a name when you create it. It is identified
only by the name of the WebSphere MQ queue manager that hosts the services it
provides.

WebSphere MQ naming conventions

All WebSphere Event Broker resources have dependencies on WebSphere MQ
services and objects. You must therefore also consider what conventions to adopt
for WebSphere MQ object names. If you already have a WebSphere MQ naming
convention, use a compatible extension of this convention for WebSphere Event
Broker resources.

When you create a broker or a Configuration Manager, you must specify a queue
manager name. This queue manager is created for you if it does not already exist.
Because the broker and Configuration Manager each use a unique set of
WebSphere MQ queues, they can share one queue manager, if appropriate.
However, every broker must have a dedicated queue manager.

If you set up a User Name Server in your broker domain, this also uses a unique
set of WebSphere MQ queues. The User Name Server can therefore also share a
queue manager with a broker, or the Configuration Manager, or both.

Ensure that every queue manager name is unique within your network of
interconnected queue managers, whether or not every queue manager is in your
WebSphere Event Broker network. This ensures that each queue manager can
unambiguously identify the target queue manager to which any given message
must be sent, and that WebSphere Event Broker applications can also interact with
basic WebSphere MQ applications.

WebSphere MQ supports a number of objects defined to queue managers. These
objects (queues, channels, and processes) also have naming conventions and

restrictions.

In summary, the restrictions are:
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* All names must be a maximum of 48 characters in length (channels have a
maximum of 20 characters).

* The name of each object must be unique within its type (for example, queue or
channel).

* Names for all objects starting with the characters SYSTEM. are reserved for use
by IBM.

There are a few restrictions for naming resources: see ["Naming conventions for|
[WebSphere Event Broker for z/OS” on page 427

Database naming conventions

Consider the naming conventions you use for databases, both for databases that
you create for WebSphere Event Broker product and for databases that you create
for application use.

Database tables used for brokers can be unique and local to the broker, or can be
shared, because the rows of the tables specific to each individual broker incorporate
the name of the broker. You might need to align the naming of all these databases
with other databases that are in use in your broker domain.

Also ensure that the databases used for application data (accessed through
message flows) are uniquely named throughout your network, so that there is no
opportunity for confusion or error.

Designing the WebSphere MQ infrastructure

When you design your broker domain, consider the WebSphere MQ resources that
you need to support the components in your domain configuration, and the
applications that connect to the brokers to supply or receive messages.

WebSphere Event Broker runtime components

The WebSphere Event Broker runtime components use WebSphere MQ to exchange
internally-generated messages that provide information, status, and instructions
that concern the operation of those components. Connections are also required by
each workbench with each Configuration Manager with which it want to
communicate.

Some of these resources that are required are created for you when you create the
components that depend on them. Others depend on the configuration of your
broker domain; you must create these resources yourself. The requirements
associated with each type of component are described in the following topics:

* [“WebSphere MQ resources for the broker” on page 63|

* ["WebSphere MQ resources for the Configuration Manager” on page 64|

+ [“WebSphere MQ resources for the User Name Server” on page 65|

Applications and message flows

Your applications exchange messages and other data by communicating with
message flows that are running in the broker. You can choose to connect your
applications to the broker with any one of the supported communications methods.
If your applications are written to use WebSphere MQ, the requirement for the
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channels or client connections are determined by the types of nodes that you
include in your message flows. These resources are application specific, and you
must create these resources yourself.

The following nodes might require WebSphere MQ resources:

* MQInput, MQOutput, MQReply, MQOptimizedFlow, and MQGet
* Real-timelnput and Real-timeOptimizedFlow

¢ SCADAInput and SCADAOutput

For more information about creating resources, see the Intercommunication section
of the [WebSphere MQ Version 6 information center online| or the WebSphere MQ
Version 5.3 book on the [WebSphere MQ library Web page}

WebSphere MQ resources for the broker

Each broker depends on a number of WebSphere MQ resources: some are required,
others are optional and depend on your broker domain requirements. Some of
these resources are created for you: you must define others yourself.

WebSphere MQ resources created for you

When you create a broker, the following WebSphere MQ resources are created for

you:

* On distributed systems, the broker’s queue manager. Each broker must be
associated with a dedicated queue manager. Specify a queue manager name
when you create the broker. If this queue manager does not exist, it is created
for you.

You can specify the same queue manager for a single broker, a Configuration
Manager, and the User Name Server if you create all three components on the
same computer.

* Fixed-name queues on the queue manager that hosts this broker. These queues
are used by the broker to exchange messages with other components in your
broker domain.

WebSphere MQ resources that you must create yourself

Depending on the setup of your broker, you might need to create some WebSphere
MQ resources yourself. You might need some or all of the following resources:

 If you create a broker on z/0S, you must create the queue manager. See
[“Creating a broker on z/0OS” on page 127] for more details.

* If the broker and Configuration Manager do not share a queue manager, define
the channels and transmission queues to support communication between the
two queue managers.

* If the broker and User Name Server do not share a queue manager, define the
channels and transmission queues to support communication between the two
queue managers.

* Define listener connections on the broker’s queue manager. You must define one
listener connection for every protocol that your applications use; for example,
TCP/IP.

e If the broker will communicate with other brokers, for example in a
publish/subscribe network, define the channels and transmission queues to
permit two-way communication between the broker queue managers.
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Create WebSphere MQ resources by using one of the following commands and
utilities:

* runmgsc

* The PCF interface

* WebSphere MQ Services (with WebSphere MQ Version 5) or WebSphere MQ
Explorer (with WebSphere MQ Version 6).

For more information about creating resources, see the WebSphere MQ
Intercommunication manual, available on the [WebSphere MQ library Web page] if
you are using WebSphere MQ Version 5.3, or the Intercommunication section of the
[WebSphere MQ Version 6 information center online|if you are using

WebSphere MQ Version 6.

WebSphere MQ resources for the Configuration Manager

Each Configuration Manager depends on a number of WebSphere MQ resources:
some are required, others are optional and depend on your broker domain
requirements. Some of these resources are created for you: you must define others
yourself.

WebSphere MQ resources created for you

When you create a Configuration Manager, the following WebSphere MQ resources
are created for you:

¢ On distributed systems, the queue manager that will host this Configuration
Manager. Each Configuration Manager must be associated with a queue
manager. Specify a queue manager name when you create the Configuration
Manager. If this queue manager does not exist, it is created for you.
You can specify the same queue manager for a single broker, a Configuration
Manager, and the User Name Server if you create all three components on the
same computer.

* Fixed-name queues on the queue manager that hosts this Configuration
Manager. These queues are used by the Configuration Manager to exchange
messages with other components in your broker domain.

* A server connection for use by the Workbench.
WebSphere MQ resources that you must create yourself

Depending on the setup of your broker, you might need to create some WebSphere
MQ resources yourself. You might need some or all of the following resources:

* If you create a Configuration Manager on z/0OS, you must create the queue
manager. See [“Creating a Configuration Manager on z/0S” on page 141| for
more details.

* Define the transmission queues and channels between the Configuration
Manager and each broker in your domain that the Configuration Manager will
manage, except for a broker that shares its queue manager with this
Configuration Manager.

* If the Configuration Manager and the User Name Server do not share a queue
manager, define the channels and transmission queues to support
communication between the two queue managers.

* Define listener connections on the queue manager associated with this
Configuration Manager for the workbench.
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Create WebSphere MQ resources by using any of the following commands and
utilities:

* runmgsc

* The PCF interface

* WebSphere MQ Services (with WebSphere MQ Version 5) or WebSphere MQ
Explorer (with WebSphere MQ Version 6).

For more information about creating resources, see the WebSphere MQ
Intercommunication manual, available on the [WebSphere MQ library Web page] if
you are using WebSphere MQ Version 5.3, or the Intercommunication section of the
[WebSphere MQ Version 6 information center onlineif you are using

WebSphere MQ Version 6.

WebSphere MQ resources for the User Name Server

Each User Name Server depends on a number of WebSphere MQ resources: some
are required, others are optional and depend on your broker domain requirements.
Some of these resources are created for you: you must define others yourself.

WebSphere MQ resources created for you

When you create a User Name Server, the following WebSphere MQ resources are
created for you:

* On distributed systems, the queue manager that will host this User Name
Server. Each User Name Server must be associated with a queue manager.
Specify a queue manager name when you create the User Name Server. If this
queue manager does not exist, it is created for you.

You can specify the same queue manager for a single broker, a Configuration
Manager, and the User Name Server if you create all three components on the
same computer.

* Fixed-name queues on the queue manager that hosts this User Name Server.
These queues are used by the User Name Server to exchange messages with
other components in your broker domain.

WebSphere MQ resources that you must create yourself

Depending on the setup of your broker, you might need to create some WebSphere
MQ resources yourself. You might need some or all of the following resources:

 If you create a User Name Server on z/0S, you must create the queue manager.
See [“Creating a User Name Server on z/OS” on page 150| for more details.

* If the Configuration Manager and the User Name Server do not share a queue
manager, define the channels and transmission queues to support
communication between the two queue managers.

* Define the transmission queues and channels between the User Name Server
and every broker in your domain (apart from the broker that shares a queue
manager with the User Name Server).

* You must define listener connections on the User Name Server’s queue manager
for components that do not share its queue manager. You must define one
listener connection for every protocol used.

Create WebSphere MQ resources by using any of the following commands and
utilities:

* runmgsc

¢ The PCF interface
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* WebSphere MQ Services (with WebSphere MQ Version 5) or WebSphere MQ
Explorer (with WebSphere MQ Version 6).

For more information about creating resources, see the WebSphere MQ
Intercommunication manual, available on the [WebSphere MQ library Web page] if
you are using WebSphere MQ Version 5.3, or the Intercommunication section of the
[WebSphere MQ Version 6 information center online|if you are using

WebSphere MQ Version 6.

Considering performance in the domain

When you design your broker domain, and the resources associated with its
components, decisions that you make can affect the performance of your brokers
and applications.

Message flows
A message flow includes an input node that receives a message from an
application over a particular protocol (for example WebSphere MQ).

You need to consider how you split your business logic; how much work
should the application do, and how much should the message flow do?
Every interaction between an application and a message flow involves 1/O
and message parsing and therefore adds to processing time. Design your
message flows, and design or restructure you applications, to minimize
these interactions.

For more information about these factors, see [Optimizing message flow]

response times

Messages
The type, format, and size of the messages that are processed can have a
significant effect on the performance of a message flow. For example, if
you process persistent messages, these have to be stored for safekeeping.

For more information about these factors, see [Optimizing message flow]

response times

Broker configuration and domain topology
You can configure your broker domain to include multiple brokers,
multiple systems, multiple execution groups, and so on. These can play a
part in how message flows perform, and how efficiently messages can be
processed.

For more information about these factors, see [“Tuning the broker” on page]
167 )|“Optimizing message flow throughput” on page 67and [Performance]
considerations for Real-time transport|

All these factors are examined in more detail in the [Designing for Performance]
[SupportPac " (IP04)}

For a description of common performance scenarios, review [Resolving problems|
[with performance}

For further articles about WebSphere Event Broker and performance, review these
sources:

e The|Business Integration Zone on developerWorks®I This has a search facility;
enter "performance” and review the links that are returned.

* The[developerWorks article on message flow performance}

* The|developerWorks article on monitoring resource use]
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+ AldeveloperWorks article] that describes other available resources including best
practices, tools, and performance data.

Optimizing message flow throughput

Each message flow that you design must provide a complete set of processing for
messages received from a certain source. This design might result in very complex
message flows that include large numbers of nodes that can cause a performance
overhead, and might create potential bottlenecks. You can increase the number of
message flows that process your messages to provide the opportunity for parallel
processing and therefore improved throughput.

You can also consider the way in which the actions taken by the message flow are
committed, and the order in which messages are processed.

Consider the following options for optimizing message flow throughput:

Multiple threads processing messages in a single message flow
When you deploy a message flow, the broker automatically starts an
instance of the message flow for each input node that it contains. This
behavior is the default. However, if you have a message flow that handles
a very large number of messages, the input source (for example, a
WebSphere MQ queue) might become a bottleneck.

You can update the Additional Instances property of the deployed message
flow in the BAR file: the broker starts additional copies of the message
flow on separate threads, providing parallel processing. This option is the
most efficient way of handling this situation, if you are not concerned
about the order in which messages are processed.

If the message flow receives messages from a WebSphere MQ queue, you
can influence the order in which messages are processed by setting the
Order Mode property of the MQInput node:

* If you set Order Mode to By User ID, the node ensures that messages
from a specific user (identified by the Userldentifier field in the MQMD)
are processed in guaranteed order. A second message from one user is
not processed by an instance of the message flow if a previous message
from this user is currently being processed by another instance of the
message flow.

* If you set Order Mode to By Queue Order, the node processes one
message at a time to preserve the order in which the messages are read
from the queue. Therefore, this node behaves as though you have set the
Additional Instances property of the message flow to zero.

For publish/subscribe applications that communicate with the broker over
any supported protocol, messages for any given topic are published by
brokers in the same order as they are received from publishers (subject to
reordering based on message priority, if applicable). Therefore each
subscriber receives messages from a particular broker, on a particular topic,
from a particular publisher, in the order that they are published by that
publisher.

However, it is possible for messages, occasionally, to be delivered out of
order. This situation can happen, for example, if a link in the network fails
and subsequent messages are routed by another link.

If you need to ensure the order in which messages are received, you can
use either the SeqNum (sequence number) or PubTime (publish time
stamp) parameter on the Publish command for each published message, to
calculate the order of publishing.
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For more information about the techniques recommended for all MQI and
AMI users, see the Application Programming Reference and Application
Programming Guide sections in the [WebSphere MQ Version 6 information|
or (for WebSphere MQ Version 5.3) the Application
Programming Guide and Application Programming Reference books from the
[WebSphere MQ library Web page| for programs written to the MQI, and

the WebSphere MQ Application Messaging Interface book for programs
written to the AMIL.

The WebSphere MQ Application Messaging Interface book is available from
the [WebSphere MQ library Web page| (listed under Version 5.3), or from
SupportPac MAOF on the [WebSphere MQ SupportPacs Web page}

See also the Publish/Subscribe User’s Guide section in the [WebSphere MQ)
[Version 6 information center online| or (for WebSphere MQ Version 5.3) the
Publish/Subscribe User’s Guide from the [WebSphere MQ library Web page}

WebSphere MQ Everyplace® and SCADA applications use a different
method of message ordering as described in [WebSphere MQ Mobile]
[Transport| and [WebSphere MQ Telemetry Transport} The broker does not
provide message ordering for messages received across WebSphere MQ
Real-time Transport or WebSphere MQ Multicast Transport.

Multiple copies of the message flow in a broker
You can also deploy several copies of the same message flow to different
execution groups in the same broker. This option has similar effects to
increasing the number of processing threads in a single message flow,
although typically provides less noticeable gains.

This option also removes the ability to determine the order in which the
messages are processed, because, if there is more than one copy of the
message flow active in the broker, each copy can be processing a message
at the same time, from the same queue. The time taken to process a
message might vary, and multiple message flows accessing the same queue
might therefore read messages from the input source in a random order.
The order of messages produced by the message flows might not
correspond to the order of the original messages.

Ensure that the applications that receive message from these message flows
can tolerate out-of-order messages.

Copies of the message flow in multiple brokers
You can deploy several copies of the same message flow to different
brokers. This option requires changes to your configuration, because you
must ensure that applications that supply messages to the message flow
can put their messages to the right input queue or port. You can often
make these changes when you deploy the message flow by setting the
message flow’s configurable properties.

Configuring broker databases

A broker stores internal performance and operational data in a database that you
must create and configure before you create the broker.

Multiple brokers that are at the same version can store their tables in a single
database schema, if appropriate, even if they are not on the same computer.

68 Configuration, Administration, and Security


http://publib.boulder.ibm.com/infocenter/wmqv6/v6r0/index.jsp
http://publib.boulder.ibm.com/infocenter/wmqv6/v6r0/index.jsp
http://www.ibm.com/software/integration/wmq/library/
http://www.ibm.com/software/integration/wmq/library/
http://www.ibm.com/software/integration/support/supportpacs
http://publib.boulder.ibm.com/infocenter/wmqv6/v6r0/index.jsp
http://publib.boulder.ibm.com/infocenter/wmqv6/v6r0/index.jsp
http://www.ibm.com/software/integration/wmq/library/

If you are migrating from a previous release, refer to the migration section for
tasks specific to database configuration when you migrate components, and make
sure that you migrate brokers that share a database schema at the same time.

For more information about the requirement for and set up of broker databases,
and the restrictions that apply, see ["Databases overview.”]

For additional information about setting up databases on z/OS, see
“DB2 planning on z/0S” on page 109 and |“Customizing the z/OS environment”]

on page 96.|

To create and configure a broker database:

1. |Create the databasel

2. [Authorize access to the database}

3. [Enable an ODBC connection to the databasel
4.

If you are creating a publish/subscribe broker domain and you are have created

a Sybase broker database, [configure the database to support retained|
publication:

Next: the broker database is now configured for use. Continue with
[proker domain components|

Databases overview

WebSphere Event Broker uses databases to store internal data about the broker.
You must create and configure the broker database before you can create a broker.

WebSphere Event Broker supports the databases that are listed in

Broker databases

A broker stores configuration and control information in its database. You must
create the broker database before you can create the broker because when the
broker is created, the broker’s tables are automatically created and initialized.

BIT@N If you create a broker on Linux or UNIX systems, depending
on your operating system, you can create the broker database in DB2, Oracle, SQL
Server, or Sybase.

NI On Windows, you can create the broker database in DB2, Oracle, SQL
Server, Sybase, or Derby. See [Supported databases|to check which databases are
supported on your operating system.

If you create a 64-bit execution groups in the broker, the broker database must be a
64-bit database instance.

When you create a broker, the required database tables are created in the default
schema that is associated with the user ID used to access the database. Specify this
user ID when you run the mgsicreatebroker command.

* For DB2 and Oracle, the default behavior is for the schema name to be the same
as the user ID that is used to access the database.

* For Sybase and SQL Server, the typical behavior is to use the database-owning
schema, dbo.
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You can create a database schema for each broker, or you can configure brokers to
share a database schema if all brokers are at the same version.

WebSphere Event Broker does not require a particular schema or set of tablespaces;
you can configure the database and access privileges of the user ID to choose your
own values.

The size of the broker database is not fixed; it depends on the complexity of your
message flows. If you develop message flows that support many publishers or
subscribers, you might need to increase your initial sizings.

When you have created a broker database, you must enable a connection from the
broker to the database. On all platforms except Linux on System z® and Linux on
POWER", the broker connects to databases using ODBC. For 32-bit brokers (all
platforms except HP-UX on Itanium) , you must always enable a 32-bit ODBC
connection. For 64-bit brokers (HP-UX on Itanium only) , you must always enable
a 64-bit ODBC connection. ODBC drivers are supplied with WebSphere Event
Broker.

For more information about enabling 32-bit and 64-bit connections to the broker
database see |[“Broker database connections”|

Databases created by the Default Configuration wizard

On Windows or Linux on x86, if you use the Default Configuration wizard to
create the Default Configuration, the wizard automatically creates a broker
database for the broker. On Linux systems, the wizard creates the broker database
using DB2; on Windows, if DB2 is not installed, the wizard uses the Derby
database manager by default, although you can choose to use DB2 if it is installed.

Broker database connections
Create connections from each broker to its database using ODBC.

Broker components and execution groups read and write data about internal
operations to a broker database. The number of connections needed depends on
the actions of the message flows that the broker processes. Each broker needs the
following connections:

¢ Five for internal broker threads.

* One for each Publish/Subscribe neighbor, if you are using retained publications
and the topology has been deployed.

* One for each message flow thread that contains a Publication node, if you are
using retained publications.

A further number if you are using SCADA nodes with WebSphere MQ
Everyplace. The exact number to add depends on whether thread pooling is
being used (determined by the Use Thread Pooling property of the SCADAInput
node):

— If Use Thread Pooling is not selected (the default setting) add the number of
SCADA clients that will connect to the SCADAInput node.

— If Use Thread Pooling is selected, add the value in the Max Threads property
of the SCADAInput node. The default value is 500.

If you are using the same database for several brokers, include all brokers in your
calculations.

70 Configuration, Administration, and Security



When you start a broker, it opens all connections that it needs to the broker
database for its own operation. When you stop the broker, it releases all current
database connection handles.

The broker also opens connections to WebSphere MQ queues when it needs to use
them, and these connections remain open until:

The connection has been idle for one minute
The broker is stopped

If you are using DB2 for your database, the default action taken by DB2 is to limit
the number of concurrent connections to a database to the value of the maxappls
configuration parameter. The default for maxappls is 40. Increase this parameter
and the associated parameter maxagents to new values based on your calculations,
if appropriate.

32-bit and 64-bit considerations

On all platforms except HP-UX on Itanium, parts of the broker need 32-bit access
to the data source. You must therefore always define a 32-bit ODBC data source
name (DSN) for the broker to connect to the broker database; this is true even if
the broker has a 64-bit database, in which case you must present the broker with
an environment that provides a 32 bit-compatible interface to the database (see
[“Setting your environment to support access to databases” on page 94). On HP-UX
on Itanium, the broker is a 64-bit application, therefore you must always define a
64-bit ODBC DSN for the broker to connect to the broker database.

Execution groups on a broker must also be able to connect to the broker database.
A 32-bit execution group on a 32-bit broker can connect to the broker database
using the same 32-bit DSN definition that the broker uses. A 64-bit execution group
on a 32-bit broker, however, needs a 64-bit ODBC connection to be able to connect
to the broker database, therefore you must define a 64-bit ODBC DSN for the
broker database in addition to the broker’s 32-bit DSN definition.

On HP-UX on Itanium, the 64-bit broker supports only 64-bit execution groups,
therefore the execution group can access the broker database using the same 64-bit
DSN definition that the broker uses; a 32-bit DSN definition is not required.

For help when you are deciding whether to create 32-bit DSNs, 64-bit DSNs, or
both, for iour broker database, see [“Enabling ODBC connections to the databases”]

Creating the broker databases

Before you can create a broker, you must create a database in which the broker can
store its internal data; multiple brokers can store their tables in a single database.

For information about which databases you can use, see [Supported databases|

For information about setting up databases on z/0S, see ['DB2 planning]
[on z/OS” on page 109 and [“Customizing the z/OS environment” on page 96/

To create the databases on distributed systems:

1. If you are creating Oracle databases on UNIX systems, run the
mgsi_setupdatabase command before you create a database. For details, see the
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[‘mgsi_setupdatabase command” on page 411 Do not complete this step for
any other database manager, or for Oracle databases on Linux or Windows.

2. Create the databases that you require. Choose a unique name for each broker
database, for example WBRKBKDB, and keep a note of it for when you create
the broker.

+ For DB2, follow the instructions in [“Creating a DB2 database on Windows”|
or [“Creating a DB2 database on Linux and UNIX systems” on page 73

* For Derby, see the [“mgsicreatedb command” on page 341) Derby database
support is described in [“Using Derby databases on Windows” on page 75|

* For other supported database managers, see the documentation supplied
with that database manager.

3. If you are creating Sybase databases on AIX®, run the Sybase profile before you
run mgqsiprofile. For more information about using mgsiprofile to initialize
command environments on Linux and UNIX platforms, see
fenvironment: Linux and UNIX systems]

You have now created a database for your broker.

Next: If you have been following the instructions in [“Configuring broker
databases” on page 68| the next task is [“Authorizing access to broker databases”|

on page 78.|

Creating a DB2 database on Windows
Use the mgsicreatedb or the DB2 Control Center to create a DB2 database.

When you create a broker, you specify the user name and password that are used
to connect to the broker database. The process of creating a broker creates the
necessary broker tables in the user’s schema within the broker database if the
tables do not already exist. DB2 authenticates the user name by using the
operating system’s user management; you do not have to define the user name to
DB?2 itself.

Using the mqsicreatedb command:

To create a database by using the mgsicreatedb command, enter the command at
the command line for each database that you want to create, specifying the
appropriate parameters. You must provide a user name and password that is
known to DB2. Specify that you want to create a DB2 database (not a Derby
database).

For more information about these and other parameters, and for examples of
command use, see the [“mgsicreatedb command” on page 341

Using the DB2 Control Center:

To create a database by using the DB2 Control Center:

1. Start the DB2 Control Center by clicking Start » Programs » IBM DB2 »
General Administration Tools » Control Center

2. Expand All Systems in the object tree in the DB2 Control Center until you find
Databases.

3. Right-click Databases and click Create Database » Standard.
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4. Enter a name and alias for your database. If you have a naming convention for
databases, choose a compatible name. The alias name can be the same as the
database name. Database names are limited to eight characters. For example,
enter WBRKBKDB.

5. Click Done.
6. When you have completed these steps for every database you create, click OK.

7. Increase the database heap size to ensure that it is sufficient for the broker. This
task is described in [“Changing the database heap size on DB2 broker]
[databases” on page 74

Using other DB2 options:

If you prefer, you can use any other method supported by DB2 to create a database
(including command line or batch files); refer to the DB2 documentation for details
of how to do this.

If you use the DB2 command line to create the databases, you must bind the db2cli
package to the database. You do not have to do this if you used the DB2 Control
Center wizard, the mgsicreatedb command, or if you created the broker with the
Default Configuration wizard.

To bind the package to the database:

1. Open a DB2 Command Line Processor window.

2. Connect to the broker database using the following command:
db2cmd db2 CONNECT to <YourBrokerDatabaseName>

3. Enter the following commands, where C:\ is the drive on which you installed
DB2. You must enter your full DB2 installation path; do not use spaces or
quotation marks.

db2 bind C:\SQLLIB\BND\@db2ubind.1st GRANT PUBLIC
db2 bind C:\SQLLIB\BND\@db2c1i.1st GRANT PUBLIC

4. Repeat the previous two steps for every broker database.

Next: If you have been following the instructions in [“Configuring broker
databases” on page 68| the next task is [“Changing the database heap size on DB2|
broker databases” on page 74/

Creating a DB2 database on Linux and UNIX systems
Create a DB2 database for a broker database.

When you create a broker, you specify the user name and password that are used
to connect to the broker database. The process of creating a broker creates the
necessary broker tables in the user’s schema within the broker database, if the
tables do not already exist. DB2 authenticates the user name by using the
operating system’s user management; you do not have to define the user name to
DB2 itself.

To create a DB2 database on Linux or UNIX:
1. Log on as root.

2. Create a database instance. Use the commands shown here for guidance for the
different platforms.

* On AIX:
/usr/1pp/db2_08 01/instance/db2icrt -u fence_userID username
* On Linux, Solaris, or HP-UX:
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/opt/1BM/db2/V8.1/instance/db2icrt -u fence userID username

The username that you specify on this command determines the nominated
owner of the database instance. Log on as this user whenever you perform any
actions against the database instance (for example, creating or modifying a
database). The command examples that are used in this topic assume that you
are logged on as username, and use the tilde () character to indicate this user
ID in the DB2 commands issued.

If you are not logged on as the user that owns the database instance, you must
modify the commands shown to specify explicit ownership by specifying the
owner user 1D username following the ™ character wherever it is used in the
examples.

The fence_userID refers to the user ID under which stored procedures run. You
can specify a different ID to the instance owner ID for the database for extra
security and protection, which is achieved because the stored procedure runs
under a different ID, and therefore in a different process, to the database
instance itself.

For further explanation of database ownership, refer to the DB2 library.
3. Log on as username.

4. Create a database (in this example called WBRKBKDB) by using the following
commands (on some platforms, an explicit path name is required).

You must insert a space between the starting period and the tilde character in
the first command shown here:
. “/sql1ib/db2profile
db2start
db2 create database WBRKBKDB
db2 connect to WBRKBKDB
db2 bind ~/sq11ib/bnd/@db2c1i.1st grant public CLIPKG 5

5. You must increase the database heap size to ensure that it is sufficient for the
broker. This task is described in [‘“Changing the database heap size on DB
[proker databases.”|

6. If you are using a 64-bit DB2 instance, add <DB2 instance directory>/sqllib/
11b32 to the start of the library search path environment variable.

7. If you are using 64-bit execution groups, set the environment variable
MQSI_LIBPATH64 to include the regular 64-bit database libraries.

When you issue the command that creates the broker, tables are created within the
database to hold the information required.

Next: If you have been following the instructions in [“Configuring broker
databases” on page 68| the next task is [“Changing the database heap size on DB2|
broker databases.”|

Changing the database heap size on DB2 broker databases
Increase the value of the database heap size parameter for each broker database to
ensure that the heap size is sufficient.

Each database in a DB2 instance is associated with a heap (temporary storage) but
the default size of the heap (measured in 4 KB pages) is too low for the broker to
use. Therefore, if you create broker databases in DB2, you must increase the heap
size to at least 900, which gives the broker database 3600 KB of storage space (that
is, 900 multiplied by 4 KB pages).

Using the DB2 Control Center:
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To change the database heap size using the DB2 Control Center:
1. Start the DB2 Control Center.

* On Windows, click Start » Programs » IBM DB2 » General Administration
Tools » Control Center

* On Linux and UNIX , enter the following command (ensure that you have
already run the DB2 profile so that the shell is running the DB2
environment):

db2cc
2. For each broker database that you have created:
a. In the tree, right-click the database name, then click Configure Parameters.
b. In the Database Configuration window, click Performance + DBHEAP.
c. Click the cell in the Value column, then click the button labelled ...
d

. In the Change Database Configuration Parameters window, set the value of
the DBHEAP parameter to at least 900 (the maximum value that you can
enter is 60000), then click OK. The new value is displayed in the cell in the
Pending Value column in the Database Configuration window.

e. Click OK. The new value is applied and a message is displayed to show
that the heap size was changed successfully.

f. Click Close to close the message and return to the main DB2 Control Center
window.

The heap size of the broker database is changed.

Using the DB2 command line:
1. Open a DB2 command window.

2. Enter the following command. In this example, WBRKBKDB is the name of the
broker database, and 900 is the number of 4 KB pages:

db2 update database configuration for WBRKBKDB using dbheap 900

The heap size of the broker database is changed.

Next: If you have been following the instructions in [“Configuring broker
databases” on page 68 the next task is [“Authorizing access to broker databases’|

on page 78.|

Using Derby databases on Windows
Set up your environment to access a Derby database.

Derby refers to the DB2 database product that is based on the Apache Derby open
source project from the Apache Software Foundation. Derby database support is
embedded in the broker component on Windows only.

This topic describes the processes, services, IP ports, and database files that are
required to support Derby on Windows.

Security

The Derby database has no associated security controls, and no optimizations have
been performed. For these reasons, do not use Derby in a production environment.
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DB2 Run-Time Client use

A broker uses ODBC to connect to databases. Derby is a native Java database
engine without ODBC support. The DB2 Run-Time Client provides the drivers that
allow ODBC to access Derby databases. The DB2 Run-Time Client is used only for
providing and managing the ODBC connection between a broker and the Derby
database. It does not provide a DB2 database and therefore does not consume the
resources that a full DB2 installation typically requires.

Database Instance Manager (managing, creating, deleting, and running
databases)

You must create and start a network server to enable access to Derby databases
through ODBC from external programs. When you create the first Derby database
using the mgsicreatedb command, a Windows service is also created. The service is
called IBM MQSeries® Broker DatabaselnstanceMgr6. It starts automatically when
Windows starts, and starts the network server. The service runs under the user
name that you supplied with the mgsicreatedb command.

All Derby databases that you create using the mgsicreatedb command are served
by one instance of the Database Instance Manager and network server. Before the
network server can function, it requires a TCP/IP port number. The default port
number for Derby is 1527 (use this port when you create a Derby database). You
can specify a different port number when you issue the mgsicreatedb command to
create a Derby database for the first time. However, you cannot subsequently
change the port number after a network server has been set up, without first using
mgsideletedb to remove all Derby databases.

Run the command mgsilist DatabaseInstanceMgr to produce a list all of the
databases that have been created by the mgsicreatedb command. You can remove
the Database Instance Manager and the network server after the last Derby
database has been deleted, using the mgsideletedb command.

If you change the password for the user name under which the Windows service
runs is changed, use the mqsichangedbimgr command to update the service with
the new password. You can also use the mgsichangedbimgr command to change

the user name of the service. Use the mgsistart and mgsistop commands to start

and stop the Database Instance Manager component.

Multiplicity (brokers, Database Instance Managers, installations,
databases)

The number of databases that you can create with the mgsicreatedb command is
limited only by availability of system resources. A maximum of one Database
Instance Manager is created irrespective of how many databases have been created.
If you have installed multiple instances of WebSphere Event Broker on a single
computer, all installations use a single instance of the Database Instance Manager
component.

Removing databases and the Database Instance Manager component

Use the mgsideletedb command to clear all resources created by the mgsicreatedb
command. When the last Derby database is deleted, the Database Instance
Manager and network server are also stopped and removed. If the database files
cannot be deleted using the mgsideletedb command, you can delete them
manually.
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Issuing database commands on Windows
On Windows, use special commands to create and delete databases for use by a
broker.

Only DB2 and Derby databases are supported with the supplied commands:

* [“mgsicreatedb command” on page 341

+ [‘mgsideletedb command” on page 363

+ “mgsichangedbimgr command” on page 285|

The mgsilist command lists the databases that have been created by the
mgsicreatedb command. Only databases created by the mgsicreatedb command can
be deleted by the mqsideletedb command.

The Default Configuration wizard and the Prepare Samples wizard use the
mgsicreatedb command to create the databases for the broker and the samples,
using the default database engine. Therefore, you can list these databases by using
the mgsilist command and specifying the parameter DatabaseInstanceMgr.

Supported database engines

If DB2 version 8.1 Fix Pack 7 or later is installed, both DB2 and Derby databases
can be created and used. If DB2 Run-time Client Version 8.2 is installed, only
Derby databases are supported. If an earlier version of DB2 is installed, only DB2
databases can be created.

The mgsicreatedb command has an option to select the database engine to use
(either DB2 or Derby). The default for this option is DB2 unless only DB2 Run-time
Client Version 8.2 is installed, in which case a Derby database is created.

Database Instance manager

The databases that are created by mgsicreatedb are managed by a component
called the Database Instance manager. This component exists only on Windows.
The component stores a list of all the databases created and which database engine
is used for each database. No process or Windows service is required for the
Database Instance manager component, and if you start the component it is not
recognized.

The first time a Derby database is created, a Windows service called IBM MQSeries
Broker DatabaselnstanceMgr6 is created and started. This service is required in
order to access Derby databases. This service can be started or stopped by the
mgsistart and mgsistop commands, and automatically starts when Windows is
started, if necessary. The service is deleted when the last Derby database is deleted.
At most one Database Instance manager Windows service exists, even if you install
WebSphere Event Broker more than once on your Windows computer (multiple
installed instances).

The database commands affect all the databases created in any installed instance
on your Windows computer, regardless of the instance under which they are
created. For example, the command mqsilist DatabaseInstanceMgr6 lists all the
databases that have been created by the mgsicreatedb command on this Windows
computer. Use the mgsichangedbimgr command to change the user name and
password under which the Database Instance manager service runs. Run this
command only if passwords change, or if user names are updated after the initial
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installation and configuration. For more information, see [“Using Derby databases|
fon Windows” on page 75|

Creating and deleting databases

Use the mgsicreatedb command to create databases for broker use. The Prepare
Samples wizard and the Default Configuration wizard, for example, use the
mgsicreatedb command to create their databases on Windows. When the database
is created (in either DB2 or Derby), the ODBC data source name (DSN) is also
created (with the same name).

Because the data source names and the Database Instance manager component are
system wide, you cannot create two databases with the same name, on the same
Windows computer, even if they are for brokers on different installed instances of
WebSphere Event Broker. The mgsicreatedb command warns you if you try to do
so. A database created by the mgsicreatedb command can be deleted by the
mgsideletedb command, even if that database is in use by a broker. See the
command descriptions for more information.

Authorizing access to broker databases

When you have created a broker database, you must authorize the broker and its
execution groups to access it.

Before you start: |create the databases]

When you run the mgsicreatebroker command, you must specify at least one user
ID for runtime authorization (the service user ID); you can optionally specify a
second user ID that the broker uses when connecting to databases (the data source
user ID). If you do not specify a separate data source user ID for connecting to
databases, the broker uses its service user ID for database access as well.

You specify the service user ID and its password with the -i and -a parameters,
and the optional database connection user ID and password with the -u and -p
parameters.

If you want to use a different user ID and password for a particular database, you
can set up or change the authorization by using the mgsisetdbparms command.

If you want to change the service user ID or password, or the data source
password, after you have created the broker, use the mgsichangebroker command;
you cannot change the data source user ID.

The user ID that the broker uses to access databases must have the following
authorizations:

e The user ID must be authorized to connect to the database.

* Before you can create a broker, the user ID must have authorization to create
tables in the broker database.

¢ The user ID must have appropriate privileges on the user database objects that
are accessed by the message flow application; for example, tables, procedures,
and indexes.

If you expect to deploy message flows that participate in globally coordinated
transactions to a broker, you must provide additional authorization. For more
information, see [Configuring databases for global coordination of transactions}
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The way that you authorize access depends on the database manager you are
using, and the platform on which you have created the database. The instructions
might also vary from release to release of a single database. Consult your database
administrator, or see the documentation for the appropriate database when you
perform this task.

The following sections provide examples of the steps to complete to provide the
required authorization for specific databases:

* |“DB2 authorization”]

+ [“Oracle authorization” on page 80|

DB2 authorization

To authorize access to a DB2 database, you can use either the DB2 Control Center
or the DB2 command line:
* To use the DB2 Control Center:
1. Start the DB2 Control Center.
2. Expand the object tree until you find the database that you created for the
broker.

3. Expand the tree under the database then click the User and Group Objects
folder. The DB Users and DB Groups folders are displayed in the right
pane.

4. In the right pane, right-click the DB Users folder then click Add. The Add
User notebook opens.

5. From the list, click the user ID that you want to authorize to access the
database (for example, mqsiuid). The user ID that you select must be the user
ID that you specify to be used for database access when you create the
broker. The user ID must exist on the operating system before you can select
it; if it does not exist, define the user ID on the operating system.

6. Select the appropriate options from the choices in the dialog box that is
labelled Choose the appropriate authorities to grant to the selected user for
the database. The available options are:

— Connect database

— Create tables

— Create packages

— Register functions to run in database manager’s process
7. Click OK. The authorities are granted. The dialog box closes.
8. Close the DB2 Control Center.

¢ To use the DB2 command line:

1. Open a DB2 command window.

2. Connect to the database with a user ID that has DB2 system administration
(SYSADM or DBADM) authority. Substitute the correct database and ID in
the followign example command:
db2 connect to broker_db user SysAd_id

3. Issue the following command to grant the required privileges to the user ID
that the broker will use to connect to the database. Substitute the correct ID
for your broker in the following example command, if you are not using
mgsiuid:

db2 grant connect, createtab, bindadd, create_external_routine on
database to user mgsiuid
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Next: If you have been following the instructions in [“Configuring broker
databases” on page 68 the next task is [Configuring databases for globall
coordination of transactions}

Oracle authorization

You must have database administrator (DBA) privileges to authorize access to an
Oracle database.

To authorize access to an Oracle database:

1. Log on as the Oracle database administrator (DBA) to the database by using
SQL*Plus.

2. Modify the privileges of the user ID that you have specified for database
connection to ensure that the broker can successfully access the database. The
user ID needs quota in its tablespaces and sufficient privilege to allow the
creation of, and updates to, the broker tables:

GRANT CREATE SESSION TO dbid;
GRANT CREATE TABLE TO dbid;

Next: If you have been following the instructions in [“Configuring broker|
databases” on page 68 the next task is [Configuring databases for globall
coordination of transactions|

Enabling ODBC connections to the databases

Set up the resources and environment that the broker needs to connect to broker
databases with ODBC.

The broker uses Open Database Connectivity (ODBC) to connect to databases. You
must define ODBC data source names (DSNs) for the broker database on each
computer that hosts a broker.

On z/0S systems, see |Data sources on z/OS|for information about
enabling connections to databases. You do not have to follow the tasks described in
this section.

On Linux on POWER and Linux on System z, DB2 is the only supported
database manager; the broker connects to its database directly using the DB2

supplied driver and does not use a driver manager. The DB2 alias is used as the
DSN.

On distributed systems, when you define the DSNs, consider the following two
factors that determine whether you must define a 32-bit DSN for the database, a
64-bit DSN, or both:

* Whether the execution group and the database instance operate in 32-bit or
64-bit mode

* Whether you plan to globally coordinate message flow transactions

BTSN On Linux and UNIX systems, DSNs are defined in a plain text
file on the computer that hosts the broker:

¢ Define 32-bit DSNs in the odbc.ini file.
e Define 64-bit DSNs in the odbc64.ini file.
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Set the ODBCINI environment variable to point to the .ini file that contains the
DSN that is defined for the broker to connect to the broker database; the file is
odbc.ini on all platforms except HP-UX on Itanium where it is odbc64.ini. If you
define 64-bit DSNs in odbc64.ini on 64-bit platforms, you must also set ODBCINI64
to point to odbc64.ini.

For more information about the 32-bit and 64-bit considerations, see
[database connections” on page 70|

When you have defined the appropriate DSNs, you must also configure the
environment so that the broker can access the correct database libraries;
[your environment to support access to databases” on page 94| describes this task.

To enable connections on distributed systems:
1. Define the ODBC DSNs according to your platform:

NI On Windows:

Windows provides only 32-bit support. Follow the instructions in
[“Connecting to a database from Windows systems.”]

On Linux on x86:
Linux on x86 provides only 32-bit support. Follow the instructions in
[“Connecting to a database from Linux and UNIX systems” on page 84

BAIT@N On other Linux and UNIX systems:
Depending on your broker configuration, for each database you might
need to define a 32-bit ODBC DSN, a 64-bit ODBC DSN, or both.

Use the following table to check which DSNs you must define, and
follow the links for the appropriate instructions.

32-bit execution group 64-bit execution group
32-bit broker Broker database: |32—biE| Broker database: and

|§4—biﬂ

All platforms except HP-UX
on Itanium

64-bit broker Not possible Broker database:

HP-UX on Itanium only

You have now configured the ODBC DSN for your broker database.

2. Configure the environment for issuing console commands and for running the
broker so that it can access the required database libraries. For more
information, see [“Setting your environment to support access to databases” onl

You have now enabled the broker to make connections to the broker database.

Next: If you have been following the instructions in [“Configuring broker
databases” on page 68 the next task is [“Using retained publications with a Sybase|
database” on page 95|

Connecting to a database from Windows systems
To enable a broker to connect to a database, define the ODBC data source name
(DSN) for the database.
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Configure an ODBC data source using the ODBC Data Source Administrator:
1. Click Start » Control Panel » Administrative Tools » Data Sources (ODBC).
2. Click the System DSN tab and click Add.

3. Complete the steps in the following sections for the databases that you are
working with.

If you need more information about a particular database product, see the
product-specific documentation.

The Default Configuration wizard and the database commands to create a broker,
or a database, on Windows automatically create the ODBC data source names
(DSNss) for you.

DB2 UDB
To define a data source for DB2 UDB:
Select the driver IBM DB2 ODBC DRIVER.
Enter the data source name (DSN) and description.
Select the correct database alias from the list.
Click Finish to save your definition.
Click OK to close the ODBC Data Source Administrator.

S A

You must register the data source as a system data source.

If you prefer, you can use the Configuration Assistant instead of the ODBC
Data Source Administrator:

1. Open the DB2 Configuration Assistant.

2. Right-click the database. Select Change Database.

3. Select Data Source.
4

. Select Register this database for ODBC. Select the system data source
option.
Click Finish.

6. The Test Connection dialog opens automatically and you can test the
various connections.

o

Informix® Dynamic Server
To define a data source for Informix Dynamic Server:

1. Select the driver IBM INFORMIX ODBC DRIVER.
2. On the Connection tab, specify:
* The Informix server name.
* The machine host name.
* The Informix network service name (as defined in the services file).
* The network protocol (for example, olsotcp).
* The Informix data source name.
* The user identifier to access the data source within.
* The password for that user identifier.
3. Click Apply.
4. Click Test Connection to check your supplied values.
5. Click OK to close the ODBC Data Source Administrator.

Microsoft® SQL Server
To define a data source for Microsoft SQL Server:
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1. Select the driver SQL Server. The driver level must be Version 3.60, or
later.

Specify a name and description.

Select the correct server from the list.

Click Finish to save your definition.

Click OK to close the ODBC Data Source Administrator.

ok~ wb

Oracle
To define a data source for Oracle:

1. Select the driver MQSeries DataDirect Technologies 5.00 32-BIT
Oracle.

The ODBC Oracle Driver Setup dialog box opens.
2. On the General tab:

a. Enter the DSN name, description, and server name (where the
server name is the "Service Name” that resolves to a "Connect
Descriptor”, for example through a mapping in the TSNAMES.ORA
file).

b. Select the appropriate Oracle client version from the list.

3. On the Advanced tab:
a. Select Enable SQLDescribeParam.

b. Select Procedure Returns Results. The resultant ODBC definition
in the Windows registry has a string value called
ProcedureRetResults with the value 1.

Click OK to close the ODBC Data Source Administrator.
Click Start » Run.

Type REGEDIT in the Open field and click OK.

In the Registry Editor, navigate to the correct location:
HKEY_LOCAL_MACHINE\SOFTWARE\ODBC\ODBC32.INI

8. Expand that location, and right-click your DSN entry. Select New -
String Value.

N o o s

9. Specify WorkArounds for the string name.
a. Right-click WorkArounds.
b. Select Modify.
c. Type the data value 536870912.
10. Close the Registry Editor.
Sybase Adaptive Server Enterprise
To define a data source for Sybase Adaptive Server Enterprise:

1. Select the driver MQSeries DataDirect Technologies 5.00 32-BIT
Sybase Wire Protocol.

2. Enter the DSN name, description, and network address of the server
(for a description of the format of this address, see the explanation for
NetworkAddress= in the fodbc.ini sample file).

3. Select Enable Describe Parameter. This parameter is on the Advanced
tab.

4. Ensure the Prepare Method setting is 1 - Partial. This parameter is
on the Performance tab.

5. Click Start » Run.
6. Type REGEDIT in the Open field and click OK.

7. In the Registry Editor, navigate to the correct location:
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HKEY_LOCAL_MACHINE\SOFTWARE\ODBC\ODBC. INI

8. Expand that location, and right-click your DSN entry. Select New »
String Value. Specify SelectUserName for the string, and set the value
to 1.

9. Close the Registry Editor.
You have now configured your ODBC data source names on Windows.

Next: Configure the environment for issuing console commands, and for running
the broker, so that the broker can access the required database libraries. For more
information, see [‘Setting your environment to support access to databases” on|

Connecting to a database from Linux and UNIX systems
To enable a broker to connect to a database, define the ODBC data source name
(DSN) for the database.

Before you start:

* Ensure that the database has been created, see [“Creating the broker databases’|

e Ensure that the broker is authorized to access the database, see
[access to broker databases” on page 78

Important:

* Before you can create a broker on any platform except HP-UX on Itanium, you
must define the 32-bit ODBC data source name (DSN) that the broker will use to
connect to the broker database, even if you are connecting to a 64-bit database,
because the broker is a 32-bit application.

* If you are using 64-bit execution groups, or if you are globally coordinating
transactions using a 64-bit queue manager, you might also need to define a
64-bit DSN for your broker databases; for more information, see
[ODBC connections to the databases” on page 80.

* The broker on HP-UX on Itanium is a 64-bit application, therefore you must
define a 64-bit ODBC DSN for the broker database (see [*Connecting to al
[database from Linux and UNIX systems: 64-bit considerations” on page 89).

The ODBC Driver Manager has no graphical application to help you to configure
the ODBC DSNs. You must define each database 32-bit ODBC connection as a DSN
in a plain text file called odbc.ini on the computer that hosts the broker.

To configure a 32-bit DSN for a database:

1. Copy the odbc.ini sample file that is supplied in the install_dir /merant
directory to a location of your choice; for example, to your user ID’s home
directory. Each broker service user ID on the system can therefore use its own
DSN definitions.

See the sample file contents in jodbc.ini sample file]

2. Ensure that the odbc.ini file has file ownership of mgm:mgbrkrs and has the
same permissions as the supplied sample file.

3. Set the ODBCINI environment variable to point to your odbc.ini file,
specifying a full path and file name. If you have already run the mgsiprofile
script, the ODBCINI environment variable is set to a default value. In this
case, just change the value of the variable so that it points at the location of
your odbc.ini file, ensuring that the fully-qualified file path is correct (the
default environment variable names the file odbc.ini).
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4. Set the library search path environment variable to show the location of the
32-bit libraries for the database manager that you are using. Ask your
database administrator (DBA) for information about the database manager
that you are using.

If you are using a 64-bit queue manager (all WebSphere MQ Version 6 queue
managers on 64-bit platforms are 64-bit) to globally coordinate transactions,
setting the library search path might prevent you running WebSphere MQ
commands in the same environment. For more information, see 'Implications
of a 64-bit queue manager’ in the Quick Beginnings section for your operating
system in the [WebSphere MQ Version 6 information center online} or in the
WebSphere MQ Version 5.3 book on the [WebSphere MQ library Web pagel

For more information about the library search path, see the database
manager’s documentation.

The library search path environment variable depends on your platform:
. PEEEM On Linux and Solaris: LD_LIBRARY_PATH
« BTSN On HP-UX: SHLIB_PATH

« BI3 On AIX: LIBPATH

a. If you are connecting to a 64-bit DB2 database instance, add DB2 instance
directory/sql1ib/1i1b32 to the start of the library search path environment
variable.

For example, on Solaris:

export LD_LIBRARY_PATH=DBZ instance directory/sql1ib/1ib32:$LD_LIBRARY_PATH
This step is necessary because some parts of the broker must see a 32-bit
environment. Completing this step, however, might prevent you from
running DB2 commands in this environment shell; to enter DB2

commands, start a separate environment shell and run db2profile for the
relevant database instance.

b. If you are using a 64-bit Oracle database, add $ORACLE_HOME/1ib32 to the
start of the library search path environment variable.
For example, on HP-UX:
export SHLIB_PATH=$ORACLE_HOME/1ib32:$SHLIB_PATH
This step is necessary because some parts of the broker must see a 32-bit
environment.

5. If you are using a DB2 database instance that is installed on AIX, a single
process can make a maximum of 10 connections using shared memory to a
DB2 database. Use TCP/IP mode to connect to the database instance; see
ferror message SQL1224N is issued when you connect to DB2}

6. Edit the final stanza in the odbc.ini file, the [ODBC] stanza, to specify the
location of the ODBC Driver Manager and to control tracing. The exact details
in the stanza depend on the platform.

To ensure that you edit the correct odbc.ini file, you can open the file in the vi
text editor using the following command:

vi $ODBCINI
a. In InstallDir, add the WebSphere Event Broker installation location to
complete the fully qualified path to the ODBC directory shown in the

sample odbc.ini file. If you do not specify this value correctly, the ODBC
definition will not work.

b. In Trace, set the value to 0; if your IBM service representative asks you to
enable ODBC trace, set the value to 1.
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C. In TraceFile, type the fully-qualified path and file name to which the
ODBC trace is written. Trace files can become quite large; specify a
directory with plenty of free disk space.

d. In TraceDll], add the WebSphere Event Broker installation location to
complete the fully qualified path to the ODBC trace DLL.

€. Accept the default values shown in the sample odbc.ini file for all the
other entries in the stanza.

For example on AIX:

[oDBC]
Trace=0
TraceFile=<A Directory with plenty of free space>/odbctrace.out
TraceD11=<Your_install_directory>/merant/1ib/odbctrac.so
InstallDir=<Your_install_directory>/merant
UseCursorLib=0
IANAAppCodePage=4
UNICODE=UTF-8
7. Edit the first stanza in the odbc.ini file, the [ODBC Data Sources] stanza, to
list the DSN of each database.

For example on AIX:

[ODBC Data Sources]

WBRKBKDB=IBM DB2 ODBC Driver

MYDB=IBM DB2 ODBC Driver

ORACLEDB=DataDirect 5.0 Oracle

SYBASEDB=DataDirect 5.0 Sybase Wire Protocol
SQLSERVERDB=DataDirect 5.0 SQL Server Wire Protocol
INFORMIXDB=IBM Informix ODBC Driver

The DB2 database called WBRKBKDB in the example is the broker database
that is created by the Default Configuration wizard (available on Linux on x86
only). If you are not using the default configuration, you do not need to list
this database in the odbc.ini file.

List all your DSNs in your odbc.ini file, regardless of the database manager.
You can define multiple DSNs to resolve to the same database; however, if
you are using global coordination of transactions, do not use this option
because it might cause data integrity problems.

8. For each database that you listed in the [ODBC Data Sources] stanza, create a
stanza in the odbc.ini file after the [ODBC Data Sources] stanza. The entries in
the stanza depend on the database manager. Slight differences also occur
between operating systems, for example the file paths to the drivers.

For a DB2 database instance:

a. In Driver, type the location of the 32-bit driver library that
matches your DB2 installation.

b. In Description, type a meaningful description of the database. This
field is for information only and does not affect the connection.

c. In Database, type the DB2 alias. The data source name must be the
same as the database alias name. If you are using a remote DB2
database, you must set up your client-server connection to resolve
this alias to the correct database. For more information, see the
DB2 documentation.

For example, on AIX:

[MYDB]

Driver=1ibdb2Wrapper64.so
Description=MYDB DB2 ODBC Database
Database=MYDB
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For an Oracle database:

a. In Driver, add the WebSphere Event Broker installation location to
complete the fully qualified path to the driver shown in the
sample odbc.ini file.

b. In Description, type a meaningful description of the database. This
tield is for information only and does not affect the connection.

c. In ServerName, type the Oracle Service Name or Connect
Descriptor that resolves to the target Oracle database; for example
through a mapping in the TSNAMES.ORA file.

d. Accept the default values shown in the sample odbc.ini file for all
the other entries in the stanza.

For example on AIX:

[ORACLEDB]
Driver=<Your_install_directory>/merant/1ib/UKor820.so
Description=DataDirect 5.0 Oracle
EnableDescribeParam=1

OptimizePrepare=1

ServerName=<Your Oracle host>

WorkArounds=536870912

ProcedureRetResults=1

ColumnSizeAsCharacter=1

For a Sybase database:

a. In Driver, add the WebSphere Event Broker installation location to
complete the fully qualified path to the driver shown in the
sample odbc.ini file.

b. In Description, type a meaningful description of the database. This
field is for information only and does not affect the connection.

c. In Database, type the name of the database to which you want to
connect by default. If you do not specify a value, the default value
is the database defined by your system administrator for each user.

d. In ServerName, type the name of the Sybase ASE server that you
have defined on the server computer and which hosts the
database.

e. In NetworkAddress, type the network address of your Sybase ASE
server (this address is required for local and remote databases).
Specify an IP address or server name as follows:

<servername or IP address>,<portnumber>

For example: Sybaseserver,5000. You can also specify the IP
address directly, for example 199.226.224.34,5000. You can find
the port number in the Sybase interfaces file that is named
interfaces.

f. Accept the default values shown in the sample odbc.ini file for all
the other entries in the stanza.

For example on AIX:

[SYBASEDB]
Driver=<Your_install_directory>/merant/1ib/UKase20.so
Description=DataDirect 5.0 Sybase Wire Protocol
Database=<Your Database Name>

ServerName=<Your Server Name>

EnableDescribeParam=1

OptimizePrepare=1

SelectMethod=0
NetworkAddress=<YourServerName>,<YourPortNumber>
SelectUserName=1
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For an SQL Server database

a.

In Driver, add the WebSphere Event Broker installation location to
complete the fully qualified path to the driver shown in the
sample odbc.ini.

In Description, type a meaningful description of the database. This
tield is for information only and does not affect the connection.

In Address, type the network address of your database server (this
address is required for local and remote databases). Specify an IP
address or server name as follows:

<servername or IP address>,<portnumber>

In Database, type the name of the database to which you want to
connect by default. If you do not specify a value, the default value
is the database defined by your system administrator for each user.

Accept the default values shown in the sample odbc.ini file for all
the other entries in the stanza.

For example, on AIX:

[SQLSERVERDB]
Driver=<Your_install_directory>/merant/1ib/UKmsss20.so
Description=DataDirect 5.0 SQL Server Driver

Address=<Your SQLServer Host>,<Your SQLServer server port>
Database=<Your Database Name>

AnsiNPW=Yes

QuoteId=No

For an Informix database

a.

C.
d.

In Driver, add the WebSphere Event Broker installation location to
complete the fully qualified path to the driver shown in the
sample odbc.ini file.

In Description, type a meaningful description of the database. This
tield is for information only and does not affect the connection.

In ServerName, type the name of the Informix IDS server.
In Database, type the name of the database on the IDS server.
For example, on AIX:

# Informix stanza

[INFORMIXDB]

Driver=<Your Informix Client Directory>/1ib/c1i/ic1it09b.so
Description=IBM Informix ODBC Driver
ServerName=<YourServerName>

Database=<Your Database Name>

9. Ensure that you have edited all three parts of the odbc.ini file:
* The [ODBC Data Source] stanza at the top of the odbc.ini file.
* A stanza for each data source.
* The [ODBC] stanza at the end of the odbc.ini file.

If you do not configure all three parts correctly, the ODBC DSNs do not work
and the broker is unable to connect to the database.

10. If you are running DB2 Version 9.1 on HP-UX on PA-RISC, export
environment variable MQSI_SIGNAL_EXCLUSIONS in the broker
environment:

export MQSI_SIGNAL_EXCLUSIONS=10

You have now configured database connections from 32-bit applications on Linux

and UNIX.

88 Configuration, Administration, and Security



Next: Configure the environment for issuing console commands, and for running
the broker, so that the broker can access the required database libraries. For more
information, see [“Setting your environment to support access to databases” on|

Connecting to a database from Linux and UNIX systems: 64-bit
considerations

To enable a broker to connect to a database, define the ODBC data source name
(DSN) for the database.

Before you start:

* Ensure that the database has been created, see [“Creating the broker databases’|

* Ensure that the broker is authorized to access the database, see
laccess to broker databases” on page 78

* Ensure that you have installed WebSphere MQ Version 6, which is required for
64-bit execution groups.

The ODBC Driver Manager has no graphical application to help you to configure
the ODBC DSNs. You must define a 64-bit ODBC connection as a DSN in a plain
text file (called odbc64.ini) on the computer that hosts the broker.

Important: Before you can create a broker on HP-UX on Itanium, define the 64-bit
ODBC data source name (DSN) that the broker will use to connect to the broker
database.

Define 64-bit DSNs in the following situations:

* On HP-UX on Itanium, the broker is a 64-bit application, and all database
connections must be 64-bit connections. Define a 64-bit DSN for the broker
database.

* If you deploy message flows to a 64-bit execution group on a Linux or UNIX
system, define a 64-bit DSN for the broker database. The broker database must
also be 64-bit instances.

* If you configure a 64-bit queue manager to globally coordinate transactions, the
broker database must be 64-bit instances (all WebSphere MQ Version 6 queue
managers on 64-bit platforms are 64-bit applications).

If you deploy message flow applications to a 32-bit execution group, enable a
32-bit connection to the broker database; see [‘Connecting to a database from Linux
fand UNIX systems” on page 84

To configure a 64-bit DSN for a database:

1. Copy the odbc64.ini sample file that is supplied in the install_dir/DD64
directory to a location of your choice; for example, copy the file to your user
ID’s home directory. Each broker service user ID on the system can therefore
use its own DSN definitions.

See the sample file contents in jodbc64.ini sample file}

2. Ensure that the odbc64.ini file has file ownership of mgm:mgbrkrs, and has the
same permissions as the supplied odbc64.ini sample file.

3. Set the ODBCINI64 environment variable to point to your odbc64.ini file,
specifying a full path and file name.
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If you have already run the mgsiprofile script, the ODBCINI64 environment
variable is set to a default value. Change the value of the variable so that it
points to the location of your odbc64.ini file, ensuring that the fully-qualified
file path is correct.

4. On all systems except HP-UX on Itanium, set the library search path
environment variable to show the location of the 32-bit libraries for the
database manager that you are using.

If you are using a 64-bit queue manager (all WebSphere MQ Version 6 queue
managers on 64-bit platforms are 64-bit queue managers) to globally
coordinate transactions, setting the library search path might prevent you
running any WebSphere MQ commands in the same environment. For more
information, see ‘Implications of a 64-bit queue manager’ in the Quick
Beginnings section for your operating system in the [WebSphere MQ Version 6|
information center online} or in the WebSphere MQ Version 5.3 book on the
WebSphere MQ library Web page]

For more information about the library search path, see the database
manager’s documentation.

The library search path environment variable depends on your operating
system:

* On Linux and Solaris: LD_LIBRARY_PATH
¢ On HP-UX: SHLIB_PATH
¢ On AIX: LIBPATH

a. If you are connecting to a 64-bit DB2 database instance, add DB2 instance
directory/sqllib/1ib32 to the start of the library search path environment
variable. For example, on Solaris:

export LD_LIBRARY_PATH=DBZ2 instance directory/sql1ib/1ib32:$LD_LIBRARY_PATH

This step is necessary because some parts of the broker must see a 32-bit
environment. However, this step might prevent you from running DB2
commands in this environment shell. To enter DB2 commands, start a
separate environment shell, and run db2profile for the relevant database
instance. If you have DB2 Version 9 installed, and are connecting to a
64-bit DB2 database instance on HP-UX, add DB?2 instance
directory/sqllib/lib32 to the start of the library search path for environment
variable LD_LIBRARY_PATH, and SHLIB_PATH.

b. If you are using a 64-bit Oracle instance, add $ORACLE_HOME/11b32 to the
start of the library search path environment variable.
For example, on HP-UX:
export SHLIB_PATH=$ORACLE_HOME/1ib32:$SHLIB_PATH
This step is necessary because some parts of the broker must see a 32-bit
environment.

5. If you are using a 64-bit DB2 instance, set the environment variable
MQSI_LIBPATH64 to include the regular 64-bit database libraries. For
example, on AIX:

export MQSI_LIBPATH64=DB2 instance_directory/sq11ib/1ib64:$MQSI_LIBPATH64

6. If you are using a DB2 database instance that is installed on AIX, a single
process can make a maximum of 10 connections using shared memory to a
DB2 database. Therefore, if you deploy more than one or two message flows
at the same time, you might see connection failures characterized by the DB2
error message SQL1224N. The connection errors are reported in the system log
from the broker’s execution group.

To resolve this issue, use a TCP/IP connection to the database instance; see
[DB2 error message SQL1224N is issued when you connect to DB2| for details.
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7. Edit the final stanza in the odbc64.ini file (the [ODBC] stanza) to specify the
location of the ODBC Driver Manager, and to control tracing. The exact details
in the stanza depend on the operating system.

To ensure that you edit the correct odbc64.ini file, open the file in the vi text
editor by using the following command:

vi $ODBCINI64

or vi $0DBCINI on Linux on x86.

a. In InstallDir, add the WebSphere Event Broker installation location to
complete the fully qualified path to the ODBC directory. If you do not set
this value correctly, the ODBC definition will not work.

b. In Trace, set the value to 0; if your IBM service representative asks you to
enable ODBC trace, set the value to 1.

c. In TraceFile, type the fully-qualified path and file name to which the
ODBC trace is written. Trace files can become large; specify a directory
with plenty of free disk space.

d. In TraceDll, add the WebSphere Event Broker installation location to
complete the fully qualified path to the ODBC trace DLL.

e. Accept the default values that are shown in the sample odbc64.ini file for
all the other entries in the stanza. For example:

* On AIX:

[oDBC]

Trace=0

TraceFile=<A Directory with plenty of free space>/odbctrace.out
TraceD11=<Your install directory>/DD64/1ib/odbctrac.so
InstallDir=<Your install directory>/DD64

UseCursorLib=0

IANAAppCodePage=4

* On HP-UX on PA-RISC:

[oDBC]

Trace=0

TraceFile=<A Directory with plenty of free space>/odbctrace.out
TraceD11=<Your install directory>/DD64/1ib/odbctrac.sl
InstallDir=<Your install directory>/DD64

UseCursorLib=0

IANAAppCodePage=4

8. Edit the first stanza in the odbc64.ini file (the [ODBC Data Sources] stanza) to
list the DSN of each database. For example:

e On AIX:

[ODBC Data Sources]

WBRKBKDB=IBM DB2 ODBC Driver

MYDB=IBM DB2 ODBC Driver

ORACLEDB=DataDirect 5.0 64bit Oracle Wire Protocol
SYBASEDB=DataDirect 5.0 64bit Sybase Wire Protocol
SQLSERVERDB=DataDirect 5.0 64bit SQL Server Wire Protocol

* On HP-UX on PA-RISC:

[ODBC Data Sources]

WBRKBKDB=IBM DB2 ODBC Driver

MYDB=IBM DB2 ODBC Driver

ORACLEDB=DataDirect 5.0 64bit Oracle Wire Protocol
SYBASEDB=DataDirect 5.0 64bit Sybase Wire Protocol
SQLSERVERDB=DataDirect 5.0 64bit SQL Server Wire Protocol

The DB2 database called WBRKBKDB in the example, is the broker database
that is created by the Default Configuration wizard (available on Linux on x86
only). If you are not using the default configuration, you do not need to list
this database in the odbc64.ini file.
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List all your DSNs in your odbc64.ini file, regardless of the database manager.
You can define multiple DSNs to resolve to the same database; however, if
you are using global coordination of transactions, do not use this option
because it might cause data integrity problems.

9. For each database that you listed in the [ODBC Data Sources] stanza, create a
stanza in the odbc64.ini file after the [ODBC Data Sources] stanza. The entries
in the stanza depend on the database manager. The information for different
operating systems can differ; for example, the file paths to the drivers.

For a DB2 database instance:

a.
b.

In Driver, accept the value shown in the sample odbc64.ini file.

In Description, type a meaningful description of the database. This
field is for information only, and does not affect the connection.

In Database, type the DB2 alias. The data source name must be the
same as the database alias name. If you are using a remote DB2
database, set up your client-server connection to resolve this alias
to the correct database. For more information, see the DB2
documentation.

For example, on AIX:

[MYDB]

Driver=1ibdb2Wrapper64.so
Description=MYDB DB2 ODBC Database
Database=MYDB

For an Oracle database:

a.

f.

In Driver, add the WebSphere Event Broker installation location to
complete the fully qualified path to the driver that is shown in the
sample odbc64.ini file.

In Description, type a meaningful description of the database. This
field is for information only, and does not affect the connection.

In HostName, type the IP address of the instance on which the
Oracle database is running.

In PortNumber, type the port number on which the Oracle
database is listening.

In SID, type the Oracle System Identifier of the database as known
on the Oracle database server.

Accept the default values that are shown in the sample odbc64.ini
file for all the other entries in the stanza. For example:

e On AIX:

[ORACLEDB]

Driver=<Your install directory>/DD64/1ib/UKora20.so
Description=DataDirect 5.0 64bit Oracle Wire Protocol
HostName=<Your Oracle Server Machine Name>
PortNumber=<Port on which Oracle is listening on HostName>
SID=<Your Oracle SID>

CatalogOptions=0

EnableStaticCursorsForLongData=0
ApplicationUsingThreads=1

EnableDescribeParam=1

OptimizePrepare=1

WorkArounds=536870912

ProcedureRetResults=1

ColumnSizeAsCharacter=1

* On HP-UX on PA-RISC:
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[ORACLEDB]

Driver=<Your install directory>/DD64/1ib/UKora20.s1
Description=DataDirect 5.0 64bit Oracle Wire Protocol
HostName=<Your Oracle Server Machine Name>
PortNumber=<Port on which Oracle is listening on HostName>
SID=<Your Oracle SID>

CatalogOptions=0

EnableStaticCursorsForLongData=0
ApplicationUsingThreads=1

EnableDescribeParam=1

OptimizePrepare=1

WorkArounds=536870912

ProcedureRetResults=1

CoTumnSizeAsCharacter=1

For a Sybase database:

a. In Driver, add the WebSphere Event Broker installation location to
complete the fully qualified path to the driver that is shown in the
sample odbc64.ini file.

b. In Description, type a meaningful description of the database. This

tield is for information only, and does not affect the connection.

c. In Database, type the name of the database to which to connect by

default. If you do not specify a value, the default is the database

that is defined by your system administrator for each user.

d. In NetworkAddress, type the network address of your Sybase ASE
server (which is required for local and remote databases). Specify
an IP address in the following format:

<servername or IP address>,<portnumber>

For example, Sybaseserver,5000. You can also specify the IP
address directly; for example, 199.226.224.34,5000. You can find
the port number in the Sybase interfaces file, which is named
interfaces on Linux and UNIX systems.

e. Accept the default values that are shown in the sample odbc64.ini
file for all the other entries in the stanza. For example:

On AIX:

[SYBASEDB]

Driver=<Your install directory>/DD64/1ib/UKase20.so
Description=DataDirect 5.0 64bit Sybase Wire Protocol
Database=<Your Database Name>
ApplicationUsingThreads=1

EnableDescribeParam=1

OptimizePrepare=1

SelectMethod=0
NetworkAddress=<YourServerName>,<YourPortNumber>
SelectUserName=1

On HP-UX on PA-RISC:

[SYBASEDB]

Driver=<Your install directory>/DD64/1ib/UKase20.s1
Description=DataDirect 5.0 64bit Sybase Wire Protocol
Database=<Your Database Name>
AppTlicationUsingThreads=1

EnableDescribeParam=1

OptimizePrepare=1

SelectMethod=0
NetworkAddress=<YourServerName>,<YourPortNumber>
SelectUserName=1

For an SQL Server database:
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a. In Driver, add the WebSphere Event Broker installation location to
complete the fully qualified path to the driver that is shown in the
sample odbc64.ini file.

b. In Description, type a meaningful description of the database. This
field is for information only, and does not affect the connection.

C. In Address, type the network address of your database server
(which is required for local and remote databases). Specify an IP
address in the following format:

<servername or IP address>,<portnumber>

d. In Database, type the name of the database to which to connect by
default. If you do not specify a value, the default is the database
that is defined by your system administrator for each user.

e. Accept the default values that are shown in the sample odbc64.ini
file for all the other entries in the stanza.
For example, on AIX:

[SQLSERVERDB]
Driver=<Your_install_directory>/merant/1ib/UKmsss20.so0
Description=DataDirect 5.0 SQL Server Driver

Address=<Your SQLServer Host>,<Your SQLServer server port>
Database=<Your Database Name>

AnsiNPW=Yes

QuoteId=No

10. Ensure that you have edited all three parts of the odbc64.ini file:
* The [ODBC Data Source] stanza at the top of the odbc64.ini file.
* A stanza for each data source.
* The [ODBC] stanza at the end of the odbc64.ini file.

If you do not configure all three parts correctly, the ODBC DSNs are not valid,
and the broker cannot connect to the database.

You have now configured 64-bit ODBC database connections.
Next: Configure the environment for issuing console commands, and for running

the broker, so that the broker can access the required database libraries. For more
information, see |“Setting your environment to support access to databases.”

Setting your environment to support access to databases
When you have configured your ODBC data source names, you must also
configure the environment so that you can issue console commands, and the
brokers that you start can access the required database libraries. For example, if
you have a DB2 broker database, you must add the DB2 client libraries to your
library search path.

NI On Windows platforms, the environment is typically set up for you
when you install the database product, and no further action is required.

BIT®N On Linux and UNIX systems:

* You must run a profile for each database you want to access. For example, on
DB2 you must run db2profile; other database vendors have similar profiles.

* If you intend to use 32-bit execution groups on AIX, HP-UX on PA-RISC, Solaris
on SPARC, or Linux on x86-64, you must ensure that the broker has an
environment that presents 32-bit database libraries; the default database profile
might present 64-bit libraries.
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Using

If you are using WebSphere MQ Version 6, see the section 'Implications of a 64-bit
queue manager’ in the Quick Beginnings section for your operating environment in
the [WebSphere MQ Version 6 information center online]

To set the broker’s environment:

» If you are using a 64-bit DB2 instance, add DB2 instance directory/sqllib/
11b32 to the end of the library search path environment variable after running
db2profile.

 If the broker accesses an Informix user database, add $INFORMIX/1ib:$INFORMIX/
Tib/esq1:$INFORMIX/1ib/c11 to the library search path environment variable (see
the Informix product documentation for more information). You must ensure
that all WebSphere Event Broker libraries are displayed before all of the Informix
libraries in the library search path.

* If you are using a 64-bit Oracle instance, you must add $ORACLE_HOME/1ib32 to
the end of the library search path environment variable.

* If you are using 64-bit execution groups, you must set the environment variable
MQSI_LIBPATH64 to include the regular 64-bit database libraries.

Next: If you have been following the instructions in [“Configuring broker|
[databases” on page 68)and you created a broker that uses a Sybase database, the
next task is [“Using retained publications with a Sybase database”] (optional).

retained publications with a Sybase database

If you have created a broker that uses a Sybase database, and you expect extensive
use of retained publications with multiple topics, apply row-level locking to the
retained publications table in the database. If you do not plan to use retained
publications, or expect their use to be infrequent, you do not have to make this
change.

If you do not apply row-level locking, and your use of retained publications is too
great, the broker will experience deadlock problems.

To apply row-level locking:
1. At a command prompt enter the following command:
isql -Umgsiuid -Pmgsipw

If you have authorized another user ID and password for broker access to this
database, substitute your values for mqsiuid and mgsipw in this command.

2. Connect to the broker database with this command:
use WBRKBKDB

If you have created your broker database with a different name, substitute your
broker database name for WBRKBKDB in this command.

3. Update the retained publications table to use row-level locking with this
command:

alter table mgsiuid.BRETAINEDPUBS lock datarows

If the owner of this database instance is not mqsiuid, substitute the correct
schema name in this command.

4. Apply the change with this command:
go

You can check that the change has been successfully applied by entering the
commands:
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sp_help BRETAINEDPUBS
go

The locking scheme is displayed: Tock scheme datarows.

If the change has not completed, it is displayed as: Tock scheme allpages.

Customizing the z/OS environment

If you are planning to use a z/OS environment consider whether to create your
components on z/OS. There are also a number of tasks you must complete to
configure your environment.

Although you might be installing only one broker initially, you might want to
consider how the product will be used in your organization in a few years time.
Planning ahead makes developing your WebSphere Event Broker configuration
easier.

You might consider creating the Configuration Manager on z/OS to manage the
broker domain:

* In a new installation of WebSphere Event Broker, or

 If you are migrating from an earlier version of the product, where the
Configuration Manager was previously on Windows.

If you want to run a Configuration Manager on z/0OS, you can either:

* Connect to the Message Brokers Toolkit directly, if you have the optional
WebSphere MQ Client Attach feature installed; see [“Connecting directly to af
[Configuration Manager on z/OS” on page 118 or

* Connect through an intermediate queue manager (for example, on Windows)
and define the necessary WebSphere MQ components to communicate with the
z/0S queue manager; see [‘Connecting to a z/OS Configuration Manager|
[through an intermediate queue manager” on page 119

If you are using publish/subscribe with security, you also require a User Name
Server, which can be on z/OS or another platform.

The following rules apply:

* Queue managers must be interconnected, so that information from the User
Name Server can be distributed to the brokers on other queue managers.

* A broker requires access to a queue manager and to DB2. See [Database contents|
for details of the DB2 database user tables that are created.

* A Configuration Manager and User Name Server require access to a queue
manager only.

* A broker cannot share its queue manager with another broker, but a broker can
share a queue manager with a Configuration Manager and User Name Server.

* You cannot use WebSphere MQ shared queues to hold data related to
WebSphere Event Broker as SYSTEM.BROKER queues, but you can use shared
queues for your message flow queues.

You can find details of the WebSphere MQ queues that are created and used by
WebSphere Event Broker on z/OS in [“mgsicreatebroker command” on page 322

When planning to work in a z/OS environment, you must complete the following
tasks:
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Create started task procedures for the broker, User Name Server, and
Configuration Managers that you plan to use. These procedures must be
defined, in the started task table, with an appropriate user ID.

Decide on your recovery strategy. As part of your systems architecture, you
must have a strategy for restarting systems if they end abnormally. Common
solutions are to use automation products like NetView or the Automatic Restart
Manager (ARM) facility. You can configure WebSphere Event Broker to use
ARM.

Plan for corequisite products, including UNIX System Services, Resource
Recovery Services, DB2, WebSphere MQ, and Java.

Ensure that the runtime library system (RTLS) for the broker is turned off in the
default options of the language environment for the system. This setting is
required because the broker code is compiled using XPLINK, and XPLINK
applications cannot be started while RTLS is active.

Collect broker statistics on z/OS.

See the following topics for more information:

[z/OS customization overview”|

[‘Customizing UNIX System Services on z/0S” on page 107

[‘DB2 planning on z/OS” on page 109

[“WebSphere MQ planning for z/OS” on page 112|

[‘Resource Recovery Service planning on z/0OS” on page 113|

[‘Defining the started tasks to z/OS Workload Manager (WLM)” on page 113|
[“Automatic Restart Manager planning” on page 113|

[“Mounting file systems” on page 114|

[‘Checking the permission of the installation directory” on page 115|

[‘Customizing the version of Java on z/OS” on page 115|
[‘Checking APF attributes of bipimain on z/0S” on page 116|
[“Collecting broker statistics on z/OS” on page 116|

“Configuring an execution group address space as non-swappable on z/OS” on|

page 117]

For an overview of how to create WebSphere Event Broker components, see

[‘Creating WebSphere Event Broker components on z/0S” on page 117/

z/0OS customization overview

After you have used SMP/E to install WebSphere Event Broker for z/OS, the
installed executable code is located inside the file system. JCL samples are located
in the PDS <h1g>.SBIPSAMP, the JCL procedures are located in the PDS
<h1g>.SBIPPROC, and load module for synchronizing statistics with SMF are located
in the PDS <h1g>.SBIPAUTH. The following diagram gives an overview of the
post-installation process.
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To perform the customization, update and submit the required JCL. All necessary
JCL is supplied to create the runtime environments of your broker, Configuration
Manager, and User Name Server. You start the broker, Configuration Manager, or
User Name Server using one of the supplied JCL files, which is run as a started
task.

For more information, see:

* [“Installation directory on z/0S”]

+ [“Components on z/0S”|

+ “Component directory on z/OS” on page 99|

* [“Component PDSE on z/0S” on page 99|

* |"XPLink on z/OS” on page 100|

+ |“Binding a DB2 plan to use data-sharing groups on z/0OS” on page 100|

+ [“Using the file system on z/OS” on page 101]

* [“Event log messages on z/OS” on page 101]

* [“Security considerations on z/OS” on page 101

* “Overview of message serialization on z/OS” on page 102|

Installation directory on z/OS
On z/0S, the SMP/E installation places all the product executable files into a
directory of a file system under UNIX System Services (USS).

For further information on mounting file systems and allocating space see
[“Mounting file systems” on page 114|

Components on z/0OS
A component is a set of runtime processes that perform a specific set of functions,
and can be a broker, a Configuration Manager, or a User Name Server.
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A broker processes messages, a Configuration Manager acts as an interface
between the configuration repository and the set of brokers in the domain, and a
User Name Server extracts information from a security product and makes it
available to brokers and the workbench.

A broker that is running has a control address space and one additional address
space for each deployed execution group. When the control address space is
started, the broker component is started automatically. This behavior can be
changed by an optional start parameter in the started task.

A Configuration Manager and User Name Server each have a single address space.
When the address space is started, the components are started automatically. This
behavior can be changed by an optional start parameter in the started task.

The component name is the external name of the component and is used, for
example, in the WebSphere Event Broker workbench.

Each component requires a name, which is usually the name of the started task
that runs the component. This is typically the queue manager name with a suffix
of the facility; for example:

* MQP1BRK for the broker
* MQPIUNS for the User Name Server
e MQP1CMGR for the Configuration Manager

You only need a User Name Server if you are using publish/subscribe security.
This User Name Server can exist anywhere in the network, including z/OS.

Each component has its own runtime environment in UNIX System Services and
needs its own WebSphere MQ queue manager, although a broker, Configuration
Manager, and User Name Server can share a single queue manager. A broker
component also needs access to a database.

Component directory on z/0S
The component directory is the root directory of the component’s runtime
environment.

The component directory is also referred to as ComponentDirectory in some instances
within the code. Both the WebSphere Event Broker administrator and the
component require read and write access to the component directory. An example
directory for each of the three components follows:

» /mgsi/brokers/MQP1BRK for the broker
e /mgsi/uns/MQP1UNS for the User Name Server
* /mgsi/configmgrs/MQP1CMGR for the Configuration Manager

For further information on mounting file systems and allocating space see
[“Mounting file systems” on page 114|

Component PDSE on z/0S

On z/0S, the component PDSE contains jobs customized for a single component.
These jobs are used to create and administer the component.

The members specific to a component type are copied from<h1g>.SBIPSAMP and
<h1g>.SBIPPROC to the component PDSE. These are then customized for the
component.
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The broker started-task user ID requires read access to its component PDSE at
runtime.

XPLink on z/OS

XPLink is a z/OS technology used by the C and C++ compilers to reduce the cost
of function calling for programs written in these languages.

Many products, including WebSphere Event Broker for z/OS, use XPLink
technology to improve their performance. To ensure the highest possible
performance gains, WebSphere Event Broker requires as many as possible of the
software components it uses to be XPLink-compliant. These include the broker,
Java runtime, ODBC, and z/OS Language Environment.

The WebSphere Event Broker broker has been compiled by IBM to use XPLink
technology and has been link-edited within the SMP/E environment to call the
appropriate XPLink routines of the software components it uses. Normally, these
XPLink-enabled components are configured during their customization, and the
broker needs only to locate the appropriate libraries to become XPLink-enabled.

Binding a DB2 plan to use data-sharing groups on z/0OS

During customization, you can specify which plan name to use, or use the default
DSNACLI. If you are using XPLINK, the default plan is called DSNACLX. If you want
your broker to access DB2 data-sharing groups other than its own, the DSNACLI
plan must be bound in a special way. If the broker uses one data sharing group,
but might want to access tables on DSNONE and DSNTWO, which are in different
data-sharing groups, amend the DB2 supplied job DSNTIJCL to do the following:

BIND PACKAGE (DSNAOCLI)MEMBER(DSNCLICS)ISOLATION(CS)

BIND PACKAGE (DSNAOCLI)MEMBER(DSNCLINC)ISOLATION(NC)

BIND PACKAGE (DSNAOCLI)MEMBER(DSNCLIRR)ISOLATION(RR)

BIND PACKAGE (DSNAOCLI)MEMBER(DSNCLIRS)ISOLATION(RS)

BIND PACKAGE (DSNAOCLI)MEMBER(DSNCLIUR)ISOLATION(UR)

BIND PACKAGE (DSNAOCLI)MEMBER(DSNCLICI)

BIND PACKAGE (DSNAOCLI)MEMBER(DSNCLIC2)

BIND PACKAGE (DSNAOCLI)MEMBER(DSNCLIF4)

BIND PACKAGE (DSNAOCLI)MEMBER(DSNCLIMS)

BIND PACKAGE (DSNAOCLI)MEMBER(DSNCLIQR)

BIND PACKAGE (DSNONE.DSNAOCLI)MEMBER(DSNCLICS)ISOLATION(CS)
BIND PACKAGE (DSNONE.DSNAOCLI)MEMBER(DSNCLINC)ISOLATION(NC)
BIND PACKAGE (DSNONE.DSNAOCLI)MEMBER(DSNCLIRR)ISOLATION(RR)
BIND PACKAGE (DSNONE.DSNAOCLI)MEMBER(DSNCLIRS)ISOLATION(RS)
BIND PACKAGE (DSNONE.DSNAOCLI)MEMBER (DSNCLIUR)ISOLATION(UR)
BIND PACKAGE (DSNONE.DSNAOCLI)MEMBER(DSNCLIC1)

BIND PACKAGE (DSNONE.DSNAOCLI)MEMBER(DSNCLIC2)

BIND PACKAGE (DSNONE.DSNAOCLI)MEMBER(DSNCLIF4)

BIND PACKAGE (DSNONE.DSNAOCLI)MEMBER (DSNCLIMS)

BIND PACKAGE (DSNONE.DSNAOCLI)MEMBER(DSNCLIQR)

BIND PACKAGE (DSNTWO.DSNAOCLI)MEMBER(DSNCLICS)ISOLATION(CS)
BIND PACKAGE (DSNTWO.DSNAOCLI)MEMBER (DSNCLINC)ISOLATION(NC)
BIND PACKAGE (DSNTWO.DSNAOCLI)MEMBER(DSNCLIRR) ISOLATION(RR)
BIND PACKAGE (DSNTWO.DSNAOCLI)MEMBER (DSNCLIRS)ISOLATION(RS)
BIND PACKAGE (DSNTWO.DSNAOCLI)MEMBER (DSNCLIUR)ISOLATION(UR)
BIND PACKAGE (DSNTWO.DSNAOCLI)MEMBER(DSNCLIC1)

BIND PACKAGE (DSNTWO.DSNAOCLI)MEMBER(DSNCLIC2)

BIND PACKAGE (DSNTWO.DSNAOCLI)MEMBER(DSNCLIF4)

BIND PACKAGE (DSNTWO.DSNAOCLI)MEMBER (DSNCLIMS)

BIND PACKAGE (DSNTWO.DSNAOCLI)MEMBER(DSNCLIQR)

BIND PLAN(DSNACLI)-

PKLIST(*.DSNAOCLI.DSNCLICS -

% .DSNAOCLI.DSNCLINC -

*.DSNAOCLI.DSNCLIRR -

% .DSNAOCLI.DSNCLIRS -
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.DSNAOCLI.DSNCLIUR -
.DSNAOCLI.DSNCLIC1 -
.DSNAOCLI.DSNCLICZ -
.DSNAOCLI.DSNCLIF4 -
.DSNAOCLI.DSNCLIMS -
.DSNAOCLI.DSNCLIQR )

EE I

Using the file system on z/0OS

This is part of the larger task of customizing your z/OS environment.

If you have more than one MVS" image, consider how you will use the file
system. You can share files in a file system across different members of a sysplex.
The file system is mounted on one MVS image and requests to the file are routed
to the owning system using XCF from systems which do not have it mounted.

Moving a broker, User Name Server, or Configuration Manager from one image to
another is straightforward and the files for each component can be shared.

However, there is a performance overhead when using files shared between images
in a file system because the data flows through the Coupling Facility (this is true
for trace and other diagnostic data).

For further information on mounting file systems and allocating space see
[“Mounting file systems” on page 114

Space requirements:

For details of the disk space required, see [“Disk space requirements on z/OS” on|
-ae 433,

Event log messages on z/OS
This is part of the larger task of customizing your z/OS environment.

On z/0S, all address spaces have a job log where BIP messages issued by
WebSphere Event Broker appear. Additionally, all messages appear on the syslog
and important operator messages are filtered to the console using MPF (Message
Processing Facility).

To prevent the operator’s console receiving unnecessary BIP messages, you must
configure MPF to suppress all BIP messages, with the exception of important
messages. Note that you do not need to have the USS SYSLOG configured.

Security considerations on z/OS
This is part of the larger task of customizing your z/OS environment.

The role of the WebSphere Event Broker administrator includes customizing and
configuring, running utilities, performing problem determination, and collecting
diagnostic materials. People involved in these activities need WebSphere Event
Broker authorities. You must set up some security for WebSphere Event Broker to
work properly. The information that you need to do this is in|“Setting up z/OS|
[security” on page 34
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Overview of message serialization on z/0S

Some messaging transactions depend upon the exact sequence of messages from a
queue, and for that sequence to be maintained in the event of a failure of the
queue manager. In these instances you must serialize the access to those messages.

Serialization of messages is achieved through the use of specialized connection
options, and a unique connection token when the application that empties the
messages from a queue issues a connect call to the WebSphere MQ queue manager
that owns that queue.

A typical situation in which WebSphere Event Broker can exploit this feature is the
case where multiple brokers, with multiple execution groups, are each running
message flows that empty from a shared input queue. If one broker queue
manager fails, then the message flow can be automatically started on another
broker while maintaining the transactional integrity and original sequencing of the
messages on the shared queue.

The following examples demonstrate how these features can be applied:

1. [“Serialization of input between separate brokers on z/0S"]

2. [“Serialization of input between separate execution groups running on the samel
broker on z/OS” on page 104

3. [‘Serialization of input within an execution group on z/0S” on page 105|

Note the following;:

* In each of the first two examples there are two brokers configured, referred to as
MQO1BRK and MQO2BRK; the broker’s respective queue managers are called MQO1
and MQO2.

* The queue managers participate in the same queue sharing group. Each queue
manager has a shared queue INQueue.QSG that has been defined with a
disposition of QSG, and a local queue called INQueue

* The queue managers can be running in the same Logical Partition (LPAR) or
separate LPARs.

* The Coupling Facility shown in the following diagrams is a zSeries® component
that allows z/OS WebSphere MQ queue managers in the same system image, or
different system images, to share queues.

Serialization of input between separate brokers on z/OS: This example
demonstrates that only one input node at a time takes messages from a shared
queue when the same serialization token is used by message flows running on
separate brokers.

An identical message flow MyFlowA is deployed to an execution group called
MYGroupA on each broker. Note that the message flows do not have to be identical;
the significant point is that an identical serialization token is used in both flows.

The simple message flow in this example consists of an MQInput node connected to
an MQOutput node. The MQInput node in both message flows gets messages from the
shared queue INQueue.QSG; the node attribute Serialization Token is configured
as MyToken123ABC in both MQInput nodes.

The message flow property additional Instances takes the default value of zero
in both message flows, which ensures that input is serialized within the flow.
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A typical sequence of events for this example follows:

1.

The first broker MQO1BRK starts and runs message flow MyFTowA in execution
group MyGroupA. The input node MyInputNode connects to queue manager MQO1
using a serialization token MyToken123ABC. The input node successfully opens
shared queue INQUeue.QSG and gets input messages.

The second broker MQO2BRK starts and begins to run its copy of message flow
MyFlowA in execution group MyGroupA. The Input node MyInputNode attempts to
connect to queue manager MQO2 , also using a serialization token MyToken123ABC.

The following SDSF console message is logged:

BIP26561 MQO2BRK MyGroupA 17 UNABLE TO OPEN QUEUE
"INQueue.QSG' ON WEBSPHERE BUSINESS INTEGRATION QUEUE
MANAGER 'MQO2': COMPLETION CODE 2; REASON CODE 2271.

: ImbCommonInputNode(759) BECAUSE SERIALIZATION TOKEN
MyToken123ABC is already in use. NO USER ACTION REQUIRED.

Note that this message is output every 30 minutes.

Message flow MyFlowA in execution group MyGroupA running on broker MQO2BRK
is unable to process input because the serialization token it has passed is
already in use within the queue sharing group. This is indicated by the reason
code 2271 (MQRC_CONN_TAG_IN_USE) in message bip2623.

Broker MQO1BRK stops. Message flow MyFlowA in execution group MyGroupA in
broker MQO2BRK2 is now able to get messages from the shared queue
INQueue.QSG.

A sequence of SDSF console messages is logged, of which the following two are
relevant:

BIP20911 MQO2BRK MyGroupA 17 THE BROKER HAS
RECONNECTED TO WEBSPHERE BUSINESS INTEGRATION
SUCCESSFULLY : ImbCommonInputNode(785)

BIP91421 MQO1BRK © THE COMPONENT HAS STOPPED. :
ImbControlService(594)
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The preceding sequence of events also occurs should broker MQO1BRK fail, rather
than stop through a request from the operator, or if a new broker configuration is
deployed to MQO1BRK that deletes or modifies message flow MyF1owA.

This arrangement can also be used where the requirement is to migrate message
processing between brokers running in different z/OS system images that are
attached to the same Coupling Facility.

Serialization of input between separate execution groups running on the same
broker on z/OS: This example demonstrates that only one MQInput node at a time
is allowed to take messages from a shared queue when the same serialization
token is used by message flows running in separate execution groups on the same
broker.

An identical message flow MyFlowA is deployed to two execution groups called
MYGroupA and MYGroupB on broker MQO1BRK.

In this case it is not a requirement that the queue manager participates in a queue
sharing group. The input queue INQueue is defined as Tocal with disposition QMGR.

As in [“Serialization of input between separate brokers on z/0S” on page 102

* Note that the message flows do not have to be identical; the significant point is
that an identical serialization token is used in both flows.

* The simple message flow in this example consists of an MQInput node connected
to an MQOutput node. The MQInput node in both message flows gets messages
from the shared queue INQueue.QSG; the node attribute Serialization Token is
configured as MyToken123ABC in both MQInput nodes.

* The message flow property additional Instances takes the default value of zero
in both message flows, which ensures that input is serialized within the flow.

MQO1BRK
MyGroupA MyGroupB \
E 3 MyFlowA MyFlowB E ?
connect |nput input -/ connect
InQueue.QSG
MQo1

A typical sequence of events for this example follows:

1. Broker MQO1BRK starts and the first message flow to begin is MyFlowA in
execution group MyGroupA. The MQInput node MyInputNode connects to queue
manager MQO1 using the serialization token MyToken123ABC. The MQInput node
successfully opens shared queue INQUeue and gets input messages.

2. The second execution group MyGroupB starts and message flow MyFlowA in
execution group MyGroupB begins. The MQInput node MyInputNode now attempts
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to connect to queue manager MQO1 using serialization token MyToken123ABC. The
following SDSF console message is logged:

BIP26561 MQO1BRK MyGroupB 11 UNABLE TO OPEN QUEUE

"INQueue' ON WEBSPHERE BUSINESS INTEGRATION QUEUE

MANAGER 'MQO1': BECAUSE SERIALIZATION TOKEN

MyTokenl123ABC is already in use. NO USER ACTION REQUIRED
Message flow MyFlowA in execution group MyGroupB is unable to process input
because the serialization token it has passed is already in use within the queue
manager (by the MQInput node in message flow MyFlowA in execution group
MyGroupA). This is indicated by the reason code 2271 (MQRC_CONN_TAG_IN_USE) in
message bip2623.

3. The first execution group is deleted or cancelled.

If the first execution group is cancelled by the operator, abends, or is deleted
during a redeployment of the broker configuration, then the input node in the
second execution group is now able to get input messages from queue INQueue.

A sequence of SDSF console messages is logged, of which the following one is
relevant:
BIP20911 MQO1BRK MyGroupB 11 THE BROKER HAS

RECONNECTED TO WEBSPHERE BUSINESS INTEGRATION
SUCCESSFULLY : ImbCommonInputNode(785)

Message flow MyFlowA in execution group MyGroupB is now able to recover
processing of messages from the shared queue INQueue.QSG.

Note that, although serialization of input can be achieved in a similar manner by
configuring the input queue for exclusive input, this does not ensure message
integrity during a recovery situation. This can be achieved only through the use of
the serialization token as described in this example.

Serialization of input within an execution group on z/OS: To allow concurrent
processing within a message flow, while still serializing messages between message
flows in separate execution groups, the scope of the serialization token is restricted
within a single execution group.

MQO1BRK

/

MyGroupA \

E 3 MyFlowA MyFlowB E %

|nput

connect connect

InQueue.QSG
MQO1

This example demonstrates that the serialization token is restricted within a single
execution group running on a broker::
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* Two MQInput nodes in separate message flows (in this case MyFTlowA and MyF1owB
) are running within the same execution group MyGroupA. Both MQInput nodes
concurrently get messages from the shared input queue even though they are
using the same serialization token.

 If serialization is required within a single message flow then the message flow
attribute additional instances must be set to zero which is the default setting.
However, if greater throughput is required and serialization of input within the
flow is not important, you can set additional instances to a value greater than
zero.

* The use of the serialization token attribute on the MQInput node does not
serialize input between message flows operating within the same execution
group. However, setting the attribute has no adverse affect on the processing
within that execution group

* In this way it is possible to maximize throughput in a message flow on one
broker while still serializing input between brokers. This is useful where the
requirement is to have one or more brokers acting as an immediate standby,
should the currently active broker need to be stopped for servicing, or fail
unexpectedly.

Serialization token - user tasks on z/OS:

Configure shared input queues and define serialization tokens for message flows.
Configure a shared input queue for message flows

The broker makes use of WebSphere MQ queue-sharing groups on z/OS.

Queue managers that can access the same set of shared queues form a group called
a queue-sharing group (QSG) and they communicate with each other by means of
a coupling facility (CF) that stores the shared queues. A shared queue is a type of
local queue whose messages can be accessed by one or more queue managers that
are in a QSG.

To further enhance the availability of messages in a QSG, WebSphere MQ detects
if another queue manager in the group disconnects from the CF in an unusual way,
and completes pending units of work for that queue manager where possible; this
is known as peer recovery.

To understand more fully the concepts of shared-queues and queue-sharing

roups, see the Concepts and Planning Guide section of the [WebSphere MQ Version 6|
information center online] or the WebSphere MQ Version 5.3 book on the
WebSphere MQ library Web page| and perform the following steps:

* Add a QSG to the DB2 tables
* Add a queue manager to a QSG

* Create the shared queue as a member of the QSG
Define a serialization token

Define the same value for the serialization token attribute for each MQInput node
that is required to access the shared queue.

For the situations described in the preceding text to work you must:

* Ensure that the Coupling Facility Structure is at CFLEVEL(3) or above, and that
you set RECOVER=YES.
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If you do not do this, when an MQInput node attempts to get a message from
the shared queue, the action fails with the WebSphere MQ return code BIP2048
(MQRC_PERSISTENT_NOT_ALLOWED)

* Set the Backout Threshold for the shared queue to at least 2.

This value prevents input messages that are in progress being sent to the Dead
Letter Queue because, during recovery, a message is restored to the input queue
before another broker is able to get it and resume processing.

Customizing UNIX System Services on z/OS

This is part of the larger task of customizing your z/OS environment.

WebSphere Event Broker requires the setup of some UNIX System Services system
parameters. You can use the SETOMVS operator command for dynamic changes or
the BPXPRMxx PARMLIB member for permanent changes. See the z/OS UNIX

System Services Planning manual for more information.

Use the D OMVS,0 command to display your current OMVS options.

Do not include the broker addresses if you use the IEFUSI exit to limit the region
size of OMVS address spaces.

Set the UNIX System Services parameters shown in the following table.

single process can have
active. Depends on the
definitions of message flows.

Description Parameter Value

The maximum core dump MAXCORESIZE 2 147 483 647

file size (in bytes) that a

process can create. Allow an

unlimited size.

The CPU time (in seconds) | MAXCPUTIME 2 147 483 647

that a process is allowed to

use. Allow an unlimited CPU

time.

The address space region MAXASSIZE > 1073 741 824

size. Set to the size of the

biggest address space. A minimum value of 393 216
000 bytes is required.

Specifies the maximum MAXTHREADS The value of MAXTHREADS

number of threads that a MAXTHREADTASKS and MAXTHREADTASKS

depends on your application.
To calculate the value needed
for each message flow:

1. Multiply the number of
input nodes by the
number of instances
(additional threads +1).

2. Sum the values of all
message flows, then add
10 to the sum.

3. Add to the sum the

number of threads used
for each HTTP listener.
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Deploying a message flow that starts an execution group in a new address space
uses USS Semaphore and SharedMemorySegment resources. Each new address
space uses a semaphore and SharedMemorySegment. The SharedMemorySegment
is deleted immediately after the new address space has started, but the semaphore
remains for the life of the new address space.

Certain USS system parameters can affect the start of a new execution group
address-space, if you set them incorrectly. These parameters include:

» IPCSEMNIDS
e IPCSHMNIDS
* IPCSHMNSEGS

You need a minimum of three semaphores for each execution group address-space
that is started.

You must set IPCSEMNIDS to a value four times the number of potential execution
group address-spaces on a system.

You need one SharedMemorySegment for each execution group address-space that
is started. You must set IPCSEMNIDS to a value that exceeds the number of
potential execution group address-spaces on a system.

A control address space (BIPSERVICE and BIPBROKER processes) can be attached
to many SharedMemorySegments - potentially, one for each execution group
address-space started for that broker. You must set IPCSHMNSEGS to a value that
exceeds the potential number of execution groups for each broker.

Ensuring sufficient space for temporary files

The environment variable TMPDIR is the path name of the directory being used
for temporary files. If it is not set, the z/OS shell uses /tmp.

When starting WebSphere Event Broker components, sufficient space is required in
the directory referenced by TMPDIR. In particular, Java needs sufficient space to
hold all JAR files required by WebSphere Event Broker.

If you do not allocate sufficient space, the execution group address-spaces abends
with a 2C1 code.

Allow at least 50 MB of space in this directory for broker components and 10 MB
of space for Configuration Manager components. More space might be needed if
you deploy large user-defined nodes or other JAR files to the broker component.

Defining WebSphere Event Broker files as shared-library programs

If you plan to deploy to more than one execution group on z/QOS, the amount of
storage required by the execution group address-spaces can be reduced by setting
the shared-library extended attribute on the following WebSphere Event Broker
files:

Jusr/1pp/mgsi/bin/*

Jusr/Tpp/mqsi/1i1/*

/usr/1pp/mqsi/1ib/*

Jusr/1pp/mgsi/1ib/whirf/

/usr/1pp/mgsi/Tib/wbimb/*

/usr/1pp/mqsi/1ib/whieb/*
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To set the shared-library attribute, use the extattr command with the +1 option. For
example:

extattr +1 /usr/lpp/mgsi/bin/*

To find out if the shared-library extended attribute has been set, use the 1s -E
command. For example, use the command 1s -E bipimain to generate the
following response:

-rwxr-x--- a-1- 1 USER GROUP 139264 Mar 15 10:05 bipimain

where 1 (lowercase L, as in a-1-) shows that the program is enabled to run in a
shared address space.

Use the following command to check that you have enough SHRLIBRGNSIZE to
contain all of the shared-library programs that are to be used on the system:

/D OMVS,LIMITS
DB2 planning on z/OS

This is part of the larger task of customizing your z/OS environment and is
relevant only to the broker component. The Configuration Manager and User
Name Server do not require access to DB2.

WebSphere Event Broker for z/OS accesses DB2 tables using ODBC. To connect to
DB2 using ODBC, the location name of the DB2 subsystem is used.

See the DB2 UDB for OS5/390 and z/OS V7 Data Sharing: Planning and Administration
manual for more details.

You need to give certain user IDs access to DB2 resources and these are
summarized below:

* DB2 systems administrator
1. Create database, storage groups and table spaces (BIPCRDB).
2. Drop database (BIPDLDB)

* Administrator for the broker database (DBA). This should be the WebSphere
Event Broker administrator.

1. Create tables and indexes (BIPCRBK)
2. Create tables, drop tables and create indexes (BIPMGCMP)
* Broker started task user Id:
1. SQL to select, insert, and delete rows from the broker database tables, and
select from DB2 system tables.
* WebSphere Event Broker administrator and other users

1. SQL to select, insert, and delete rows from the broker database tables, and
select from DB2 system tables.

When your DB2 system starts up there should be a message DSNLOO4I DDF START
COMPLETE. The location name is displayed just after this message. When you
customize a broker component on z/OS you create a dsnaoini file called BIPDSNAO
in the broker PDSE. It contains necessary information to establish the ODBC
connection.

See the DB2 UDB for OS/390 and z/OS V7 ODBC Guide and Reference manual for
more details.
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You should avoid using a data source name that is the same as the subsystem ID
or data sharing ID. If the same name is used, this might affect the granularity of
directives on connection with the database.

If you choose to use the same value for the data source name and subsystem ID,
you must edit BIPDSNAO in the broker PDSE so that the Datasource and Subsystem
keywords are in one section.

See the DB2 UDB for OS/390 and z/OS V7 ODBC Guide and Reference manual for
more information on customizing this file.

During customization you can specify which plan name to use, or use the default
DSNACLI. If you want your broker to access DB2 data-sharing groups other than its
own, the DSNACLI plan must be bound in a special way. Check the wildcard
location is specified by using SPUFI and issuing the following command:

select * from SYSIBM.SYSPACKLIST where planname ='DSNACLI';
You should rebind if the location column is blank and not '*".
You should also check that DSNACLI is in the SYSIBM.SYSPLAN table.

You will get significant performance benefits from using the CACHE DYNAMIC SQL
facility of DB2, because this eliminates the need to reprocess DB2 statements.

See CACHEDYN=YES in the [DB2 V7 library (z/OS)|

If your user database is configured to use a comma as a decimal separator using
the DSNHDECP module, you will find there is a restriction. If there is a mismatch
between DB2 and the locale settings of the user ID under which the broker runs
(specifically LC_NUMERIC), your user database updates can be unpredictable.
LC_NUMERIC is set through the LC_ALL setting in the BIPBPROF member, and therefore
the environment file. The following list details the four possibilities:

 If DB2 is configured to use a period as a decimal point and LC_NUMERIC is set to
a value that indicates a period decimal point; user database updates should
work correctly.

* If DB2 is configured to use a comma as a decimal point and LC_NUMERIC is set to
a value that indicates a comma decimal point; user database updates should
work correctly.

 If DB2 is configured to use a period as a decimal point and LC_NUMERIC is set to
a value that indicates a comma decimal point; user database updates can lead to
unpredictable behavior.

» If DB2 is configured to use a comma as a decimal point and LC_NUMERIC is set to
a value that indicates a period decimal point; user database updates can lead to
unpredictable behavior.

You can use the DB2 security mechanism, or if on z/OS 1.5 and DB2 Version 8 use
an external security manager, for example, RACE.

DB2 security mechanism
The most practical way of managing access to a broker’s DB2 resources is to define

two RACF groups and connect users to these groups. For example, RACF groups
MQP1ADM and MQP1USR are defined for broker MQP1BRK as follows:

* For group MQP1ADM
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1. Grant this group DBADM authority for the broker database.

2. Typically owned by the WebSphere Event Broker administrator; user Ids
must be added to this group who need to submit BIPCRBK to create a broker,
or BIPMGCMP to migrate a broker.

* For group MQP1USR

1. Give this group access to manipulate rows in the broker tables and allow
select access to DB2 system tables. For example:

GRANT DELETE, INSERT, SELECT,
ON TABLE

DB2_TABLE_OWNER.
,DB2_TABLE_OMWNER.
,DB2_TABLE_OMWNER.
,DB2_TABLE_OMWNER.
,DB2_TABLE_OMWNER.
,DB2_TABLE_OMWNER.
,DB2_TABLE_OMWNER.
,DB2_TABLE_OMWNER.
,DB2_TABLE_OMWNER.
,DB2_TABLE_OMWNER.
,DB2_TABLE_OWNER.
,DB2_TABLE_OMWNER.
,DB2_TABLE_OMWNER.
,DB2_TABLE_OMWNER.
,DB2_TABLE_OMWNER.
,DB2_TABLE_OMWNER.
,DB2_TABLE_OMWNER.
,DB2_TABLE_OMWNER.
,DB2_TABLE_OMWNER.
,DB2_TABLE_OMWNER.
,DB2_TABLE_OMWNER.

TO MQP1USR;

GRANT SELECT
ON TABLE

UPDATE

BSUBSCRIPTIONS
BPUBLISHERS
BCLIENTUSER
BTOPOLOGY
BNBRCONNECTIONS
BRETAINEDPUBS
BACLENTRIES
BMQPSTOPOLOGY
BUSERNAME
BGROUPNAME
BUSERMEMBERSHIP
BROKERAA
BROKERAAEG
BROKERRESOURCES
BRMINFO
BRMRTDINFO
BRMRTDDEPINFO
BRMWFDINFO
BRMPHYSICALRES
BAGGREGATE
BMULTICASTTOPICS

SYSIBM.SYSTABLES
,SYSIBM.SYSSYNONYMS
,SYSIBM.SYSDATABASE

TO MQP1USR;

If a message flow issues a CALL statement to invoke a stored procedure, add
select access to the following DB2 system tables:

GRANT SELECT
ON TABLE

SYSIBM.SYSROUTINES

»SYSIBM. SYSPARMS
TO MQP1USR;

3. Connect the broker started task user Id and the WebSphere Event Broker
administrator to this group, and connect any other users who might need
access to the tables, for example those submitting BIPRELG to run the

mgsireadlog| command.

Note the following;:

* When accessing DB2 resources, you specify a CURRENT SQLID as a DB2 command,

or through the BIPDSNAO member.

If this Id is a group, then DB2 checks to see if your user Id is connected to this
group, and if it is, you inherit the access from the group; if the user Id is not in
the group, you get SQL code -551.

If your Id is in multiple groups, then the highest authorities are used.

* For BIPCRDB and BIPDLDB the CURRENT SQLID is specified as a command in the
JCL. For all other JCL it is specified in BIPDSNAO.
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* If you do not use groups to define permissions, but use a specific user Id to
define the permissions to individual user Ids, then, if the granting user Id is
removed from DB2 any permissions that it gave are also removed. This can
prevent other users working.

* When the BIPDLDB job drops the broker DB2 database, it also deletes any Image
Copy references to itself that you currently have. If you restore the broker in
future you need to reinstate the Image Copy references.

If this Id is a group, then DB2 checks to see if your user Id is connected to this
group, and if it is, you inherit the access from the group; if the user Id is not in the
group, you get SQL code -551. If your Id is in multiple groups, then the highest
authorities are used.

If you do not use groups to define permissions, but use a specific user ID to define
the permissions to individual user Ids, then, if the granting user Id is removed
from DB2 any permissions that it gave are also removed. This can prevent other
users working.

See [“z/0S JCL variables” on page 438| for further information on the WebSphere
Event Broker for z/OS jobs that are supplied.

WebSphere MQ planning for z/0S

This is part of the larger task of customizing your z/OS environment.

You are required to have a separate WebSphere MQ queue manager for each
broker, User Name Server (although you would typically have only one User
Name Server in your environment), and Configuration Manager. A broker, User
Name Server, and Configuration Manager however, can share the same queue
manager. All WebSphere Event Broker for z/OS system queues are defined during
customization.

Your queue manager needs a dead-letter queue. Check this by using the
WebSphere MQ command:

+cpf DIS QMGR DEADQ

Check the queue exists by using the command:
+cpf DIS QL(name) STGCLASS

Then use the:
+cpf DIS STGCLASS(...)

to check the STGCLASS value is valid. If the queue manager does not have a valid
dead-letter queue, you must define one.

Set up your channel initiator to use distributed queuing. You need channels
between the z/OS queue manager and the queue manager of your Configuration
Manager (if not on z/OS). If you are using Publish/Subscribe security, you also
need access to the queue manager used by the User Name Server, which can be on
z/0S or on another platform. You should be able to successfully start channels
between the various queue managers before you can test that the broker is
working. When configuring the transmission queues between the brokers on z/OS
and the Configuration Manager, ensure you set the maximum message size of the
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queues to 100 MB. This allows large reply messages concerning deployment to be
returned to the Configuration Manager. See [“Creating a domain connection” on|

for details.

Creating and deleting components on z/OS requires the command server on the
WebSphere MQ queue manager to be started, which is normally done
automatically (refer to the WebSphere MQ for z/OS System Administration Guide for
more details).

This requires a reply-to queue based on SYSTEM.COMMAND.REPLY.MODEL; by
default, this model queue is defined as permanent dynamic. However, if you leave
the queue defined in this way, each time you run a create or delete component
command these reply-to queues remain defined to the queue manager. To avoid
this you can set the SYSTEM.COMMAND.REPLY.MODEL queue as temporary
dynamic.

Resource Recovery Service planning on z/OS

This is part of the larger task of customizing your z/OS environment.

WebSphere Event Broker for z/OS uses Resource Recovery Service (RRS) to
coordinate changes to WebSphere MQ and DB2 resources. Ensure it is configured
and active on your system, because your broker cannot connect to DB2 unless RRS
is active.

Refer to the following manuals for detailed information about RRS: z/OS VIR5.0
MVS Setting Up a Sysplex and z/OS V1R5.0 MVS Programming: Resource Recovery
SA22-7616.

Defining the started tasks to z/0S Workload Manager (WLM)

This is part of the larger task of customizing your z/OS environment.

If you are running z/OS in Workload mode, change the classification rules to add
the started task names of the brokers, User Name Server, and Configuration
Manager to the Started Task Control (STC) subsystem types, for example MQP1BRK,
MQP1UNS, and MQP1CMGR to the OMVS subsystem types.

If you are running in compatibility mode, add the broker and User Name Server
address spaces to the IEAICSxx member in SYS1.PARMLIB. For example, for a
broker MQP1BRK, use the commands:

SUBSYS=STC
TRXNAME=MQP1BRK,PGN=35,RPGN=2010
SUBSYS=0MVS

TRXNAME=MQP1BRK% (1) ,PGN=35,RPGN=2011
../* Broker address spaces*/

The %(1) represents jobs beginning with MQP1BRK with one character following it.
Define the priority of the broker lower than DB2 and WebSphere MQ.

Automatic Restart Manager planning
This is part of the larger task of customizing your z/OS environment.
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WebSphere Event Broker for z/OS allows you to register a component to the
Automatic Restart Manager (ARM).

When customizing a component, you register it with ARM by editing the following
environment variables in the component’s profile:

Description Name

Switch that determines whether ARM will MQSI_USE_ARM
be used (YES or NO).

ARM element name MQSI_ARM_ELEMENTNAME
ARM element type MQSI_ARM_ELEMENTTYPE

By default components do not register to ARM; the initial setting is
MQSI_USE_ARM=NO. You can override this by setting MQSI_USE_ARM=YES and providing
an ARM element name and type.

MQSI_ARM_ELEMENTNAME must be a maximum of 8 characters in length, because
WebSphere Event Broker adds a prefix of SYSWMQI. For example, if you supply the
value MQP1BRK to ARM_ELEMENTNAME, the element you define in your ARM policy is
SYSWMQI_MQP1BRK.

To enable automatic restart you must also:

* Set up an ARM couple data set.

* Define the automatic restart actions that you want z/OS to perform in an ARM
policy.

* Start the ARM policy.

The following manuals provide detailed information about ARM couple data sets,
including samples:

* z/OS MVS Programming: Sysplex Services Guide
* z/OS MVS Programming: Sysplex Services Reference
* z/OS MVS Setting up a Sysplex

Mounting file systems
For directories such as ++HOME++, ++COMPONENTDIRECTORY++, and ++INSTALL++ you
must either create a directory, or mount a file system of this name, before using the

directory.

To create a directory in an already mounted file system use the mkdir command.
For example:

mkdir -p /mgsi/brokers/MQP1BRK

To mount a new file system, follow the instructions given in the z/OS UNIX System
Services Planning manual.

From USS, use the following instruction:
mkdir -p /mgsi/brokers/MQP1BRK

From TSO, use the following instructions:
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ALLOCATE DATASET('MQSI.BROKER.MQP1BRK') DSNTYPE(HFS) SPACE(5,5) DIR(1) CYL

FREE DATASET('MQSI.BROKER.MQP1BRK')

MOUNT FILESYSTEM('MQSI.BROKER.MQP1BRK') TYPE(HFS)
MOUNTPOINT('/mqsi/brokers/MQP1BRK")

Note that the preceding ALLOCATE command is an example; the dataset should be
allocated the correct amount of storage as described in [‘Disk space requirements|
fon z/OS” on page 433

Checking the permission of the installation directory

This is part of the larger task of customizing your z/OS environment.

You must ensure that the appropriate user IDs, for example, the WebSphere Event
Broker Administrator and any component Started Task user IDs have READ and
EXECUTE permission to the WebSphere Event Broker installation directory.

You are recommended to set these permissions using the group access control.
1. Display the permissions on the installation directory using the 1s command.
1s -1 /usr/1pp/mgsi
This command displays lines similar to the following:
drwxr-xr-x 2 TSOUSER MQM 8192 Jun 17 09:54 bin

In this example, MQM is the group associated with the directory. Those user
IDs requiring permission to the directory must be a member of this group.

This example also shows the permissions defined for the directory. User
TSOUSER has rwx (READ, WRITE and EXECUTE), group MOM has rx, and any
other user ID has rx.

2. Ensure that the user IDs requiring permission have a group that matches that
of the installation directory. Use the following command, where userid is the
ID you want to check:

id <userid>

3. If the installation directory does not have a valid group, use the command
chgrp to set the group of the directory:

chgrp -R <group> <pathname>

For example:
chgrp -R MQSI /usr/1pp/mgsi

You have to be the owner of the group or have superuser authority to use this
command.

4. If the installation directory does not have the correct permissions for the group
(READ / EXECUTE), use the command chmod to change the permissions:

chmod -R g=rx <pathname>

For example:
chmod -R g=rx /usr/lpp/mgsi

Customizing the version of Java on z/0S

How you check the version of Java in your enterprise, and how you change the
version, if necessary.

This task is part of the larger task of customizing your z/OS environment.
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WebSphere Event Broker supports two versions of Java, version 1.4.2 and version
Java 5(SR2). (Version 5 is also known as Java 1.5.) You can customize your
environment to use either version.

1. Enter the following command from an OMVS window to check the current
version of Java:
java -fullversion

You receive a response similar to the following:

java version "1.4.2"

Java(TM) 2 Runtime Environment, Standard Edition (build 1.4.2)

Classic VM (build 1.4.2 J2RE 1.4.2 IBM z/0S Persistent Reusable VM build cml142-20040917
(JIT enabled: jitc))

The response in this example confirms that Java 1.4.2 is the current version.
which is the minimum required level for this platform.

2. If you want to set, or change, the current Java version, edit JAVAHOME in the
profile for the component (BIPBPROF for a broker, BIPUPROF for a User Name
Server, BIPCPROF for a Configuration Manager).

Because the version of Java used is defined in the component profile, you can
specify a different version for each component.

For further details about component profiles, see [“Creating WebSphere Event]
[Broker components on z/OS” on page 117

3. Run BIPGEN to incorporate any changes that you make.
4. Restart the component to pick up changes to the ENVFILE.

Checking APF attributes of bipimain on z/OS

This is part of the larger task of setting up your z/OS environment.

Use the extattr command to display the attributes of the object bipimain. For
example:

extattr /usr/1pp/mgsi/bin/bipimain

It should show APF authorized = YES. If it does not, use extattr +a bipimain to
set this attribute. For example:

extattr +a /usr/lpp/mgsi/bin/bipimain

Note that you need the appropriate authorization to issue this command.
Collecting broker statistics on z/0S

If you need to write broker statistics to SMF, you need to have the library
<HLQ>.SBIPAUTH in your STEPLIB.

This library and all the libraries in the STEPLIB concatenation need to be APF
authorized.

You can use the [‘mgsichangeflowstats command” on page 286 with 0=SMF for this
purpose.
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Configuring an execution group address space as
non-swappable on z/OS

Because broker execution groups run as processes in UNIX System Services they
cannot be set as NOSWAP in the PPT.

Instead, you can set the following environment variables in the broker
environment file so that some, or all, of the address spaces of the broker execution
groups request that they become non-swappable by the system; see
fenvironment file” on page 132|for further information on adding an environment
variable to a broker.

MQSI_NOSWAP=yes

sets the address spaces of all the execution groups to be non-swappable.
MQSI_NOSWAP_egname=yes

issues a request to the system, for each execution group labelled egname, that the
address space be set as non-swappable.

MQSI_NOSWAP_uuid=yes

issues a request to the system, for each execution group with the UUID labelled
uuid, that the address space be set as non-swappable.

In order for the above requests to succeed, the broker’s started task ID needs READ
access to the BPX.STOR.SWAP facility class through their external security manager,
for example, RACF.

When an application makes an address space non-swappable, it can cause
additional real storage in the system to be converted to preferred storage. Because
preferred storage cannot be configured offline, using this service can reduce the
installation’s ability to re-configure storage in the future.

Creating WebSphere Event Broker components on z/OS

This topic provides an overview of how to create WebSphere Event Broker
components on z/OS.

Before you start

Before starting this task, you must have installed:
* WebSphere MQ for z/OS, with the optional JMS feature applied; for example,
mounted at /usr/Tpp/mgm.

* WebSphere Event Broker for z/OS, with a broker file system mounted; for
example, /usr/1pp/mgsi.

If you want to connect a Message Brokers Toolkit directly to the Configuration
Manager on z/0OS, you must install the optional WebSphere MQ Client Attach
feature.

If you do not have the WebSphere MQ Client Attach feature installed, you can
connect the Message Brokers Toolkit through an intermediate queue manager.

You should also read through all the sub topics in the [’Customizing the z/OS|
fenvironment” on page 96| section, and follow the guidance within those topics.
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1. Determine the customization information for your environment. The following
list of topics contains tables of information that needs to be gathered before you
can proceed with creating a broker domain on z/OS. Complete the information
that your enterprise requires.

If necessary, discuss the requirements with your system, DB2, and
WebSphere MQ administrators.

e Broker:

- [“Installation information - broker and User Name Server” on page 127

— [“DB2 information” on page 128|

— [“Component information - broker” on page 128§|

* Configuration Manager:

— [“Installation information - Configuration Manager” on page 141

- [“Component information - Configuration Manager” on page 142

e User Name Server:

— [“Installation information - broker and User Name Server” on page 127]

- [“Component information - User Name Server” on page 151]

2. Set up security for the started task user IDs. Start with [“Setting up z/OS)|
lsecurity” on page 34,

3. Plan your DB2 requirements. Start with |'DB2 planning on z/OS” on page 109

4. Create the broker by carrying out the tasks listed in [“Creating a broker on|
[z/OS” on page 127/ Start with [“Creating the broker PDSE” on page 129|

5. Create the Configuration Manager by carrying out the tasks listed in |”Creatin§|

a Configuration Manager on z/0S” on page 141Start with |”Creating thgl

Configuration Manager PDSE” on page 142

a. Set up the connections between the Message Brokers Toolkit and the
Configuration Manager.

* If you are using the WebSphere MQ Client Attach feature, see
[‘Connecting directly to a Configuration Manager on z/0S."]

* If you are connecting through an intermediate queue manager; see
“Connecting to a z/OS Configuration Manager through an intermediate
queue manager” on page 119

6. Optionally, create the User Name Server by carrying out the tasks listed in

“Creating a User Name Server on z/OS” on page 150Start with
User Name Server PDSE” on page 151

Connecting directly to a Configuration Manager on z/OS
You can create a direct connection to a Configuration Manager in several ways.

You can connect from:
* The Message Brokers Toolkit.
* A Configuration Manager Proxy (CMP) application.

* One of the WebSphere Event Broker commands used for the Configuration
Manager; for example, mqsicreateexecutiongroup.

All of these options connect over a WebSphere MQ server-connection channel. The
default name for this is SYSTEM.BKR.CONFIG, but you can use another value. You
can connect directly to this channel only if you have the optional WebSphere MQ
Client Attach feature installed.
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Alternatively, you can connect through an intermediate queue manager; see
“Connecting to a z/OS Configuration Manager through an intermediate queue]

manager. ”|

Before you start

Before starting this task, you must have set up your system components, as
described in [“Creating WebSphere Event Broker components on z/OS” on page|
117,

Set up the connections between the Message Brokers Toolkit and the Configuration
Manager by carrying out the following tasks:

1. Verify that your queue manager and channel initiator are running and that the
channel initiator is listening on the appropriate port.

For more information see your WebSphere MQ documentation.

2. Ensure that your Configuration Manager is running; see [‘Starting and stopping]
la Configuration Manager on z/0OS” on page 236,

3. Ensure that your user ID has been given the appropriate authorization on the
z/0OS Configuration Manager.

In SDSEF, grant FULL domain access to user ID testl. For all machines enter:
'/F WMQxCFG,CA U=testl,A=YES,P=YES,X=F'

To grant access to a specific machine for user testl, enter:
'/F WMQxCFG,CA U=testl,M=mymachine,P=YES,X=F'

4. Create a new domain connection; see [“Creating a domain connection” on page]
188.

Connecting to a z/OS Configuration Manager through an
intermediate queue manager

Connect a Message Brokers Toolkit to a z/OS Configuration Manager without the
need for the WebSphere MQ Client Attach feature.

You must use an intermediate queue manager on another platform, for example,
Windows, to make this connection.

When carrying out this task, see your WebSphere MQ documentation for more
information.

Before you start

Before starting this task, you must have set up your system components as
described in [“Creating WebSphere Event Broker components on z/OS” on page]
-117.

1. Set up the connections between the Message Brokers Toolkit and the
Configuration Manager by carrying out the following tasks:

a. Verify that your queue manager and channel initiator are running and that
the channel initiator is listening on the appropriate port.

For more information, see your WebSphere MQ documentation.

b. Ensure that your user ID has been given the appropriate authorization on
the z/OS Configuration Manager.

In SDSE, grant FULL domain access to user Id testl. For all machines enter:
'/F WMQxCFG CA U=testl,A=YES,P=YES,X=F'
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To grant access to a specific machine for user testl, enter:
'/F WMQxCFG CA U=testl,M=mymachine,P=YES,X=F'
2. Connect the intermediate queue manager to the z/OS queue manager using

WebSphere MQ channels and a transmission queue. The connection must be
bidirectional.

3. Ensure that you have started all the channels.

4. Create a server connection on the Windows queue manager. The default name
for this connection is SYSTEM.BKR.CONFIG, but you can use another value for the
WebSphere Event Broker client connection. The Message Brokers Toolkit
connects to a server connection of this name on the identified queue manager.

5. Start the Configuration Manager on z/OS; see [“Starting and stopping al
[Configuration Manager on z/0S” on page 236

6. Start the Message Brokers Toolkit on Linux on x86 or Windows.

7. Create a new domain connection; see [“Creating a domain connection” on page]
iss)

8. Enter the following connection parameters for the domain connection:

hostname = (intermediate machine name, for example, localhost)
port = (listener port for intermediate queue manager, for example, 1414)
queue manager = (z/0S queue manager, for example, MQO5)

9. Right click Domain and select Connect to connect the Message Brokers Toolkit
to the z/OS Configuration Manager.

WebSphere Event Broker and WebSphere MQ setup
verification

Whenever a component (that is a broker, User Name Server, or Configuration
Manager) starts, a basic component verification runs automatically. This
verification checks:

* Basic WebSphere MQ information
* DB2 information

* Registry information

* Setup verification

If an error is found the component does not start. All output from the verification
step is written to the component’s JOBLOG.

You also need to validate that the entire WebSphere Event Broker system you
installed is running correctly; that is, there are no errors in the system and that the
system is performing as expected. This is especially important where you are
installing WebSphere Event Broker for the first time.

You should download and review WebSphere Event Broker SupportPac IP13.

This SupportPac provides:

* Tools to help test WebSphere Event Broker flows running on z/OS. These tools
provide:

— Put and get user messages
— Measurement of the elapsed time
— CPU time used to process the messages

— Recommendations on the environment configuration.
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Recommendations on designing flows for evaluation, to reduce the need for
applications outside of the WebSphere Event Broker environment.

WebSphere Event Broker flows, which allow you to compare the throughput you
achieve in your environment with that achieved at IBM. Using the tools
supplied in WebSphere Event Broker SupportPac IP13 can give suggestions as to
why the results might be different.

Select the following link to access WebSphere Event Broker SupportPac IP13 -

Configuring broker domain components

Create and configure the components that you want on the operating system of
your choice.

Before you start:

Ensure that the following requirements are met:

Your user ID has the correct authorizations to perform the task. The
authorizations are defined in [‘Security requirements for administrative tasks” onl|
_ae 477,

NI On Windows: you have created a new user ID, the service user ID.
This ID is specified during component creation and is used to run the
component (the Configuration Manager, broker, and User Name Server). For
more information about user ID authorization and creation, refer to [“Plannin
[for security when you install WebSphere Event Broker” on page 14/

You have initialized the command environment on distributed systems; see
[Setting up a command environment}

To create, modify, or delete a WebSphere Event Broker component:

1.

2.

Select the task for the component and action that you require from the list of
tasks in this topic.
Select the operating system that you require from within the task.

Alternatively:

1.

2.
3.

In the information center’s table of contents, select the top-level container for

the component and the action that you require (for example,
[Configuration Manager” on page 136).

Expand the container.
Select the operating system that you require from the list of topics.

On Windows, you can create, modify, and delete physical components using

[Command Assistant wizard]|

If you require a default broker domain configuration on Linux or Windows, you
can use the Default Configuration wizard. The Default Configuration wizard

Broker and run the supplied samples. For more information, see

creates all the components that you need to start exploring WebSphere Event
—

[Default Configuration wizard” on page 160.

When you have created your physical components, you can configure the broker
domain either by using the workbench, or programmatically by using the
Configuration Manager Proxy Java APL
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The following set of tasks describes how to create and configure component
databases, and how to create, modify, and delete the physical broker domain
components and associated resources by using the command line. For information

on using the Configuration Manager Proxy Java API, see [Developing applications|
sing the CM

This collection of tasks uses specific resource names and user IDs. These names are
examples only; you can use your own names. Follow existing naming conventions
for WebSphere MQ and other resources.

+ |“Configuring broker databases” on page 68|

* [“Creating a broker”]

* |“Adding an execution group to a broker using the command line” on page 134|

[“Adding an execution group to a broker on z/OS” on page 135

+ |“Creating a Configuration Manager” on page 136|

* |“Enabling a User Name Server” on page 145|

+ [“Creating a User Name Server” on page 146|

+ |“Using the Default Configuration wizard” on page 160)

+ |“Using the Command Assistant wizard” on page 162

+ [“Verifying components” on page 164|

+ [“Connecting components” on page 164|

* [“Tuning the broker” on page 167

+ ["“Modifying a broker” on page 172

* |["“Modifying a Configuration Manager” on page 175

+ ["Modifying a User Name Server” on page 178|
+ “Moving from WebSphere Event Broker on a distributed platform to z/0OS” on|

[page 180|

* [“Deleting a broker” on page 181

+ |["Deleting an execution group from a broker using the command line” on page
181

* |“Deleting a Configuration Manager” on page 183]

+ |“Disabling a User Name Server” on page 185|

* ["Deleting a User Name Server” on page 185

Creating a broker

You can create brokers on every platform that is supported by WebSphere Event

Broker. The broker runs as a 32-bit application on all platforms except HP-UX on
Itanium, even if you subsequently create 64-bit execution groups on a broker that
can support them.

Before you start:

Complete the following tasks:

* Ensure that your user ID has the correct authorizations to perform the task.
Refer to [“Security requirements for administrative tasks” on page 477 |

¢ On distributed systems, you must set up your command-line environment
before creating a broker, by running the product profile or console; refer to
[Setting up a command environment}

* On z/0S, you must create and start the queue manager for this broker before
you create the component.
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* You must create the broker database before you create the broker; the tables in
which the broker stores its internal data are created automatically when you
create the first broker to use that database. Subsequent brokers that you create
specifying the same database and database user ID share these tables; the rows
within the tables are qualified by a unique identifier (UUID) for each broker.

Although you can install different versions of the product on a single computer,

you must ensure that brokers that share a database are at the same version (and
are migrated at the same time, if appropriate).

Create a broker by using the command line on the computer on which you have
installed the broker component. On Windows and Linux on x86, you can
alternatively use the Command Assistant in the Message Brokers Toolkit to
complete this task.

* You must give the broker a name that is unique within the broker domain.
Broker names are case-sensitive on all supported platforms, except Windows.
You must also ensure that the broker name is unique on a single computer, if
you have created multiple domains on that computer.

* You must associate each broker with its own dedicated WebSphere MQ queue
manager.

To create a broker, follow the link for the appropriate platform.
+ [Linux and UNIX]|

* Window
* [2/08

Using WebSphere MQ trusted applications

Before you start:

You must complete the following tasks:

* Ensure that your user ID is a member of the mgqm group. On HP-UX and
Solaris, specify the user ID mqm as the service user ID when you create the
broker. On Windows, use any service user ID that is a member of mqm. Refer to
[‘Security requirements for administrative tasks” on page 477

* Review the restrictions that WebSphere MQ places on trusted applications that
apply to your environment. See the section "Connection to a queue manager
using the MQCONNX call” in the WebSphere MQ Application Programming Guide,
available on the [WebSphere MQ library Web page]

You can configure a broker to run as a trusted (fastpath) application on all
supported platforms, with the exception of z/OS where the option is not
applicable. If the broker is configured as a trusted application, it runs in the same
process as the WebSphere MQ queue manager agent, and all broker processes
benefit from an improvement in the overall system performance.

A broker does not run as a trusted application by default; you either create a
trusted application using the [“mgsicreatebroker command” on page 322} or
modify an existing broker using the [“mgsichangebroker command” on page 272

Configuring a broker as a trusted application does not affect the operation of
WebSphere MQ channel agents or listeners. For more information about running
these as trusted applications, see the section "Running channels and listeners as
trusted applications” in WebSphere MQ Intercommunication, available on the
[WebSphere MQ library Web pagel
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Take care when deploying user-defined nodes or parsers. Because a trusted
application (the broker) runs in the same operating system process as the queue
manager, a user-defined node or parser might compromise the integrity of the
queue manager. Consider fully the restrictions that apply to your environment and
test user-defined nodes and parsers in a non-trusted environment before deploying
them in a trusted broker.

You can either configure a new broker to run as a trusted application, or modify an

existing broker.

* To configure a new broker, on a command line run the mqsicreatebroker
command with the -t flag, which specifies that the broker is created as a trusted
application.

For example, enter the following command to create a broker called
WBRK_BROKER as a trusted application:

mgsicreatebroker WBRK_BROKER -i wbrkuid -a wbhrkpw

-q WBRK_QM -n WBRKBKDB -u wbrkuid -p wbrkpw -t

Refer to [“Creating a broker” on page 122| for more detailed information about
how to create a broker for your platform.

* To modify an existing broker:
1. Run the mgqsistop command on the command line to stop the broker.

2. Run the mgsichangebroker command with the -t flag. For example, enter the
following command to modify a broker called WBRK_BROKER to run as a
trusted application:
mgsichangebroker WBRK _BROKER -t
You might need to change the service user ID and password if you did not
originally create the broker to use an appropriate service user ID.

Refer to [“Modifying a broker” on page 172| for more detailed information on
how to modify a broker for your platform.

3. Restart the broker using the mqsistart command. The broker restarts with
fastpath set.

Creating a broker on Linux and UNIX systems

On Linux and UNIX systems, create brokers on the command line; on Linux on
x86, you can also create brokers in the Message Brokers Toolkit by using the
Command Assistant wizard.

Before you start:

e Ensure that the broker database has been created. If you are not sure, check with
your database administrator (DBA).

 If you want to configure the broker as a WebSphere MQ trusted application, see
[“Using WebSphere MQ trusted applications” on page 123

* Read ["Considering security for a broker” on page 18|

When you create a broker, if the queue manager does not already exist, the queue
manager is automatically created. The broker database must already exist, but the
tables in which the broker stores its internal data are created automatically when
the first broker to use that database is created. Subsequent brokers that are created
using the same database and database user ID will share these tables.

To create a broker:

1. Ensure that the user ID that the broker uses to connect to the broker database is
authorized to create tables in the broker database. If you are not sure, check
with your database administrator (DBA). The broker connects to the broker
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database using the user ID and password that you specify in the -i and -u
parameters of the mqsicreatebroker command when you create the broker.

For more information, see [“Authorizing access to broker databases” on page 78

2. Define the ODBC data source name (DSN) of the broker database to enable the
broker to make a connection. Multiple brokers on the same host can use the
same ODBC DSN to connect to the same broker database.

For more information, see [“Enabling ODBC connections to the databases” on|
-ae 80.

On Linux on System z and Linux on POWER, the only supported
database manager is DB2, and ODBC is not used; the broker connects to the
broker database directly. When you create the broker, use the DB2 alias of the
database as the data source name.

3. Ensure that you are logged in using a user ID that has authority to run the
mgsicreatebroker command.

4. Run the mgsiprofile script to set up the command environment for the broker:
. install_dir/bin/mgsiprofile

You must run this script before you can run any of the WebSphere Event
Broker commands.

For more information, see [Setting up a command environment|

5. Run the SQL profile that was created when the broker database was created.
For example, if the broker database is a DB2 instance, run the db2profile. For
more information, see [“Setting your environment to support access tol
[databases” on page 94|

6. Use the mgsicreatebroker command to create the broker.
For example, if you want to create a broker called WBRK_BROKER on a queue
manager called WBRK_QM with a broker database that has the data source
name WBRKBKDB, enter the following command:

mgsicreatebroker WBRK_BROKER -i wbrkuid -a wbrkpw
-q WBRK_QM -n WBRKBKDB -u dbuid -p dbpw

where:

* wbrkuid and wbrkpw are the user name and password under which the broker
runs.

* dbuid and dbpw are the user name and password that the broker uses to
access the broker database and create tables to store its internal data.

If you want to add a User Name Server to your broker domain, create the
broker with the additional -s and -j parameters on the mgsicreatebroker
command. For more information, see [“Enabling a User Name Server” on page|

For more information about the command options, see [“mgsicreatebroker]
fcommand” on page 322

You have created and started a broker.

Next, you must perform the following tasks:
1. Create any other components that you need.

2. Create a WebSphere MQ infrastructure to connect the components together; see
[“Connecting components” on page 164

3. Add the broker to the broker domain:

* To add the broker using the workbench, see [“Adding a broker to a broker]
[domain” on page 192

Configuring WebSphere Event Broker 125



* To add the broker using the Configuration Manager Proxy Java API, see
[Creating domain obijects using the Configuration Manager Proxyl

When you have completed these tasks, the broker is ready to use.

Creating a broker on Windows
On Windows, you can create brokers on the command line or by using the
Command Assistant wizard in the workbench.

Before you start:

* Ensure that the broker database has been created. If you are not sure, check with
your database administrator (DBA).

* If you want to configure the broker as a WebSphere MQ trusted application, see
[“Using WebSphere MQ trusted applications” on page 123

* Read [“Considering security for a broker” on page 18|

When you create a broker, if the WebSphere MQ queue manager does not already
exist, the queue manager is automatically created. The broker database must
already exist but the tables in which the broker stores its internal data are created
automatically when the first broker to use that database is created. Subsequent
brokers that you create specifying the same database and database user ID share
these tables.

To create a broker:

1. Ensure that the user ID that the broker uses to connect to the broker database is
authorized to create tables in the broker database. If you are not sure, check
with your database administrator (DBA). The broker connects to the broker
database using the user ID and password that you specify in the -i and -u
parameters of the mqsicreatebroker command when you create the broker.

For more information, see [“Authorizing access to broker databases” on page 78

2. Define the ODBC data source name (DSN) of the broker database to enable the
broker to make a connection. Multiple brokers on the same host can use the
same ODBC DSN to connect to the same broker database.

For more information, see [“Enabling ODBC connections to the databases” on|
-ae 80.

3. Open a WebSphere Event Broker command prompt for the runtime installation
in which you want to create the broker. For more information about initializing
the runtime environment, see |[Command environment: Windows platforms|

4. Use the mgsicreatebroker command to create the broker.

For example, if you want to create a broker called WBRK_BROKER on a queue
manager called WBRK_QM with a broker database that has the data source
name WBRKBKDB, enter the following command:

mgsicreatebroker WBRK_BROKER -i wbrkuid -a wbrkpw
-q WBRK_QM -n WBRKBKDB -u dbuid -p dbpw

where:

* wbrkuid and wbrkpw are the user name and password under which the broker
runs.

* dbuid and dbpw are the user name and password that the broker uses to
access the broker database and create tables to store its internal data.
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If you want to add a User Name Server to your broker domain, create the
broker with the additional -s and -j parameters on the mgsicreatebroker
command. For more information, see [“Enabling a User Name Server” on page|
-145.

For more information about the command options, see [“mgsicreatebroker]
fcommand” on page 322

You have created and started a broker.

Next, you must perform the following tasks:
1. Create any other components that you need.

2. Create a WebSphere MQ infrastructure to connect the components together; see
[‘Connecting components” on page 164
3. Add the broker to the broker domain:

* To add the broker using the workbench, see|“Adding a broker to a broker|
[domain” on page 192

* To add the broker using the Configuration Manager Proxy Java API, see
[Creating domain objects using the Configuration Manager Proxyl

When you have completed these tasks, the broker is ready to use.

Creating a broker on z/0S

Create the broker component and the other resources on which it depends.

To create your broker, perform the following tasks in order:

[“Collecting the information required to create a broker”]
[“Creating the broker PDSE” on page 129|
[‘Creating the broker directory on z/0OS” on page 129|

[‘Customizing the broker component data set” on page 130

[‘Customizing the broker JCL” on page 131

[‘Creating the environment file” on page 132|

[“Priming DB2” on page 132

[“Creating the broker component” on page 133|
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[‘Copying the broker started task to the procedures library” on page 134|

Collecting the information required to create a broker:
This is part of the larger task of creating a broker on z/OS.

You need to complete the information in each of the tables, at the following links,
before continuing;:

* [“Installation information - broker and User Name Server”]|

* ["DB2 information” on page 128

* [“Component information - broker” on page 128|

Installation information - broker and User Name Server:

A list of the JCL variables that you need on your system, together with an example
installation value for each one.
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Collect the information shown in the Description column and complete the values
that you require for your particular system. You can see a complete list of the
variables that you can customize in [‘z/OS JCL variables” on page 438

Description JCL variable Example installation Your installation value
value

Fully qualified name of the N/A <hlg>.SBIPPROC

product’s SBIPPROC data set

Fully qualified name of the N/A <hlq>.SBIPSAMP

product’s SBIPSAMP data set

File system directory where the | ++INSTALL++ /usr/lpp/mqgsi
product has been installed

Locale of environment where ++LOCALE++ C
commands are run by
submitting JCL

Time zone of environment ++TIMEZONE++ GMTOBST
where commands are run by
submitting JCL

Location of Java installation ++JAVA++ /usr/lpp/java/IBM/]1.4
WebSphere MQ high-level ++WMOQHLQ++ MQM.V531

qualifier

Location of IBM XML Toolkit | ++XMLTOOLKIT++ /usr/lpp/ixm/IBM/
installation xml4c-5_5

Note: You must include the XML Toolkit Library in the BROKER STEPLIB or the
system LINKLIST.

DB2 information:
Collect the information explained in the Description column and complete the

values you require for your particular system. You can see a complete list of
variables that you can customize in[“z/OS JCL variables” on page 438

Description JCL variable Example installation value Your
installation
value

DB2 high-level qualifier ++DB2HLQ++. SYS2.DB2.V710

DB2 run library value ++DB2RUNLIB++ DSN710PK.RUNLIB.LOAD

DB2 subsystem identifier ++DB2SUBSYSTEM++ DFK4

DB2 plan name ++DB2DSNACLIPLAN++ DSNACLI

DB2 program value ++DB2SAMPLEPROGRAM++ DSNTEP2

DB2 plan value ++DB2SAMPLEPROGRAMPLAN++ | DSNTEP71

DB2 location value of the DB2 | ++DB2LOCATION++ DSN710PK

subsystem

DB2 converter ++DB2CONVERSION++ SINGLE

DB2 user ID for the ++DB2CURRENTSQLID++ MQPIBRK

component and commands

DB2 table owner user ID ++DB2TABLEOWNER++ MQP1BRK

Component information - broker:
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Collect the information shown in the Description column and complete the values
you require for your particular system. You can see a complete list of variables you
can customize in [“z/OS JCL variables” on page 438 |

Description JCL variable Example component value Your
component
value

Home directory of the file 