Charge Backs Shift to Reflect
Economies Brought by SOA
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Platform ROl / TCO Chargebacks

Comparative chargeback ROI / TCO analysis of
transactions per second or Web services
Invocations

Permits comparative chargeback numbers for
System z vs. Distributed servers on $ per
transaction base

Platform decision tool

Application by application basis




Shared Memory Key

Distributed servers failover to only one
other server — no shared memory

System z manages memory
System z shares memory
System z workload

sharing optimized
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I Calculate

 WINTERGREEN cocnnc., Server tO M I PS CO nVGrSIO N

. 2. Application Workload Profile ~ | Scenario 1 + (& Eiasﬂlay
Server to MIPS Conversion Calculator B e = 8

Step 2. Application Workload Profile

Size Categories are Small (MQ or Swift message}, Medium [TPC-C Order Entry or Inwentory Posting to a Database Transaction), Large (TPC-E Large Brokerage Transaction), Extra Large {Complex set of Linked Transactions)

Transactions and Invocations small Medium Large Extra Large
Transaction Management (CICS) 0 o 1100 0
Presentation Logic 0 1150 1200 0
Database Intensive 0 1124 0 0
Web Semice Invocations 0 500 [ [

Time Measurement

Timespan of Transactions and Invocations (Hours) W

System z Model System z Model

System z Model IBMSystemz9EC2094-703 CHANGE MODEL

System z Workload % GPP MIPS Used Total GPP MIPS Allocated ~ GPP MIPS Used (Actual) % zIIP MIPS Used Total zIIP MIPS Capacity
System z Workload 111.50% 1,409 1,571.43 0.00% 580
Server Model Server Model

Server Model DellPowerEdgeR300 CHANGE MODEL

Server Workload % CPU Cycles Used L ko {%FH"l'f Kapace CPU Cycles Used % Offload Cycles Used  Total Offfoad Cycles Capacity
Server Workload 312.28% 23 73.20 0.00% 0

Server to MIPS Ratio # Production Servers Actual MIPS Used # CIM Servers Shared Workload MIPS Server to MIPS Ratio
Server to MIPS Ratio 16.0 1,571.43 33.00 314.29 9.52

Proceed to Cost Overview GO BACK



Concept for Distributed Server CIM

e Introduce concept of compute intensive
module (CIM)

Makes server processing comparablesto
MIP calculation

CIM 1ncludes test, development,
presentation, production, database, and
backup servers

CIM 1ncludes storage, networking, and
cabling , software licenses

Sets up server CIM to MIPs conversion WGR




Cost Distributed Server CIM Per Day

e $9.82 cost per CIM server per'day
Peak time calculations are accountedifor

Workload offsets take into consideration
differences 1n managing types of processing

Includes labor and security costs

Includes virtualization shared workload
calculations

Shared workload improves efficiency




Mainframe SOA

e Business-centric and IT-centric SOA
achieve integration by leveraging
connectivity and reuse to achieve flexible
response to changing business conditions
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N

e Shared workload 1s more efficient
WGR
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SOA Reduces IT Runtime Costs

IT Run time costs consume-80% budget

Reducing IT run time costs competitive
priority

Invest in growing the business

SOA provides tlexible response to changing
market conditions




System z Runs WebSphere Efficiently

e Distributed data centers are big, expensive, and
employ a lot of people compared.to System z
data centers

e System z runs one box
with about three people

e New charge back

systems needed
WGR
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Distributed Server Data
Center vs. System z

3!

d » Data centers cost $60
41 million t0'$410 million
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771 e System z
1 costs $4
million
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SOA Creates Efficiency

SOA supports innovation

Distributed systems compared to mainframe
systems as shared workload analysis

Analysis is $ per day for MIPS and for €IMs

SOA supports flexible response to changing
market conditions

Decrease run time costs
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Calculate Chargeback on
Application Basis

Web Sarbanes ta ar Documents
Services Oxley Serv rv1c
World Wide Web

,tiﬁcati’

Line of
Business SOA
Enterprise IT Enabler




Calculate Chargeback on "¢F
Application Basis

WINTERGREEN RESEARCH

e Line of Business Uses SOA

e Line of Business Develops Applications

Wintergreen R 0 I Welcome: Sue7A [log off]
Model: Enterprise_Computing -—-> Overview
Research EMNGINE Sessicn: enterprise computing 17 L o HEIP

Summary Page: Mavigate Pages: Cumrent Scenaric: Dizplay Frint VIEW GRAFHS
Overview 1. Overview Expanded |+ Scenario 1|+ | [ Seenarics | Eii'{cm = Calculate
Cost Analysis of Distributed Systems vs. » _

Mainframe for Single Application il it 2008 e 2 2 2
Total Costs to Achieve SLA 14155 000 1,386.1 14284 14726 1.517.6 1.565.0
Disaster Recovery 2315 5000 236.4 241.6 247 2 2531 2595
Hardware 11.0 5000 1.7 1.7 220 1.7 1.7
Scalability 279 5000 6.1 59 b7 53 49
Metwark 3219 5000 36 4.6 56 6.6 [N
Security 5000 3045 3095 218.0 327 4 3372
Software 5000 49 5 50.0 505 51.0 515
Infrastructure H000 94 9 97.0 993 1017 104 4
Total System Advantage 5000 2,079.3 2,135.3 2,220.8 2,261.0 2,3284

| Calculate |




Labor Costs-are 70% of IT Costs

Labor costs make up a large part of
E‘? Total IT costs.... in excess of 70 %
L y II

~| There is a significant difference
" | between System z and distributed
server costs for labor

SOA reduces labor costs on system z

On average the costs of labor for
distributed servers programming is
less than the System z systems
programming costs
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WinterGreen Research ROI/TCO

Features and Benefits Apnalysis -- At least ten to one cost

Aiantage of System z over Distributed Syste

Security Cost Analysis
WGR
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Wintergreen R 0 I welcomne, SueBA
Research ENGINE [og offliMy account] Help

Summarny Page: Current Scenario: Frint Displaw Cal I
. - p— Calc alculate
Seenario 1 v = )| " g | _Caloulate )

sec
Security Cost Analysis - Mainframe Versus _
. . Curg Unit 2006 2007 2008 2009 2010

Distributed System

Analyst Comments - Security 330 5

Total Annual Security Costs - Distributed System ' 3305 0ao 340.4 350.7 361.2 3720 383.2

Total Annual Security Costs - Mainframe 133 13.3 oo 13.7 141 14.5 145 15.4

Cost Differential Total Unit 006 007 008 009 Z00
Differentia a ame ) 17.3 $o0a 326.8 336.6 346.7 357.1 367.8

——




Network Efficiency:

System z saves $321,000 per year

I welcome, Sue?A
fos oF
ENGINE Help

Summary Fage: Cument Scenaric: Crizplay —
Network Scenario_1|v Lt ||
Network System Cost Comparisons on Mainframe vs. . )

.. Initial Unit 2008 2008 2010 2011 2012
Distributed Servers
Metwork Analyst Comments
Network and Quality of Service (Qo$) Voice VoIP Systems On _

. Current Unit 2008 2009 2010 2011 2012
Distributed Systems
Metwork Equipment and Cabling Casts Distributed Servers 516 000% 14 24 33 43 53
Metwerk Quality of Service (QoS) Costs Distributed Servers 238.0 0003 3.0 31 31 31 3.2
Total Network and Quality of Service {Qo5) Costs On Distributed System 339.6 000% 4.5 5.4 6.4 7.4 8.4
Network and Quality of Service (QoS) On Mainframe Current unit 2008 2008 2010 2011 2012
Metwork Equipment and Cabling Costs Mainframe 13.6 000% 0.4 04 0.4 04 04
Metwork Quality of Senice (QoS) Voice VolP Systems Costs Mainframe 42 000% 05 05 04 04 03
Total Network and Quality of Service (Qo5) Costs Mainframe & 000% 0.9 0.9 0.8 0.8 0.7
Cost Differential Unit 2008 2009 2010 2011 2012
Network Systems Costs Comparison Mainframe vs. Distrib .-- II 0003 3.6 4.6 5.6 6.6 1.7




Infrastructure Efficiency:
System z saves $118,200 per year

Surnmary Page:
Infrastructure
Infrastructure - Mainframe Cost Analysis

e Less electricity, less floor space, less cooling
e System z is the green machine and more




Data Centers Run Out of Electricity

e All over the world data centers are
running out of electricity.

1 million computers each with 2 processors.
Processors consuming 235 watts of power.
Electricity costs $494 million for the direct costs,
With indirect costs, total electricity bill estimated

at $1.5 billion per year. / WINTERGREEN cccaec.




Back-up and Disaster Recovery

System z Saves $4.2 Million Per Year

N knowledge & power
Wintergreen R O I ENGINE

RESE&I‘C h Real-Time Investment Analysis
Welcarme : :
USER1 [ Yiew Sessions ] [ Help ] {Log Off)
app int scensiot v
Estimated Annual Growth {activity} = 3.0 %
ﬂlzl;:]ifft::); Integration Development Costs Distributed ws. Current Unit vear 1 Vear 3 Veor 3 Vear 4 Vear 5
Analyst Remarks 0O00%
Development On Distributed Systems 48647 000F 49668 £ 076.1 5,192 9 53175 54504
Development On Mainframe E33 2 ooo% E4E 5 EED.7 E75 O E92 1 709 4
Cﬂsts Total rear Tear eard rear< eard
Differe Developme 08 42315 § 43203 4,415 4 45169 4 F25.3 47410

113 Calculate
$4.2 Million [ Celeulats )

WGR
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Service Level Availability (SLA

System z saves $1.6 Million per year

I welcame, Sue7A

ENGINE 097
Summary Page: Cument Seensris: i —
SLA Service Level Availability Scenario 1| v - || e
SLA - Analysis of Costs Needed to Achieve 5 Nines of current Uit 2008 2008 2010 2011 2012
Availability And Costs of Not Having 5 Nines of Availability
SLA Analyst Comments
SLA - Distributed Server Cost Analysis Initial Unit 2008 2003 2010 2011 2012
;?.ii:;l:csts For Hardware Technicians Needed to Achieve SLA On Distributed 2850 (0005 2057 306.3 6.4 1967 137 8
Iéi}:si:élgcsts For Software Developers MNeeded to Achieve SLA On Distributed 2450 (0005 366 4 I66.9 3791 391 3 4047
Costs of Software Meeded to Achieve SLA On Distributed System 147 .4 (0005 26.5 26.5 26.5 26.5 26.5
Business Cost of SLA Downtime On Distributed System 8458 (00015 8714 899 5 9294 959 4 9923
ls'zgzzérll__labar. Software, and Business Costs to Achieve SLA On Distributed 1.626.2 (000)3 1.550.0 1.599.2 1.651.5 1.703.8 1.761.3
SLA - Mainframe Cost Analysis Initial Unit 2008 2008 2010 2011 2012
Labaor Costs For Hardware Technicians Meeded to Achieve SLA On Mainframe 1.4 (000)% 1.4 1.5 1.5 1.6 1.6
Lakar Costs For Software Developers Needed to Achieve SLA On Mainframe 30 (000)% 31 32 33 34 35
Costs of Software Meeded to Achieve SLA On Mainframe 3.0 (000)5 0.1 0.1 0.1 01 0.1
Business Cost of SLA Downtime On Mainframe 0.1 (000} 0.0 0.0 0.0 0.0 0.0
Total Labor, Software, and Business Costs to Achieve SLA On Mainframe 7.5 (000)5 4.6 4.8 4.9 5.1 3.3
Cost Differential Total Unit 2008 2008 2010 2011 2012
Cost Differential For Labor and Software To Achieve Service Level 1.618.8 (000}5 1,545.4 1,594.4 1,646.5 1,698.8 1.756.1

Availability On Mainfraime vs. Distributed Systems

$1.6 Million
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SOA Used for New Workload

Data Center economics analysis depends on
optimizing Linux workloadfor System z

Decrease hidden recursion

Memory Stack

‘ Eliminate loops

Reduce calls to include files

‘ Optimize database accesses
‘ Manage memory allocation

WINTERGREEN RESEARCH




Financing Advantages

Expense or capitalize the cost
Sometimes after an upgrade the total charges are less

Unplugged units still accrue charges

Trade in used or unused equipment as part of a
financing package

Residual value can be significant

Tax advantages to the purchaser

WINTERGREEN RESEARCH




Charge-backs

SOA charge-back is on application by
application basis

SOA reduces cost of infrastructure

Shared work load and shared memory key
advantages of System z




Summary WGR
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* The cost of a System z typically is 10 times less
than the cost of a distributed system

* The cost of the infrastructure is significantly
less for the System z

* The cost of security.s inherent in System z

architecture

IBM Transformation:
Major IT Virtualization Initiative

Vamibrame as a Green
VMachine = The Green Stripe




