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The main purpose of this presentation is to provide you with steps for proper and effective 

troubleshooting in a specific case: the missing or incorrect real-time data scenario, where 

the Tivoli® Monitoring agent returns no or incorrect data in Tivoli Enterprise Portal 

workspaces.
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To proceed this module, you need to know the general architecture of IBM Tivoli 

Monitoring family, and to be familiar with the troubleshooting approach based on the RAS1 

tracing and logging.
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When you complete this module, you can properly troubleshoot the scenario where the 

monitoring agent returns no data or incorrect data in one or more Tivoli Enterprise Portal 

workspaces.
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Here is the module outline. 

In the first section, General information, you find highlights on the monitoring architecture, 

along with some practical information about the physical location of the configuration files 

and of the RAS1 log files. 

The second part, Troubleshooting strategy, describes which level of traces you have to set 

on each of the involved components to properly investigate problems. 

The third part, Logical flow diagram, is devoted to the logical flow of the communication 

messages exchanged among the components. This information is key to an effective 

approach to the analysis.
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You might be familiar with the Tivoli Monitoring architecture and its components. The core 

of the architecture is the Tivoli Enterprise Monitoring Server component, named Tivoli 

Enterprise Monitoring Server , which can be a hub or optionally (for scalability reasons in 

large environments) remote. The Tivoli Enterprise Monitoring Server manages the 

communication with the agents and owns the tables where the performance data (coming 

from the agents) is stored. 

Tivoli Enterprise Monitoring Server is also responsible for the situation and policy 

management. 

Tivoli Enterprise Portal Server is the presentation component of the collected data to the 

user. The Tivoli Enterprise Portal Server configuration data (that is, workspaces 

definitions, user permissions, and so on) are stored in a database that can be based on 

DB2®, Oracle, or SQLSERVER. 

The agents, supporting most of the known platforms, are responsible for the data 

collection. 

There is also a component devoted to the historical data collection. It is made up of a 

Warehouse Proxy agent and a Summarization and Pruning agent.
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This slide shows the physical location on the main supported operating system (OS) 

platforms, of the Tivoli Monitoring configuration files. 

Details are provided for the three main components: Tivoli Enterprise Portal Server, Tivoli 

Enterprise Monitoring Server, and agent.
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This slide shows the physical location on the main supported OS platforms of the RAS1 

log files. 

Details are provided for the three main components: Tivoli Enterprise Portal Server, Tivoli 

Enterprise Monitoring Server, and agent.
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The error scenario involves all of the three main components: the Tivoli Enterprise Portal 

Server,  which places the data request; the Tivoli Enterprise Monitoring Server, which 

manages and drives such requests; and the agent, which performs the data collection. 

Each of these components needs to be instrumented with specific traces, as shown in this 

slide.
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In this slide, you can see the general picture of the whole data flow behind this scenario. 

This flow is covered in depth in the following few slides. 
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The workflow starts whenever a Tivoli Enterprise Portal user opens a navigator line item in 

order to see the data of interest. 

The first part of the workflow is initiated by Tivoli Enterprise Portal Server: there is an 

underlying SQL query generated on Tivoli Enterprise Portal Server behind the data 

request. The slide shows what the Tivoli Enterprise Portal Server query looks like: 

- The number in blue between brackets (39 in this case) is the query identifier. 

- The AT clause in green specifies the hub or remote Tivoli Enterprise Monitoring 

Server  that manages the query. 

- The trace turned on the Tivoli Enterprise Portal Server allows you to have the full 

details of the query, and, as a consequence, of the columns and of the table. Each 

of the columns refers to a single attribute, while the table represents the attribute 

group. 

- The originnode value in red is resolved with the name of the Managed System 

providing the data. 
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The following part of the workflow takes place inside the Tivoli Enterprise Monitoring 

Server that: 

- Picks up the request 

- Parses the request itself 

Any SQL syntax or logical errors are revealed at this time. 

At this point, the workflow decides whether Tivoli Enterprise Monitoring Server is able to 

recognize and accept the Tivoli Enterprise Portal Server-provided query. 

When the parsing process successfully completes, Tivoli Enterprise Monitoring Server is 

able to add the target for such request. 

Primary:Lab232157:NT, in red, is the Tivoli Monitoring Agent for Windows acting as the 

target of the request issued here. 

Handler and Owner numbers, in blue, represent the Tivoli Enterprise Monitoring Server, 

which handles the request and the agent being the target for the request. 
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This slide still represents inside the Tivoli Enterprise Monitoring Server here. You see here, 

how the request is managed further. 

First of all, Tivoli Enterprise Monitoring Server starts the request, clearly visible from the 

“Starting request” string that is associated to the number just highlighted. 

Starting a request means that Tivoli Enterprise Monitoring Server started an RPC (remote 

procedure call) to the Node that is expected to return the data. Status 1 means that Tivoli 

Enterprise Monitoring Server is issuing a connection request to the agent, which manages 

the origin node. 

When that RPC request is completed, the status changes from 1 to 3, meaning that the 

connection to IRA successfully completed. 

This part of the logs and this information are key in case you suspect agent status or 

communication between the agent and Tivoli Enterprise Monitoring Server. 
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Now, you see the view from the agent side. The agent receives the request holding the 

same identifier as in the previous slide. The 4161801970 number, in red, indicates to the 

agent which Tivoli Enterprise Monitoring Server originated the received request. 

The agent is able to collect the data, and from the sequence of “PrintSelf” in this slide, you 

can understand what are the values returned by the agent for each column of the query. 

At this point, you realize whether the agent is returning incorrect data, or if you need to 

troubleshoot further the agent data provider (not covered in this module). 
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This slide details the end of the workflow; the data-return phase. 

At the agent side, the collection is complete and the agent can rest before another cycle of 

work. The collected data is sent back to Tivoli Enterprise Monitoring Server. 

This activity is the meaning of the "sending 4 rows for" message. 

Tivoli Enterprise Monitoring Server receives data and changes the status of request to 7: 

this value means that data arrived. 

Status=7 is a good sign that you need to check in your Tivoli Enterprise Monitoring Server 

log to ensure that your request of data completed successfully. 

The last step of the workflow is that the Tivoli Enterprise Portal Server SQL query is 

completed with the 4 rows of data being returned. 
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This slide shows the four rows of data returned. 

You can use the ‘PrintSelf’ statements highlighted in the previous slides to compare them 

against the values in the tables shown in the Tivoli Enterprise Portal interface. This 

matching ensures that the Tivoli Enterprise Portal Server is showing exactly the data that 

the Tivoli Enterprise Monitoring Server passed back. 
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Now that you have completed this module, you know how to properly troubleshoot the 

scenario where the monitoring agent returns no data or incorrect data in one or more Tivoli 

Enterprise Portal workspaces. 
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