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IBM PureApplication System

Troubleshooting

© 2012 BM Corporation

This presentation will discuss IBM PureApplication™ System troubleshooting.
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* Overview

* Troubleshooting user interface

* Troubleshooting — IBM customer engineer access
* Troubleshooting — System logs

* Troubleshooting — Led status

* Troubleshooting — Vendor information

* Troubleshooting — Trace settings

= System events and problems

* Hardware infrastructure map

» Summary

2 IBM PureApplication System - troubleshooting overview ©2012 IBM Corporation

Looking at the agenda, you will first see an overview of the ways that troubleshooting is
broken down in PureApplication System. Then you will look at the various options in the
troubleshooting menu option including the system logs and trace settings options. You will
then see where the system events and problems are collected for you and end with a look
at the hardware infrastructure map.
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Overview

IBM PureApplication System - troubleshooting overview © 2012 IBM Corporation

This section will discuss an overview of the IBM PureApplication System troubleshooting.
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IBM PureApplication System - Troubleshooting breakdown

Guest VM and above
0S and middleware
Patterns deployedto the cloud
Virtual systems
Virtual applications

Workload

comput nodes, switches,
power, storage, etc
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When looking at troubleshooting the IBM PureApplication System, problems can be
broken down into two areas: Workload and System. Depending on where the problem is,
will determine your troubleshooting steps. The workload area includes all the virtual
machines (VMs) that are deployed for you to run your software. When you deploy a virtual
system or virtual application pattern, one or more VMs are provisioned for you in the
PureApplication System that will run the software you have specified in the workload
defined. Once deployed and provisioned with that software, you will have logs specific to
your workload to help you troubleshoot any problems. Before the workload is successfully
deployed though, there are lots of things that need to happen at the “system” level. The
system area includes everything below the provisioned VM that is deployed for you and
includes interactions that happen in the management nodes, the compute nodes, and the
switches, for example.

IPASv1_Troubleshooting Overview.ppt Page 4 of 42



» System
— Logs
— Events
— Problems
— Hardware infrastructure map
— |IBM customer engineer account access

= Workloads
— Log service
— Monitoring service
— Troubleshooting service
— Emergency fix service

IBM PureApplication System - troubleshooting overview ©2012 IBM Corporation

There are many PureApplication System facilities to assist with troubleshooting. There are
many logs created from the various PureApplication System hardware, software and
deployed workloads. There are also events and problems that are surfaced by the
underlying system hardware and software to the system administrator through the system
console. Finally, there are hardware infrastructure maps that show the status of the
hardware graphically. These are the areas you will focus on in this presentation. This
presentation will talk about the system level troubleshooting. The workload area is covered
in other presentations.
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Where to find system related troubleshooting info

IBM PureApplication System Workioad Console System Console

Welcome Cloud - Hardware - Reports - System ~

IBM PureApplication Syst

»  Setting up your private cloud Recenterrors
and Recenterrors
»  Working with virtual machines notifications— _and
shownas notifications—
Events shownas
~ Problem determination and monitoring (Warning) Events (Fatal,
Critical, Major,
B Step 1:View events Step 2: Troubleshooting Minor)
 Smsese | QY e
Hardware administration
L permissions required
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You will find system related troubleshooting information in the system console. You must
have hardware administration permissions to see the menu options highlighted on the
slide. You can get to the list of events from the System > Events menu item in the system
console. Another option is to get there from the “View event’ hyperlink under the ‘Problem
determination and monitoring” scenario found on the Welcome page. Over on the top-right
of the console, you are also given two links that take you directly to a list of filtered events
that have occurred in the last 24 hours, by default. The time interval can be changed
under the System -> Settings -> Time Interval option to “All” or “Last Hour.” The first
one, the yellow triangle with the exclamation point, takes you to a list of “Warning” level
events. This includes both errors and notifications. The red circle with the “X” takes you to
a list of all events that are marked as “Fatal,” “Critical,” “Major” or “Minor.” You also see
each of those options shows the number of events in each of those categories. Again, by
default, these are just those events that have occurred in the last 24 hours.

The System > Troubleshooting menu option in the system console is where you can
collect system logs for IBM service and set trace levels when required. You can also get to
the troubleshooting options from the ‘View Troubleshooting’ hyperlink under the ‘Problem
determination and monitoring’ scenario found on the Welcome page. You will see this in
more detail later in this presentation.

Finally, you see there is a System > Problems option under the system console. Here
you can see a list of all the problems that exist in the system.
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System console — user tasks and its user interface

IBM PureApplication System Workload Console System Console

Welcome Cloud ~ Hardware ~ Reports ~ System ~

= Access to troubleshooting options is through the panel on the right

— Events — single view for events sent by different components

— Troubleshooting — System logs, vendor information, LEDs and
other information

— Problems — list of problems in the system for issues where you
might open a PMR Tr

7 IBM PureApplication System - troubleshooting overview © 2012 IBM Corporation

Here you see the troubleshooting options found in the System menu from the user task
perspective. The Events option gives you a single view for all events sent by all the
components in PureApplication System. The Troubleshooting option lets you collect
system logs and look at the vendor information and the LED status for all the components
in PureApplication System. The Problems option shows a list of all the problems that exist
in the system and you might consider opening a PMR for. You will look at each of these in
more detail on later slides.
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Troubleshooting - logs
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PureApplication System creates several log files to
determine problems in software and hardware
components

= System logs — accessed by way of system console
— Logs from underlying hardware and firmware
— Logs for system components
— Logs for management nodes
— Excludes logs from within virtual machines

= Workload logs — accessed via workload console
— All logs within a VM
— Agent logs from different agents in the VM
— OS level logs from VM
— Middleware logs from within VM — WebSphere®
Application Server, DB2®, scripts, and so on
» Related to the actual issues of the
middleware runtime components
* Logs from configuration scripts

8 IBM PureApplication System - troubleshooting overview © 2012 BM Corporation

There are two levels of logs that are provided by PureApplication System. The first one,
system logs, is accessed from the system console. They include logs from the underlying
hardware and firmware including logs from the management nodes. System logs do NOT
include the logs from the virtual machines that are provisioned. The logs from the virtual
machines that are provisioned are instead accessed from the workload console. The
workload logs include all the logs within the virtual machine, including the OS level logs
and the middleware logs. It also includes agent logs from different agents involved in
deploying the middleware to the virtual machine. This presentation will focus on just the
system logs.
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Troubleshooting user interface

IBM PureApplication System - troubleshooting overview © 2012 IBM Corporation

The next section will look at the options found under the Troubleshooting menu item.
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Troubleshooting user interface

IBM PureApplication System Workioad Console System Console 1. deploy18-ha

Welcome Hardware - Reports ~

Troubleshooting on 172.18.104.12 t Expand A Collapse A

Enable IBM customer engineer (IBM CE) acd

* Shell account
+ System Log Probler

*+ LED status

* Vendor Information

+ Trace Setting

= Shell account used to access the system for troubleshooting by the IBM customer
engineer

= System Logs contain the logs from the underlying hardware components and System
software

= Trace Settings can be specified here, as requested by IBM Support team
= LED status — provides status on components
= Vendor Information — gives serial number of each component

10 IBM PureApplication System - troubleshooting overview © 2012 1IBM Corporation

This shows the options that you will look at on the next few slides. This includes the
enable check box for IBM customer engineer access, shell account creation, system logs
collection, hardware LED status monitor, vendor information and trace settings.
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Troubleshooting — IBM customer engineer access

" IBM PureApplication System - troubleshooting overview © 2012 BM Corporation

The first options you will look at are the ones that enable the IBM customer engineer
access.
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Troubleshooting on 172.18.104.12

DEnab!e 1BM customer engineer (IBM CE) account access

= Special service panels are available for IBM customer engineer to get access to deep
system level information for troubleshooting, to perform maintenance and upgrade the
system
— Special service panels can only be accessed by IBM customer engineer on-site
* No remote access to service panels
» IBM customer engineer needs to use the service laptop to connect to the internal
network of the system

= |BM customer engineer uses special user ID for access
— This user ID is hidden and not displayed in the user panel
— IBM customer engineer gets password from IBM Support which allows him to log into the
service panels
— Password is tied to a specific rack

= Hardware administrator MUST enable access for IBM customer engineer
— Automatically disabled after 36 hours

12 IBM PureApplication System - troubleshooting overview © 2012 BM Corporation

There are special service panels that are available in PureApplication System to an IBM
customer engineer that comes on-site for various reasons. The customer engineer, or CE,
might be called on-site to do some deep system level troubleshooting of a problem, to
perform maintenance or to upgrade the system. The CE needs to use the service laptop to
connect to the PureApplication System internal network. Note that there is no remote
access to these service panels. He has a special ID that he uses for access but you must
give him permission to use it. You do this with the “Enable IBM customer engineer (IBM
CE) account access” check box. Once enabled, the CE gets a password for this special ID
from IBM support. The access is automatically disabled after 36 hours. You need the
Hardware administration role with permission to Manage hardware resources (Full
permission) to enable this access.

IPASv1_Troubleshooting Overview.ppt Page 12 of 42



Troubleshooting on 172.18.104.12 Exp

DEnabie 1BM customer engineer (IBM CE) account access

Secret key:

Send this key to IBM Service Center and get a time-limited password.

Generate

» Special service panels are available for IBMer to get access to deep system level
information for troubleshooting, to perform maintenance and upgrade the system
— Special service panels can only be accessed by IBMer on-site

13 IBM ation System - tro 1g Overview ©2012 IBM Corporation

When the enable check box is checked, a ‘Secret key’ section is shown as seen on the
slide. By clicking the “Generate” box at the bottom, a secret key is generated for you. In

order to get a time-limited password for the IBM CE, you need to send this key to the IBM
Service Center.
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Troubleshooting — shell account

IBM PureApplication System - troubleshooting overview

© 2012 1BM Corporation

Next you will see how to gain access to a shell account on the appliance where some
additional commands are available to you.
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= Shell account
Create shell account Create

Delete shell account Delete

= Option to create a secure shell account to access the system for additional troubleshooting.

= Hardware administrator with full permissions is required

15 IBM PureApplication System - troubleshooting overview © 2012 IBM Corporation

Here you see the option to create a shell account. You must be a hardware administrator
with full permissions in order to do this. Shown on the bottom of the slide are the shell
commands available to you from the shell. You can delete the shell account when it is no
longer required.
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Troubleshooting — system logs

IBM PureApplication System - troubleshooting overview
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Now you will see what types of logs are collected in the system logs and how to collect

them.
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System logs — components collected

e V7000 Management Node
\ Will report for clustered nodes
Networking and DB switches
aamd BNT, TOR and Brocade

\) Flex System

ESXi Host

cVMm
g Chassis Management Module

PureApplication System Manager
Contains Management software

HTTPd logs
Informix DB logs
b IWD logs

Virtualization System Manager
ot Cramce 10 I VM Ware Controller logs

17 M Pu System - ing overview © 2012 1BM Corporation

The system logs include logs from all the various components that make up the
PureApplication System. The system logs include logs collected from the V7000
management nodes, the networking switches, the compute nodes, the chassis
management modules, the PureApplication System Manager and the Virtualization
System Manager.
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What is NOT being logged in system logs

Guest VM (Virtual Systems/Virtual Applications)
OS Logs

Middleware logs

Client Logs

18
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What is NOT included in the system logs is anything on the virtual machines that are
deployed to host the software that is installed as part of the virtual systems or virtual

applications. This means that anything having to do with WebSphere, DB2, LDAP or even
the RedHat operating system is not included here.
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* Captures all logs from management software, firmware and hardware in PureApplication
System
— Continuous collection of logs and on-demand log collection
— Support compression and retrieval from either of two active PureApplication System
Management nodes

* Client requested logs from system (GUI or CLI)
— Results in a single archive file for user
— No built in viewer of logs
— Options:

Management - Only PureApplication System software logs on the PureApplication
System management node

Deploy - Latest version of workload console actions logs

System - Management, deploy plus syslogs from remote systems, FRM syslogs
Dumps - JVM dumps from PureApplication System management node

Complete - system plus historical deploy logs

|P-#HHE #HHE #HAE #HHE - Collects specific on-demand items from a hardware
component specified by IP address. Includes dumps and configuration

IBM ation System - tro 1g Overview ©2012 BM Corporation

The system logs include logs from all the management software, firmware and hardware
included in PureApplication System. The logs are continually collected with on-demand
collection from the system console. You will see the interface for the on-demand collection
on the next slide. The options for on-demand collection include Management logs,
Deploy logs, System logs, Dumps, Complete and IP where you must specify an IP
address of a particular hardware component. Each of these options are explained on the

slide.
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System logs — Collect logs

System > Troubleshooting > System Log

Click hereto
CollectLog

Logcollection

OK Cancel

| set
‘0 =
Collection Set S5 T E
management & Available Request System Logs ¥ Delete
system Available  Select a collection set name or enter an IP address. 5 Download X Delete
dumps C% Pending X Delete
Management 4\ Unavaila Collection set name: 2 - s
complete i3 Available Logoptionto  fosd X pelete
1-50f 5 items = collect
= Trace Setting

Request System Logs

Select a collection set name or enter an IP address.

Index of /downloads/systemlogs

Collection set name:

Complete
Dumps
P

3 Name Last modified
3 a
Management
:a;ageme"t J‘D F-J Parent Directory -
eploy % - -
System —L_ %  081696d2-d6f8-40ec-bdfe-7Tbb167453132 tez 11-Nov-2011 10:39 171M

9

Size Description
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Here you see the screen where you do log collection. In order to collect the logs, you click
the Collect log button under the System Log twisty as shown by the number one on the
slide. You are then given the option of what logs you want to collect as seen by number
two on the slide. Number three shows the options that you are given to collect which
includes the options described on the previous slide. Number four shows the “Download”
hyperlink that you use to download the logs when they are available. Number five shows
an example of a downloaded log file. Notice that it is a compressed .tgz file.
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= Continuous log collection
— Uses conventional syslog functionality, communicating over UDP
— Asynchronously gathered
— Logs rotate on daily/weekly/monthly basis to regulate disk usage
— Reaper threads delete expired log resources and those gathered through the CLI

= On demand log collection
— PureApplication System logs collected when user request to extract logs

21 IBM PureApplication System - troubleshooting overview © 2012 BM Corporation

As mentioned previously, the logs are continuously gathered and as such they are rotated
to regulate disk usage. To actually look at them, you need to use the on demand log
collection as seen on the previous slides.
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Troubleshooting — LED status

22 IBM PureApplication System - troubleshooting overview © 2012 BM Corporation

On the next slide you will take a look at what is shown in the LED status section under the
Troubleshooting menu item.
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Allows you to look whether a component is on or off

Welcome  Hardware -  Reports - System - Am «16
Troubleshooting on 172.18.104.12 Expa All
Enable 1BM customer engineer (IBM CE) account access
Download to l
* Shell account .Csvﬁle
+ System Log Filter Hyperlinks for
component details
Status Al :
Nme . e S— i A
Power @ on un3,20127:37:18pM | GO tO speciﬁc
Power @ on Jul 31, 2012 2:12:00 AM page
Power @ on Aug 7, 2012 7:54:12 PM ——
Power @ on Aug 9, 2012 1:59:42 PM
Power @ On Jun 26, 2012 1:04:39 PM
406 - 410 of 640 items 82
——] Name : ‘ — — T
cPU 1 off Aug 29, 2012 1:14:22 AM
bl cPU 1 off Aug 29, 2012 1:07:43 AM
cPU 1 off Aug 29, 2012 1:14:14 AM
crPU1 Off Aug 23, 2012 12:21:54 PM
cPU 1 off Aug 28, 2012 10:56:48 PM
1-5 of 640 items 1

IBM PureApplication System - troubleshooting overview
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The LED status section under troubleshooting allows you to monitor the LED status for
hardware in the system. This information is also provided as part of the hardware
infrastructure map which you will see shortly. Note the hyperlink under ‘Source’ which
takes you directly to the compute node where the hardware exists. You can also filter by
status, download the information to a .csv file and go to a specific page.
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Troubleshooting — Vendor information

24 IBM PureApplication System - troubleshooting overview © 2012 BM Corporation

On the next slide you will take a look at what is shown in the vendor information section
under the Troubleshooting menu item.
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Vendor information

Welcome Hardware ~ Reports ~

Troubleshooting on 172.18.104.12

System -

Allows you to see the part serial number and other details

Aﬁ 16

Expand All

Enable IBM customer engineer (IBM CE) account access

+ Shell account

+ System Log
* LED status

= Vendor Information

S

1- 10 of 1197 items

Vendor Al Serial Number
Nm ............................................... . e e == s
11S49Y7406)OXX6WNOHGT7  11S49Y7406Y)0X(6WNOHGT7  1BM-207x () Disk Drives ST96002045S
11S49Y7406XOXX6WNOMOZP  11S49Y7406)O(6WNOMOZP  IBM-207x () Disk Drives ST9600204SS
11549Y7406)OX6WNOMHP7  11S49Y7406 V)06 WNOMHP7  1BM-207x () Disk Drives ST96002045S
11549Y7406YXXX6WNOMM27  11549Y7406V)0XX6WNOMM27  1BM-207x () Disk Drives
11S49Y7406XOX6WNOMV25  11S49Y7406OO(6WNOMV2S  IBM-207x () Disk Drives
11S49Y7406)XXXX6WNON3IWA  11S49Y7406)0(6WNON3IWA  1BM-207x () Disk Drives
11S49Y7406)XOXX6WNONG2T  11S49Y7406Y)0X6WNONG2T  1BM-207x () Disk Drives
11549Y7406YX 11549Y7406YXXX6 1BM-207x () Disk Drives
11S49Y7406)OXX6WNOPAFK  11S49Y7406OO0(6WNOPAFK  IBM-207x () Disk Drives
11S49Y7406V)XXX6WNOP848  11549Y7406V)0(6WNOPB4S  1BM-207x [) Disk Drives ST96002045S
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Here you see the vendor information for the hardware in the PureApplication System. As
you can see, the vendor information shows you the serial numbers of the hardware along
with type and model. You can filter this list by vendor or serial number and again, you can
download the information to a .csv file and go to a specific page.
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Troubleshooting — Trace settings

IBM PureApplication System - troubleshooting overview
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The next section will look at the trace settings options found under the Troubleshooting

menu item.
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Trace settings

Welcome Cloud - Hardware -~

Troubleshooting on 172.18.0.12

= Ability to add more details in the logs

through different trace settings #/ Shell account
+ System Log
= Support will request the appropriate trace | . cpswtus
setting and the component to be traced 4 Vendor Information

Configure trace level

= Can add new trace string if not in the list
— This allows tracing of components

that might not have been included in i
. . com.ibm.purescale.users
the list when shipped user_groups_roles
2 < users_roles
= Trace level from no tracing to Finest user_groups
users
Authonze
user_groups_users
rest
ibmce
Idap_configs

tokens
audt

Reports

Enable 1BM customer engineer (IBM CE) account access

OFF
SEVERE
WARNING
INFO
FINE
FINER
FINEST
ALL
FINEST
FINEST
FINEST
ALL

System -

27 IBM PureApplication System - troubleshooting overview
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Here you can set the trace levels of the various components. Support will request the level
required which can be from ‘OFF’ to ‘FINEST’. You also have the ability to add a new trace

string if needed for a component not already in the list.
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System events and problems

IBM PureApplication System - troubleshooting overview

© 2012 1BM Corporation

In the next section, you will briefly look at the events and problems that are surfaced.
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= Different subsystems send notifications to the management node as events Iml
— Surfaced in the system console
+ System Console > System > Events
— Linked up to the appropriate PureApplication System component record

= System collects all potentially useful SNMP traps from hardware, firmware and workload
console into a single SNMP endpoint
— Logon/logoff events from the hardware are not sent as there are too many

= SNMP messages become PureApplication System events which are forwarded as
PureApplication System SNMP traps which you can subscribe to
— You can configure as many external SNMP destinations as you want
— You configure the minimum severity to send to each destination
— SNMP v1 and v2 are supported
— MIB and OMNIbus rules for the PureApplication System events can be found here:
+ System Console > System > Settings > Event Forwarding

= Workload monitoring traps are also surfaced as system events

— Optim™ Performance Monitor and IBM Tivoli® Monitor events
— Kernel services, storehouse and security/auditing (log events of Info/Warning/Error)

29 IBM PureApplication System - troubleshooting overview © 2012 BM Corporation

PureApplication System consists of many subsystems working together. These different
subsystems send notifications to the management node as events which allows there to
be a single place for monitoring the PureApplication System’s health. All the events are
surfaced in the system console under the System > Events menu. The system is also
collecting SNMP traps from the various hardware, firmware and the workload console
which are also surfaced as events. These traps are collected into a single SNMP endpoint
which you can subscribe to. SNMP v1 and v2 are supported and you can configure as
many external SNMP destinations as you want. MIB and OMNIbus rules can be
downloaded for this purpose from the system console under the System > Settings >
Event Forwarding menu item.

Workload monitoring traps from Optim Performance Monitor and IBM Tivoli Monitor are
also surfaced as system events, along with events from kernel services, storehouse,
security and auditing which are all helping to coordinate your running workloads.
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System events

Welcome

Hardware ~ Reports ~

Event text Type Al

Event Text

System dock updated

System dock updated

System dock updated

Error ID = 81002 : Failure to bring up Ethernet
nterface

Hot air exiting from the rear of the chassis
might be recirculated in the inlet air at the
front of the chassis.

System dock updated

System dock updated

System dock updated

System dock updated

Hot air exiting from the rear of the chassis is
not being rearculated.

System dock updated

System dock updated

2521 - 2532 of 39687 ttems

Filters

Delete selected
events/download
to .csvfile

Severity Al Category All
Source Type Severity Category Updated on ~ { Actions E
Chassis Network @ T Aug 26, 2012 9:42:27
Switch Informational PM
Chassis Network @ . Aug 26, 2012 9:42:18
Switch Informational  * Alert M x
Chassis Network @ , Aug 26, 2012 9:41:52
Switch Informational ' Alert M x
Storage = cal Aug 26, 2012 9:39:15
Critical -
Subsystem o support PM x
A Customer | Aug 26, 2012 9:38:40
Fl h Minor >
s L serviceable | PM x
o " Aug 26, 2012 9:35:10
Top of Rack Switch Informational L Alert M &
PureApphication System Cluster 1 ::::z:;nsir:‘ac::ls I?\'Ofm:"lOn)l § Alert ;:9 26,2012 9: Llnbklto
- robiem
Chassis Network @ S /niict Aug 26, 2012 9:3 p
Switch Informational P
Chassis Network . Aug 26, 2012 9:28:52
Switch Informational  © Alet PM x
o A4 Customer Aug 26, 2012 9:28:47
T Chasess Informational  serviceable  PM x
= Chassis Network @ G Aug 26,2012 9:27:25 o
= Switch Informational 5 PM
Chassis Network 2 Aug 26, 2012 9:27:17
Switch Informational  © Alet oM x

211
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This slide gives you a sampling of system events that are surfaced. Notice you can filter

” bAN1Y

on “event text,” “type,

severity,” and “category” to see a subset of the events. You also

have an option to download the events to a .csv file and you can select multiple events
and delete them. The actions over on the right allow you to delete individual events, add a
comment or see the event details. The two events highlighted in the middle of the slide
show you a critical problem that you will need to call support about and a minor problem
that can be resolved by you. The event in the “Call support” category also has a link to the
problem that was created for it. The other events shown are informational only. Again,
remember the two icons on the top right, by default, will take you to a filtered set of events
that have occurred in the last 24 hours.
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Problems

Welcome Hardware ~

Problems in system

Status Al ’[l.,
Probles Al \J-

Author| 0PN
(fd8c:2Close N2s

Authonzation failure
(fd8c:215d:178e:c0de: Sef3:fcff:fesf: 21

Authorization failure
(fd8c:215d:178e:¢S51e:200:c9ff:feda:ab

Authorization failure
(fd8c:215d:178e:c0de:205:33f:fe91:6t

CWZIP9001E An unexpected internal
error [Database:GlobalException] has
occurred.

CWZIPS001E An unexpected internal
error [Database:GlobalException] has
occurred.

CWZIPS001E An unexpected internal
error [Database:GlobalException] has
occurred.

CWZIPS001E An unexpected internal
error

[FileSystems: WatchdogException] has
occurred.

1- 8 of 554 items

= Combination of SNMP special events and internal flags

Failed machine
Failed machine

10A368A

10A368A

10A368A

1043684

10F3F0A

10A368A

10A368A

10F3F0A

Problem detail
PureApphication General Event PureApplication System

PureApplication General Event Management Node : de7acded-9030-423a-
935b-4475f4c181de

PureApplication General Event Management Node

ation Hardware
a76f-1a160c9be7ce

Switch : 9562ea5d-8ble-4d36-

PureApplication General Event PureApplication Systems Manager :
com.ibm.purs ol : Unable to my IWD
console ipaddress, found 2 matching records

PureApplication General Event PureApplication Systems Manager :
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The “Problems” menu option under “System” shows you a list of problems with the system
that you might think about opening a PMR for. What you are shown here are a
combination of SNMP special events and internal flags that have been raised. Note you
can filter on the status or look at problems for a particular machine. You are also able to
sort on the various columns such as “Created On” which is highlighted on the slide.
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Hardware infrastructure map
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The next section will introduce you to the hardware infrastructure map.
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Hardware infrastructure map

= Go to System Console > Hardware > Infrastructure Map
— Hardware administration permissions required

= Two views available — graphical view and tree view
IBM PureApplication System Workload Console System Console

Welcome Cloud ~ Hardware -~ Reports ~ System ~

Infrastructure Map

IBM PureAp & 'y stem

33 IBM PureApplication System - troubleshooting overview

= Hardware infrastructure map graphically shows the entire rack and its components with
overlays of important information that helps in some troubleshooting and performance issues

© 2012 BM Corporation

The hardware infrastructure map shows the entire rack and its components in a graphical
way. Hardware administration permissions are required to see this option. There are
overlays of important information that can help in troubleshooting problems as you will see

on the next few slides.
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Hardware infrastructure map — Default
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You will first look at the graphical view as shown on the slide. Notice over on the leftis a
legend of what you are showing on the map. You can limit what is shown by clearing the
check box for that particular option. You can also toggle the legend from showing using the
“toggle legend” button shown on the top left. The PureApplication system is shown just as
it is set up, with all the hardware showing exactly where it is placed in the system. On the
slide here, a storage node is highlighted on the slide so the attributes for that particular
component are shown over on the right. There is also a hyperlink there to take you to its
definition in the hardware menu. The “Show Component Name” toggle switch determines
whether the component names show to the right and left of the box. This is showing the
default view of PureApplication System. You see there are numbers under each of the
options being shown. This gives you an idea at a quick glance what components might be
having a problem.
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Looking at the same component here, you see the status option which restricts the output
to the critical, warning and informational events reported for that component.
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As mentioned earlier, the LED status can also be monitored from the hardware
infrastructure map. This is showing the LED status of one of the compute nodes. You can
easily see that this particular node is powered on.
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This slide shows the temperatures of the various components in PureApplication System.
You can easily see here if something is running hot and needs to be checked out. This is
showing one of the compute nodes and its temperature is currently normal.
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Hardware infrastructure map — Performance

Infrastructure Map (Graphics View)

= %, Refresh |5 Switch to Tree View
Switchto

gH oefauk D status [G) LED Ty Temperature | @) Performance | Show Component Name @) tree view
13 System: PureApplication System ompute Node: SN =22AWTEO
Legend
v Summar
- 0.0 . = Yop of Rack 2 A
Switch
- Status @ Avaiable
0. Top of Rack
@ CPU utikzation " Switch Machine type 8737
s Memory utilization Storage Node Serial number:  SN#23AWTBO
< ® ranakn Architecture: Ac1
0 Storage utilization YRR Firmware level:  140027Q -
38 Network utilization @ Storage Node 05/04/2012 - 1.34

Service processor n/a
& Virtual machines = = | level
& 0 Nce “|  Unified extensible B2E113AUS -

§: Volusmes S ki firmware interface 04/12/2012 - 1.00
y (] i level
3y Power consumption
0 storage Node Indoud group:  CloudGroupCognos
Health statistics:  normal
§ Compute e U |- § Compute Successful deploy 0
Node ———— — Node number:
§ Compute U | . L |- i compute PVU value: 70
Node 1 ™ 1 R Node
§ Compute AR Ay § Ccompute = —
i 2:::0 te i ‘3’ nl-A v L%‘Jn-s :1]. ] 'C‘g:iuxe
] u h 3l |
Node 5| U qu s Node CPU utilization: 8%
§ compute g2l o gui2ulo § Compute Memory utilization: i 12%
Node ol -Jd | 4 Node Virtual machines: S
q Do 120%2 QL2 P
§ compute Slm T § compute
_ Node i r Y2 H ~ Node « Charts
4 Compute 2 4 Compute
Node Node
CPU Ltilization (%
{ compute (A MARE 4 Compute
Node e e Node I R APPSR,
§ Compute AL AR § Compute e A
Node Node
§ Compute | AR g o |- *A { Compute
. Node o’ o™ Olm i f . Node o -
38 IBM PureApplication System - troubleshooting overview © 2012 BM Corporation

Finally, you can easily check the performance of the system. This is showing the same
compute node as you saw on the previous slides and you can easily see that it currently
has five virtual machines hosted on it and the processor and memory utilization are low.

Now that you have briefly looked at each of the options for the hardware infrastructure
map, you will quickly see the ‘tree view’ option on the next slide. In order to switch to the
tree view, you need to click the hyperlink in the top right corner of the screen.
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Hardware infrastructure map — Tree view
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This slide shows the same compute node as the last slide but from the tree view. Some of
the information is highlighted here that you saw earlier such as power status, temperature
and events.
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Summary
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This section will give a brief summary of this presentation.
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* |BM PureApplication System has many built-in facilities that help debug system problems in
hardware and system software
— Logs
— Events
— Problems
— Hardware infrastructure map
— |BM customer engineer account access

4 IBM PureApplication System - troubleshooting overview ©2012 IBM Corporation

IBM PureApplication System has many facilities to help troubleshoot system problems
which you looked at briefly in this presentation. This includes logs, events, problems and
the hardware infrastructure map. You also saw an option to allow an IBM customer
engineer to gain access to do some deeper system level troubleshooting of a problem.
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