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z/OS V1R11 Communications Server – system 
management and monitoring 

This presentation will give you an overview of the enhancements to the Communications 
Server in z/OS V1R11 for system management and monitoring. The system management 
and monitoring theme includes various enhancements needed by network management 
vendors, including Tivoli®, and improved management functions that have been requested 
by customers. 
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IBM Software Group Enterprise Networking Solutions 

System management and monitoring 

Network management interface enhancements - stack configuration 
data 

Network management interface enhancements - detailed CSM usage 

Network management interface enhancements - OSA Network Traffic 
Analyzer data 

Network management interface enhancements - sysplex networking 
data 

Verbose ping 

� Netstat status display enhancements 

� Add time stamps to resolver trace 

� Netstat status display enhancements 

IBM migration health checker for z/OS RFC4301 compliance 

IBM migration health checker for DNS usage 
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Systems management and monitoring delivers a significant set of new network 
management interfaces (NMI) to enable network management software from Tivoli and 
other vendors better insight into z/OS Communications Server. 
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IBM Software Group Enterprise Networking Solutions 

New network management interfaces (NMI) 

Sysplex networking data 
– The TCP/IP Callable Network Management Interface (NMI), EZBNMIFR, is 

enhanced to provide sysplex networking data including dynamic VIPA 
information 

� TCP/IP stack configuration data 
– TCP/IP stack profile information is provided by way of a new SMF 119 event 

record. 
– This information is also available by way of a new GetProfile request for the 

TCP/IP Callable NMI. 

� OSA Network Traffic Analyzer data 
– Provides real time trace collection of OSA NTA trace similar to the SYSTCPDA 

packet trace collection 

� Detailed CSM usage 
– Provides additional storage ownership statistics 
– Users can request all ownership statistics or a subset of statistics based on 

ASID values 
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There are four new Network Management Interfaces (NMI) in this z/OS V1R11 
Communications Server. 

The existing dynamic VIPA Enterprise Specific MIB requires use of SNMP queries to 
retrieve the information. The new NMI provides similar information, but in a much more 
efficient way for local network management applications. 

The stack configuration NMI allows both query functions of the current stack configuration, 
and alerts by means of SMF records when an OBEYFILE command has been executed. 
The intent is to allow improved auditing of TCP/IP stack configuration and dynamic 
changes to that configuration. 

The existing real-time packet trace NMI is enhanced with the ability to also request real-
time tracing obtained from the OSA Network Traffic Analyzer (NTA) function. 

The existing interface to obtain CSM usage data does not allow retrieval of that data at a 
level that is granular enough. The enhanced NMI allows retrieval of CSM usage per using 
address space. 
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Verbose ping 

USER1:/u/user1: >ping -v w3.ibm.com 

CS V1R11: Pinging host w3.ibm.com (9.17.137.11) 

with 256 bytes of ICMP data 

ping #1 from 9.17.137.11: bytes=264 seq=1 ttl=242 time=56.64 ms 

ping #2 from 9.17.137.11: bytes=264 seq=2 ttl=242 time=56.90 ms 

ping #3 from 9.17.137.11: bytes=264 seq=3 ttl=242 time=57.96 ms 

Ping statistics for w3.ibm.com (9.17.137.11) 

Packets: Sent=3, Received=3, Lost=0 (0% loss) 

Approximate round trip times in milliseconds: 

Minimum=56.64 ms, Maximum=57.96 ms, Average=57.17 ms, StdDev=0.70 ms 

USER1:/u/user1: > 

� z/OS ping has been made to look more like ping on other 
platforms. 

– A new verbose (or –v) option 

z/OS ping has been made to look like ping on most other platforms. 

The new verbose or –v option will by default send three echo requests, calculate statistics 
for those three requests, and display the statistical summary as the response. 
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IBM Software Group Enterprise Networking Solutions 

Migration health check for RFC 4301 compliance 

� z/OS V1R10 announcement included this z/OS Communications Server 
statement of direction: 

In a future release of z/OS, IBM intends to make RFC4301 
compliance mandatory. RFC4301 "Security Architecture for the 

Internet Protocol" specifies the base architecture for IPSec­
compliant systems, including restrictions on the routing of 
fragmented packets. In z/OS V1R10 RFC4301 compliance 

enforcement is an optional setting in the z/OS IPSec policy. 
Changing an IPSec policy from being non-compliant to 

compliant, may require minor changes to IP filters for IP traffic 
that is routed through z/OS. The Configuration Assistant for z/OS 

Communications Server includes functions to assist with 
identifying and making such changes. 

Disclaimer: All statements regarding IBM future direction or intent, including current product plans, are subject to 
change or withdrawal without notice and represent goals and objectives only. All information is provided for 
informational purposes only, on an “as is” basis, without warranty of any kind 
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In August 2008, when the availability of z/OS V1R10 was announced, there was a 
statement of direction included that talked about IPSec RFC4301 compliance. 

In z/OS V1R10, Communications Server implemented support for an updated IPSec 
standard – referred to as RFC4301. That standard set some stricter rules for how to apply 
packet filters to packets that were routed through an IP node that used IP filters. In z/OS 
V1R10 and in z/OS V1R11, you have an option available that basically disables the check 
for RFC4301 compliance. This allows you to continue to use IP filters for routed traffic that 
is not in compliance with RFC4301. 

The rationale for the switch was to allow affected customers time to change their IP filter 
rules. At some point in time (after z/OS V1R11), z/OS Communications Server intends to 
remove the switch – requiring IP filter rules to be in compliance with RFC4301. It is the 
general policy of z/OS Communications Server to stay in compliance with RFC standards. 
Customers are encouraged to also do so in this case. 
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What the RFC 4301 compliance option is about 

IP Filters IP Filters 

Local Traffic 
(No changes to 

become RFC4301 
compliant) 

Routed Traffic 
(Possibly changes to 

become RFC4301 
compliant) 

Filters that are 
defined as routed or 
either cannot be 
based on ports, 
types, or codes. 
Each fragment is 
checked against filter 
rules as fragments 
are routed through 
this node. 

IP Hdr first part TCP Hdr (port) Data first part 

IP Hdr second part Data second part 

Routing 
filter rule 

using port 
number as 
selection 

Can apply filter rule to 
this packet 

But not to this 

First fragment 

Second fragment 

Filters for local 
traffic can be 
based on ports, 
types, or codes. 
Fragments are 
reassembled 
before filter rules 
are checked. 

If all your 
filter rules are 
defined as 
local, no 
changes are 
required to 
become 
RFC4301 
compliant. 

The issue that was addressed by RFC4301 was that when IP packets are routed through 
an IP node, IP packet filters are applied to possible fragments of IP packets. If an IP 
packet has been fragmented in the network, only the first fragment will include a transport 
layer protocol header. Only the first fragment will have information about TCP or UDP and 
port number, or ICMP codes, and so forth. 

If an IP Node applies filters to routed traffic, those filters cannot include transport layer 
information, but only refer to information that is available in the IP header itself. 

“Real” firewalls will normally deal with this by being “state-full”. When the first fragment 
passes through, they will cache identification information from that first fragment. That 
way, they can match the fragments that follow to the cached information from the first 
fragment. z/OS Communications Server is not a state-full router – it will not remember any 
information from one fragment to the next when fragments are routed through z/OS. 
However, when the traffic starts or ends on z/OS, IP filtering is done before fragmentation 
of outbound traffic and after reassemble of inbound fragments. In those two cases, the full 
IP packet content is available for inspection. 
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IBM Software Group Enterprise Networking Solutions 

Migration health check for BIND9 usage 

In a future release of z/OS, the BIND 9.2.0 function will be 
removed from the z/OS Communications Server component. 

Customers who currently use or plan to use the z/OS BIND 9.2.0 
function as a caching-only name server should use the Resolver 

function, which will be available in z/OS V1.11, to cache DNS 
responses. Customers who currently use or plan to use the z/OS 
BIND 9.2.0 function as a primary or secondary authoritative name 

server should investigate using BIND on Linux® for System z®. 

� With the resolver caching in this release, the need for a DNS server on 
z/OS is expected to be very low 

� Current plans are to issue a statement of direction about withdrawal of 
BIND9 DNS server functions in general 

Disclaimer: All statements regarding IBM future direction or intent, including current product plans, are subject to 
change or withdrawal without notice and represent goals and objectives only. All information is provided for 
informational purposes only, on an “as is” basis, without warranty of any kind 
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Maintaining DNS BIND on z/OS requires z/OS Communications Server development and 
test resources that can be used for other networking functions on z/OS. It is expected that 
after the z/OS V1R11 system resolver cache function, the number of customers who will 
continue to have a need to run a DNS BIND server on z/OS is very low. The assumption is 
that the demand will decrease so that it likely can be addressed by locating the name 
server on another System z operating system, such as Linux on System z. DNS BIND is a 
component that is generally available on Linux. 

This is a statement of direction. If z/OS Communications Server learns that this direction is 
not the direction a significant amount of customers want to move, z/OS Communications 
Server is open to other suggestions. 

Otherwise, expect DNS BIND software to be removed from z/OS Communications Server 
within the next few years. 
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Trademarks, copyrights, and disclaimers 
IBM, the IBM logo, ibm.com, and the following terms are trademarks or registered trademarks of International Business Machines Corporation in the United States, other countries, or both: 

System z Tivoli z/OS 

If these and other IBM trademarked terms are marked on their first occurrence in this information with a trademark symbol (® or ™), these symbols indicate U.S. registered or common law 
trademarks owned by IBM at the time this information was published. Such trademarks may also be registered or common law trademarks in other countries. A current list of other IBM 
trademarks is available on the Web at "Copyright and trademark information" at http://www.ibm.com/legal/copytrade.shtml 

Linux is a registered trademark of Linus Torvalds in the United States, other countries, or both. 

Other company, product, or service names may be trademarks or service marks of others. 

Product data has been reviewed for accuracy as of the date of initial publication. Product data is subject to change without notice. This document could include technical inaccuracies or 
typographical errors. IBM may make improvements or changes in the products or programs described herein at any time without notice. Any statements regarding IBM's future direction 
and intent are subject to change or withdrawal without notice, and represent goals and objectives only. References in this document to IBM products, programs, or services does not imply 
that IBM intends to make such products, programs or services available in all countries in which IBM operates or does business. Any reference to an IBM Program Product in this 
document is not intended to state or imply that only that program product may be used. Any functionally equivalent program, that does not infringe IBM's intellectual property rights, may be 
used instead. 

THE INFORMATION PROVIDED IN THIS DOCUMENT IS DISTRIBUTED "AS IS" WITHOUT ANY WARRANTY, EITHER EXPRESS OR IMPLIED. IBM EXPRESSLY DISCLAIMS ANY 
WARRANTIES OF MERCHANTABILITY, FITNESS FOR A PARTICULAR PURPOSE OR NONINFRINGEMENT. IBM shall have no responsibility to update this information. IBM products 
are warranted, if at all, according to the terms and conditions of the agreements (for example, IBM Customer Agreement, Statement of Limited Warranty, International Program License 
Agreement, etc.) under which they are provided. Information concerning non-IBM products was obtained from the suppliers of those products, their published announcements or other 
publicly available sources. IBM has not tested those products in connection with this publication and cannot confirm the accuracy of performance, compatibility or any other claims related 
to non-IBM products. 

IBM makes no representations or warranties, express or implied, regarding non-IBM products and services. 

The provision of the information contained herein is not intended to, and does not, grant any right or license under any IBM patents or copyrights. Inquiries regarding patent or copyright 
licenses should be made, in writing, to: 

IBM Director of Licensing 
IBM Corporation 
North Castle Drive 
Armonk, NY 10504-1785 
U.S.A. 

Performance is based on measurements and projections using standard IBM benchmarks in a controlled environment. All customer examples described are presented as illustrations of 
how those customers have used IBM products and the results they may have achieved. The actual throughput or performance that any user will experience will vary depending upon 
considerations such as the amount of multiprogramming in the user's job stream, the I/O configuration, the storage configuration, and the workload processed. Therefore, no assurance 
can be given that an individual user will achieve throughput or performance improvements equivalent to the ratios stated here. 
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Note to U.S. Government Users - Documentation related to restricted rights-Use, duplication or disclosure is subject to restrictions set forth in GSA ADP Schedule Contract and IBM Corp. 
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