
AIM Enterprise Platform Software
IBM z/Transaction Processing Facility Enterprise Edition 1.1.0

Any reference to future plans are for planning purposes only.  IBM reserves the right to change those plans at its discretion.  Any reliance on such a
disclosure is solely at your own risk.  IBM makes no commitment to provide additional information in the future.

© 2008 IBM Corporation

z/TPF V1.1

TPF Users Group Spring 2008 

TPF Shared PR/SM Performance Considerations 

Robert Blackburn Ph.D. 



© 2008 IBM Corporation

IBM Software Group

AIM Enterprise Platform Software              IBM z/Transaction Processing Facility Enterprise Edition 1.1.0
TPF Users Group                                                 Spring 2008

Preliminaries

Assume no dedicated LPARs or just subtract their CPs from the 
CEC total
Assume no capping of LPARs
‘Wait Completion = No’ is very strongly recommended
– Event driven dispatching by a wait or interrupt
– Can fully utilize CEC 

‘Wait Completion = Yes’ is not recommended
– Processing weights always in effect – how scheduled
– LPAR is given entire dispatch interval even if it sits in wait state 
– Significant response time increase
– Very slight ITR gain



© 2008 IBM Corporation

IBM Software Group

AIM Enterprise Platform Software              IBM z/Transaction Processing Facility Enterprise Edition 1.1.0
TPF Users Group                                                 Spring 2008

Preliminaries

Choosing PR/SM run time
– quite robust
– 7 to 13 mills is fine
– Too small – larger overhead
– Too large – response time issues

The busy period
– Mean busy period length,  denoted E(B)= E(s)/(1-p)

• where E(s) = mean service time  = instructions per IO (often in TPF systems)
• p = utilization

– e.g. at  p=.8  and E(s)=10K we have E(B) = 10K / .2 = 50K
– With 300 MIPs CP this is 50K / 300E6 = 1/6 mill
– Thus mean busy period much smaller than PR/SM  run time

• Reason for above robustness 
• z/OS might have E(s) = 500K not 10K
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Weights determine share as p -> 1

Weights are a way to specify the portion of the CEC to which 
the LPAR is entitled
Weights come into play if and only if the number of logical 
CPs being dispatched is greater than the number of  
physical CPs available
– the PR/SM history is a relatively short time interval

Low priority logical processor may be preempted if an IO 
interrupt is pending for a higher priority logical processor
Higher priority
– Further behind in its share
– Not as far ahead in its share
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Virtual CP considerations 

Number of logical CPs in LPAR determine upper 
bound for CPU usage
– e.g. if CEC is 6way and LPAR is 4way then LPAR max 

usage of CEC < .66(4/6)  regardless of weight  

Never define more logical CPs than needed in the 
peak time of day/day of month
– Worthwhile to determine your peak period

– Very large fluctuations in workload intensity may need 
high number of CPs
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Virtual to Real --- Customer Measured Effect

Old CEC was a real 4way (R=4)
– TPF shared 3way(V=3)
– VM shared 2way(V=2)
– V=3+2 
– V/R = 5/4 = 1.25

New CEC was a real 3way
– V/R = 5/3 = 1.66
– Performance was not as predicted

Changes on the new CEC 
– defined VM as 1way
– Now V/R = 4/3 = 1.33 near the original 1.25

Result: 4 to 5% performance improvement
– Brought new CEC to performance expectations
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Details on V/R Effect

z990 and z9 specific
L1(Instruction and data) 256K

– minimal value for just dispatched LPAR 
• most of its previous entries gone

L2 is 32M per book(8 CPs)
– Entries will persist across dispatches

TLB and TLB2
– TLB  512 entries
– TLB2  512/4K (CRSTE and PTE)

• Keep entries for several  LPARs in TLB2 at same time
• Significant performance gain when numerous images running
• PTLB only done for those entries formed by currently active LPAR

As increase the number of virtual CPs the L2 and TLB2 become essentially smaller for each LPAR
– Wait/sec 
– Cache footprint
– Partitioned cache has lower hit ratio than shared cache 

• get lower bound on performance
• use the square root rule to estimate effect

– Calculate incremental misses to memory
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Routing Weights – customer example

This effect becomes more important as TPF MPs share the 
CEC
CEC has 3 real CPs
– TPF LPAR1 has 3 shared CPs
– TPF LPAR2 has 1 shared CP

Deliberately LPAR1 has weights set higher than it ever uses
– even over a short period, say, 5 minutes

RESULT: LPAR1 essentially gets all the CPU it needs and 
LPAR2 gets the remainder 
– Essentially a priority queue
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Weights ---Problem/Explanation

LPAR1 p= .6
LPAR2 p=.8

– Input list queues of 1200
CEC utilization 

– (3x.6 + .8 )/3 = .86
– Why is LPAR2 acting as if its utilization=1?

Assume independence of 3 virtual CPs in LPAR1
– P(all 3 CPs busy) = .63 = .22
– P(at least one CP available) = 1-.22 = .78 
– This is very close to actual LPAR2 util of .8

Thus LPAR1 leaves 1.2 CPs of power unused that LPAR2  can not  
fully use 
– with only 1 defined virtual CP
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Weights - solution

Define LPAR2 as a 2way
Can calculate P(at least 2 CPs free) by LPAR1
– Calculate with binomial distribution
– Answer is  .288 + .064 =  .352

Sufficient for LPAR2 to fully utilize 1 CP
Customer must balance V/R costs vs ability to exploit free cycles
– Effect is significantly lessened with larger LPAR MPs
– E.g. 610 = .006  = P(10 are busy)

Note this priority situation is somewhat unusual when both LPARs
are TPF
– Common with other LPAR being z/OS or VM
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Multiple TPF Shared LPARs in a CEC

Very different than a single TPF LPAR with one/several 
nonTPF systems acting as MIPS soaks
Customers accepted that VM could suffer significantly 
reduced MIPS as TPF increased its utilization
With 2 or more TPF LPARs competing 
– generally not a lower priority TPF

Thus total CEC utilization is now the critical factor
• It is as important as native CEC utilization used to be
• z/TPF LPAR can measure the entire CEC utilization
• TPF4.1 LPAR can not
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Issues involved with large CEC performance analysis 
having multiple LPARs

Crossing several generations of machine design
– especially nonIBM to IBM

Large change in MP level
– e.g. from 8way to 3way or reverse

Type of TPF workloads
– RES, Fares, FEP 

Potential TPF workload changes
Using throughput measures other than the TPF ITRRs

– Gartner, LSPR etc
Type of LPARs sharing the CEC
TPF wait/sec is much larger than other operating systems

– p(1-p) / E(s)
– E(s) is much smaller for TPF systems
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Performance estimate of TPF LPAR under large CEC

TPF LPAR is 8w on 13w CEC 
MP performance is concave

– chord of any 2 points on the 
graph lies below the graph

8w = 5.9 (power of uni)
13w = 8.58
(8/13)13w = 5.28 
Thus linear estimate can 
significantly differ from the actual 
point 
Best estimate is near the actual  
MP value

– More work needed here
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