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Background

• One of the primary interconnectivity solutions for TPF is 
using z/TPF MQ. 

• Provides large pipes to transfer data to and from z/TPF.
• z/TPF MQ can guarantee delivery of messages even in the event 

of a failure. 

• Pushing critical data off of z/TPF through things like z/TPF 
data events continues to grow.  

• These outbound z/TPF MQ pipes are a critical interface 
• Require high availability
• Minimize latency to ensure timely delivery of the messages across this 

interface.
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Background

• In z/TPF, when sending messages to a remote queue 
manager

• A z/TPF MQ sender channel is created, creating a socket 
connection to the remote queue manager.  

• A z/TPF MQ transmission queue is created and assigned to the 
z/TPF MQ sender channel.  

• A z/TPF MQ remote queue definition is created and assigned to 
the z/TPF Transmission Queue. 
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Background
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Problem Statement
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Problem Statement
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• The MQ messages sent to a remote queue name 
are sent on a single connection to the remote 
queue manager.  
• The single socket connection has finite bandwidth
• The single remote queue manager could become overloaded and is a 

single point of failure.  
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Problem Statement
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Problem 1: Single Channel = Finite Bandwidth
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Problem Statement
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Problem 2: Overloading the Remote System
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Problem Statement
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Problem 3: Single Point of Failure
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• To prevent single point of failure or bandwidth constraints
• Additional channels can be created to the same system or 

separate systems

• Applications must create code to monitor the status of channels 
and handle load balancing across them

• Increased application complexity to monitor the size of 
transmission queues

• Access to the sender channel states is not available to the 
application

• Adding new transmission queues may require application 
changes

Creating Additional Transmission Queues
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Solution

• Application always sends to a single remote queue name, but the 
remote queue name can be mapped to one or more transmission 
queues and sender channels.
• Mapping is done administratively without impacting existing applications
• Monitoring and management of the channels is handled by the z/TPF 

system

• Similar in concept to High Speed Connector where we 
administratively create groups of endpoints (remote systems). 
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Solution

z/TPF Dynamic Routing Architecture
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Technical Details
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Technical Details
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MQ Dynamic Routing Configuration File
• Configuration file is loaded when the file timestamp is updated.

• The file is interrogated once a second and refreshed if changed.  
• Processor unique files

• /etc/mq/mqdr_(cpu).csv
• /etc/mq/mqdr_b.csv

• With Symbolic file linking:
• Rollout the same file across the complex
• Keep backup versions of the files
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Technical Details
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MQ Dynamic Routing – Route Selection
• Dynamic Routing destinations are chosen at the MQOPEN time.

• Once a route is determined all subsequent messages for this ECB will 
use that route until an MQCLOSE is issued
• This can be useful when the order of messages for a given 

transaction matters.  
• Ensures all messages for that application instance would be on the 

same remote queue.  

• If your applications use MQPUT1 then routing will be done each time 
the API is issued.
• MQOPEN / MQCLOSE is done under the covers by the system
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MQ Dynamic Routing Migration
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MQ Dynamic Routing Load Balancing
• Dynamic Routes with remote queues will be chosen by:

• Transmission queues with an active sender channel
• Stopped channels will be eliminated
• Unavailable queue managers will be eliminated

• Lowest queue depth
• Faster queue managers will process more messages

• When all things are equal
• Queue with oldest last serviced time is selected
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MQ Dynamic Routing Monitor and Management
• New ZMQDR command to display dynamic routing entries

New ZMQDR RESET to reset the “Use Count”

User:     ZMQDR DISP QR-RQB1 

System:   MMQDR0012I 13.51.52 DYNAMIC ROUTING SINGLE REMOTE QUEUE DISPLAY  
DESCRIPTION – Data Events to Remote Systems
DEFPSIST    - NOT PERSISTENT
PUT         - ENABLED
------------------------------------------------------------------
Transmission Queue Name                         Use Count    Avail
------------------------------------------------------------------
LNXQB1                                          - 1834113    - YES

Remote Queue Name – LNXQ1
Remote Qmgr Name – LNXMGR1

LNXQB2                                          - 1839902    - YES
Remote Queue Name – LNXQ1                                             
Remote Qmgr Name – LNXMGR2

LNXQB3                                          - 830687    - NO
Remote Queue Name – LNXQ2
Remote Qmgr Name – LNXMGR3                                                

LNXQB4                                          - 1832723    - YES
Remote Queue Name – LNXQ2
Remote Qmgr Name – LNXMGR4

END OF DISPLAY+     
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Value Statement

25

• Delivered With APAR PJ45631 – November 2019 

• Multiple channels to remote systems that are managed and monitored by 
the z/TPF system
• Increased throughput of messages being processed
• Higher availability in the event of failures 

• Intelligent load balancing across all available channels
• z/TPF managed routing based on the state of the system and the channels
• Does not require application changes or outages to spread application 

messages across multiple channels. 
• Can dynamically add channel definitions to increase capacity

TPF Users Group/TPF/ August 2020 / © 2020 IBM Corporation 



What’s Next
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Disclaimer
Any reference to future plans are for planning 
purposes only. IBM reserves the right to change 
those plans at its discretion. Any reliance on such a 
disclosure is solely at your own risk. IBM makes no 
commitment to provide additional information in the 
future. 
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Background

• Use of z/TPF MQ continues to increase. 
• For example, pushing data off of z/TPF with z/TPF Data Events

• z/TPF MQ uses System Work Block (SWBs) to save 
messages

• SWBs are a critical system resource below the 2G bar
• To minimize I/O, users define large amounts of SWBs if possible. 
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Pain Points
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• Available space below the 2G bar can prevent future growth of the 
z/TPF system

• For example, increasing the number of defined ECBs in the system

• With limited number of SWBs, more frequent I/O may result as the 
MQ sweeper needs to free up SWB storage

• Small hiccups in the network or on the remote end
• Surges of messages received on queues

• With increased usage of MQ and increase size of MQ messages
• The network bandwidth consumed by MQ is growing
• The network latency to send MQ messages to remote partners is increasing
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Solution
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• A system administrator will see a reduction in I/O, CPU consumed, and 
processing time used to process MQ messages by leveraging z15 HW 
compression when internally storing messages in memory or on disk.  

• A network administrator will see a reduction in network bandwidth costs 
and reduced latency by MQ leveraging z15 HW compression support

• A system administrator will have the ability to define MQ queues that will 
use storage above the 2G bar to hold messages to enable workload growth 
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• New queue type that will use storage above the 2G bar
• Primary use case is for high volume outbound data, mainly persistent MQ messages 

sent to remote nodes.

• Redesigned sweeper and checkpoint processing to reduce the number of I/Os and 
processing time
• Leverage large memory to reduce I/O
• Elimination of redundant I/O
• Leverage z15 Hardware Compression to reduce I/O and CPU consumed

• New options to allow for z/TPF MQ network compression on channels

• Will be a phased deliverable – first being internal compression of MQ messages 
• Reduction of I/O and memory footprint for MQ. 
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Call for Sponsor Users 
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Questions? Comments?

Thank You
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Virtual TPFUG Q&A (Slide 1 of 2) 

Question Answer
Q: So if updates for the same records went over differnt remote 
queue managers, it is up to the host TPF system to order them, 
correct? Disperate updates could be processed by differnt ECB's 
so the MQOPEN/CLOSE doesn't help. 

A: Correct, the application must decide if it wants messages to go to the same destination. A single MQOPEN 
and multiple MQPUT's will send the messeges to same desitnition. If order and system does not matter, 
MQPUT1 can be used to route messages around.

Q: Would you anticipate that Dynamic Routing might eliminate 
the need to use existing SWINGQ feature?

A: For planned outages, when the transmission queue is disabled, dynamic routing can bleed the transmission 
queue to zero and negate the need for swingq. With an unplanned outage, the messages may still be on the 
tranmission queue, and SWINGQ is needed.

Q: Are there use cases that I should not prefer Dynamic MQ 
routing for?

A: If order is needed for messages, dynamic routing becomes problematic as messages may arrive out of order.

Q: Is that a similar concept than the cluster concept on WS MQ 
distributed side?

A: This is similiar to clustering, however does not support all of the clustering features. We choose to 
implement a smaller piece and this is z/TPF unique.

Q: with refresh process running every second, on a busy system, 
is there a risk of one process not completing in 1 sec, and having 
2 processes trying to do the same process, blocking the Xqueue
table??

A: The Dynamic Rotuing config file processing uses ENQ/DEQ to prevent two processes from updating the 
definition.

Q: Is dyanamic routing better than using active/passive failover 
MQ Qmgrs for resileincy ? 

A: Dynamic Routing uses all available definitions and systems, I think active/passive is a standby system which 
this is not.

Q: Will this facilitate or provide the ability to move messages 
from one processor trans queue to another processor trans 
queue? Swing queue just moves messages from one queue to 
another queue on the same processor.

A: This does not route message from one processor to another. z/TPF MQ has MOVEMSGS if a processor is 
deactivated. TO2 queues (COMMON-YES) are sharted between processors, however Dynamic routing does not 
support them as transmission queues.

Q: would outbound compression happen before or after ip
trace?

A: Compression is done at the middleware layer, which in this case in MQ, so that is before the TCP/IP layer, 
thus before IP trace 
A: MQ has it's own trace facility that can be used to view message data before it is compressed.
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Virtual TPFUG Q&A (Slide 2 of 2) 

Question Answer
Q: can u define a secondary qr that is only used when the 
primary set of Qrs are down. Or if it is up it will be in the 
rotation.

A: Currently, if its up it is in the rotation. There is no current concept of a primary / backup in dynamic 
routing...but does sound like it may be useful. 

Q: John, I noticed in the XRemite Queue def you have a PUT 
Allowed = 0, can we setup 2 Remotes, one with PUT Allowed 
and one not, and only enable the second when the 1 is down? 
allows for backup, and since the same Queue is used, might 
save the data on the q?

A: The PUT allowed on the DR def, must be the same value, and is either enabled or disabled. What you want 
to do is disable the transmission queue with put disabled, that will work for what you want to do.

Summary of Q&A from the virtual TPFUG event:
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