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disclaimer

Disclaimer

Any reference to future plans are for planning purposes only. IBM reserves the 

right to change those plans at its discretion. Any reliance on such a disclosure is 

solely at your own risk.  IBM makes no commitment to provide additional 

information in the future.
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Dynamic CPU

Capacity

Sub Hill One
The service provider can handle a sustained 

increase in workload without needing to take an 

outage.

Sub Hill Two
The service provider can maximize CPU resources 

to lower its hardware costs.

Sub Hill Three
The service provider can selectively run utilities even

during peak volumes without impacting real-time

transactions.

The service provider VP of 

operations can run more 

workload on his existing

CPU hardware to lower costs and

immediately increase CPU 

capacity to achieve SLAs.



Let’s talk about… 

Timmy the capacity planner projects 
that because of transaction growth, 
his z/TPF production system will 
need 1-2 more engines in the 
coming year, but does not know 
exactly when the increased rate of 
transactions will occur.
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As-Is Scenario 

An additional 2 engines need to be purchased and 
added during a scheduled outage, which is months 
before they will be needed, but that’s the scheduled 
outage window.

Timmy is also hoping the business forecasts are 
accurate and that an additional 2 engines will be 
sufficient because if not, there might not be enough 
capacity to handle the workload and adding even more 
capacity will require another outage.   
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To-Be Scenario 

With Dynamic CPU support, additional engines can be 
added (but not used or paid for until used) during the 
next scheduled outage.

Just in case the business forecasts are wrong and 2 
engines will not be sufficient, Timmy adds 4 additional 
engines to z/TPF because there are no negative 
ramifications in doing so.

When workload grows to the point requiring an 
additional engine, Micky the z/TPF operator can turn on 
the additional engine(s) immediately.    
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As-Is Environment 
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To-Be Environment – Define the I-stream Cap 
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To-Be Environment – Reconfigure LPAR to Add Additional Engines and IPL z/TPF 
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In Use I-streams
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To-Be Environment –When Workload Grows, Increase I-stream Cap to Immediately Start Using the 9thEngine 
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In Use I-streams
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To-Be Environment –Business Grows Beyond Original Projections so Increase I-stream Cap to  Use 10thand 11th Engines 
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To-Be Scenario 

Timmy’s boss is thrilled because he 
was able to meet the current and 
unknown future growing business 
needs of his company without 
requiring outages to add the necessary 
capacity to the z/TPF server.
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Dynamic CPU

Capacity

Sub Hill One
The service provider can handle a sustained 

increase in workload without needing to take an 

outage.

Sub Hill Two
The service provider can maximize CPU resources 

to lower its hardware costs.

Sub Hill Three
The service provider can selectively run utilities even

during peak volumes without impacting real-time

transactions.

The service provider VP of 

operations can run more 

workload on his existing

CPU hardware to lower costs and

immediately increase CPU 

capacity to achieve SLAs.



• z Systems Server

• Model 712

• 12 physical engines (CPUs)

• LPAR 1

• z/TPF 

• 8 logical engines (I-streams)

• Shared PR/SM weight = 50

• LPAR 2

• z/TPF 

• 8 logical engines (I-streams)

• Shared PR/SM weight = 50
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Dynamic CPU Support

2 3 4 5 6 7 8 9 10 11 12

Shared CPU Pool

1

LPAR 1
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LPAR 2
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= physical I-stream (CPU)

= logical I-stream (CPU)

Sample z Systems Server with 2 Shared LPARs
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Let’s Look Inside the Box

Warning - It’s Going To Get Technical Now! 
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ECB 1 on Logical Engine 1 (I-stream 1) in LPAR 1 is Executing on Physical Engine 1 
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ECB 1 Does I/O and Gives Up Control – When the I/O Completes, it will Continue 

on Logical Engine 1 in LPAR 1, but on what Physical Engine?
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ECB 1
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Best Choice – On the Same Physical Engine as Before 
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ECB 1
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Second Best Choice – On a Physical Engine on the Same Chip as Before 
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Third Choice – On a Physical Engine on the Same Node as Before 
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Last Choice – On a Physical Engine a Different Node than Before 
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As-Is Environment – Low/Medium Traffic 
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To-Be Environment – Same Low/Medium Traffic Workload with HiperDispatch Enabled
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As-Is Environment – High Traffic on Both LPARs 

24 Dynamic CPU Support

1  2  3  4  5  6  7  8  9  10  11  12

Physical Engines

z/TPF 

LPAR1

1 2 3 4 5 6 7 8

z/TPF 

LPAR2

1 2 3 4 5 6 7 8

12 Physical

16 Logical In-use

In-use I-streams                 

72.5% 

CPU busy

across

8 engines

72.5% 

CPU busy

across

8 engines

In-use I-streams                 



© 2017 IBM z/TPF | TPF Users Group Spring Conference | IBM Confidential

To-Be Environment – High Traffic on Both LPARs with HiperDispatch Enabled 
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Dynamic CPU

Capacity

Sub Hill One
The service provider can handle a sustained 

increase in workload without needing to take an 

outage.

Sub Hill Two
The service provider can maximize CPU resources 

to lower its hardware costs.

Sub Hill Three
The service provider can selectively run utilities even

during peak volumes without impacting real-time

transactions.

The service provider VP of 

operations can run more 

workload on his existing

CPU hardware to lower costs and

immediately increase CPU 

capacity to achieve SLAs.



Let’s talk about… 

Dave is the VP of operations for 
service provider HiJynxs Associates 
Ltd. (HAL).  Ever since the original 
contract in 2001 with customer 
JupiterBound, HAL was able to run 
z/TPF utilities at night when traffic 
volume was low.
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As-Is Scenario 

JupiterBound expands its business across multiple 
continents so there are no multi-hour “low traffic periods” 
anymore; therefore, HAL is now forced to run some 
utilities during high traffic periods.

To prevent those utilities from impacting transactional 
workloads, Dave must install more CPU capacity, and 
those additional costs either reduce HAL’s profits or 
increases JupiterBound’s bill reducing customer 
satisfaction… a lose-lose situation.
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To-Be Scenario 

JupiterBound expands its business across multiple continents 
so there are no multi-hour “low traffic periods” anymore; 
therefore, HAL is now forced to run some utilities during high 
traffic periods. 

HAL can now mark certain utilities as “low priority”, meaning if 
CPU resources become constrained, these utilities will run at 
a slower rate as to not impact transactional workloads.

HAL is now able to run utilities at any time of day or night to 
meet SLA’s and do so on existing HW so both HAL and 
JupiterBound are happy… a win-win situation.
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THANK YOU
Questions or comments?

IBM z/TPF
z/TPF Chief Architect
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