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Solving Problems with z/TPF Data 

•  z/TPF data is needed on remote systems 
to solve business problems...
•  Analytics for business insights
•  Data caching to service read-only 

queries and reduce load on z/TPF 
systems

•  Data warehouse to store expired 
database entries

•  Pub/Sub servers to store updates and 
propagate to other systems
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Unlocking z/TPF Data before Data 
Events 

•  Applications updated to call 
hooks for every update

•  Unique hooks to capture updates 
for each database 

•  May not invest in capturing 
updates for all paths 

•  Ongoing maintenance costs to 
maintain changes

z/TPF 
Application 1!

Nightly File 
Maintenance!

Data 
Hook A!

Data 
Hook B!
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Data events for z/TPF Files 

A business analyst can do analytics and 
queries (SQL or other) against a near real-
time copy of the z/TPF File data without any z/
TPF application changes required.!
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Unlocking z/TPF Data with Data Events 

•  Create event specifications and 
dispatch adapters

•  Create DFDL schema files to map 
data

•  Write enrichment and custom 
format/transmit programs

•  Enable data events to 
automatically capture updates


No application changes required!

z/TPF 
Application 1!

Nightly File 
Maintenance!

Event specs 
& Dispatch 
Adapters!

DFDL 
Schema Files!

Format & 
Transmit 
Programs!

Enrichment 
Programs!
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Data events for z/TPFDF & z/TPF Files! 

•  Defined and enabled through business events 
•  Business event specifications, dispatch 

adapters, and DFDL schemas
•  Business event infrastructure processes the 

data events
•  Enrichment: Application and dispatch 

enrichment

•  Format: Common Base Event (CBE), binary, and 
custom formats

•  Transmit: Websphere MQ and custom transmit

Event specs 
& Dispatch 
Adapters!

DFDL 
Schema Files!

Enrichment 
Programs!

Format & 
Transmit 
Programs!

Business Events 
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Defining Data Events for ... 

•  Create z/TPF file collection 
descriptor
•  Describes a z/TPF file, which      

are record chains with the same 
record ID

•  Defines event name for this file  
and  record ID

•  Create business event specification
•  Specifies record types to collect 

for this record ID: Fixed Records, 
Long Term Pools, and Short Term 
Pools

•  Update DBDEF macro
•  Describes a z/TPFDF file, which 

are record chains with the same 
record ID

•  Defines event name for this file 
and file ID

•  Create business event specification
•  Specifies LREC ID’s to collect for 

this file ID

z/TPFDF Files z/TPF Files 
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Generating Data Events for z/TPF Files 

z/TPF 
Application!

•  File Record X

z/TPF 
System!

•  File Record X
•  If record ID 

enabled for 
eventing, send 
Record X to 
Business Event 
Processing

Business 
Events!

•  Create Event 
Message Data 
Event

•  Format Event
•  Transmit Event
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Event Message Format 
Business events with both data and context!
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Event Message Format 

• Event	  name,	  +mestamp,	  intercept	  name,	  etc.	  
• Ini+alized	  and	  managed	  by	  z/TPF	  system	  Event	  Header	  

• Op+onal	  user	  area	  shared	  across	  events	  for	  an	  ECB	  Event	  ECB	  Context	  

• Op+onal	  user	  area	  unique	  to	  an	  event	  Event	  User	  Context	  

• Signal	  Event:	  Data	  from	  tpf_bev_signal()	  
• Data	  Event:	  Database	  context	  and	  changed	  data	  Event	  Data	  
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Event Data for a z/TPF File 

• Data	  event	  header	  
• Data	  event	  type	  
• Change	  Type	  

• z/TPF	  file	  context	  
• z/TPF	  record	  ID	  and	  collec+on	  name	  
• File	  address	  
• Timestamp	  

• Data	  
• Data	  event	  record	  header	  
• Record	  (Small,	  Large,	  4K)	  as	  seen	  by	  applica+on	  

z/TPF	  File	  Event	  
Data	  
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Data Events for z/TPF Files 

•  Automatically create data events with no 
application changes

•  Format and transmit data events to one 
or more remote systems
•  Analytics
•  Data cache
•  Data warehouse
•  Pub/Sub servers

•  PJ43301 on PUT 13
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Thank you! 
Questions or comments?!
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Backup Slides 
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z/TPF 
DB!

RecID 
C1C2!

Data Event!

Data Event Flow 

z/TPF 
System 
Services!

z/TPF 
Application!

z/TPF 
Business 

Event 
Processing!

RecID 
C1C2!

File 
Record 

X 
RecID 
C1C2!
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Trademarks 
•  IBM, the IBM logo, ibm.com and Rational are trademarks or registered trademarks of International Business Machines Corp., registered in many 

jurisdictions worldwide. Other product and service names might be trademarks of IBM or other companies. A current list of IBM trademarks is 
available on the Web at “Copyright and trademark information” at www.ibm.com/legal/copytrade.shtml.  

Notes
•  Performance is in Internal Throughput Rate (ITR) ratio based on measurements and projections using standard IBM benchmarks in a controlled 

environment.  The actual throughput that any user will experience will vary depending upon considerations such as the amount of 
multiprogramming in the user's job stream, the I/O configuration, the storage configuration, and the workload processed.  Therefore, no 
assurance can  be given that an individual user will achieve throughput improvements equivalent to the performance ratios stated here.

•  All customer examples cited or described in this presentation are presented as illustrations of  the manner in which some customers have used 
IBM products and the results they may have achieved.  Actual environmental costs and performance characteristics will vary depending on 
individual customer configurations and conditions.

•  This publication was produced in the United States.  IBM may not offer the products, services or features discussed in this document in other 
countries, and the information may be subject to change without notice.  Consult your local IBM business contact for information on the product 
or services available in your area.

•  All statements regarding IBM's future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives 
only.

•  Information about non-IBM products is obtained from the manufacturers of those products or their published announcements.  IBM has not 
tested those products and cannot confirm the performance, compatibility, or any other claims related to non-IBM products.  Questions on the 
capabilities of non-IBM products should be addressed to the suppliers of those products.

•  Prices subject to change without notice.  Contact your IBM representative or Business Partner for the most current pricing in your geography.
•  This presentation and the claims outlined in it were reviewed for compliance with US law.  Adaptations of these claims for use in other 

geographies must be reviewed by the local country counsel for compliance with local laws.


