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Legal Disclaimer

This presentation contains concepts on how z/TPF may 
use DASD HyperPAV support in the future and are 
subject to change.



© 2013 IBM Corporation

IBM Software Group

AIM Enterprise Platform Software              IBM z/Transaction Processing Facility Enterprise Edition 1.1
TPF Users Group – Spring 2013

Agenda

• What does HyperPAV do for my z/TPF system?

• How does HyperPAV work?

• How would z/TPF support HyperPAV?
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What would HyperPAV do for my z/TPF system?

• Allow multiple concurrent I/Os to a single DASD 
volume

• Allow z/TPF to start waiting I/O requests before the 
first I/O in queue completes

• Improve DASD I/O throughput

• Reduce time spent waiting in the z/TPF module 
queue

• Allow I/O growth without adding more DASD 
volumes
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z/TPF Module Queue: SDA 1001

z/TPF 
DASD

Active I/O

Please 
wait here

Current z/TPF Module Queuing

Waiting I/O
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HyperPAV Definitions

• Definitions

• Base Volume: Traditional DASD volume backed by 
storage

• Alias: Device without storage used to perform I/O for 
a base volume

• Define multiple aliases for each DASD logical 
subsystem (LSS)

• Defined in DASD control unit

• Assign SDAs to aliases in IOCP
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HyperPAV Operation

• When adding I/O to module queue and base volume has 
active I/O…
• Get available alias

• Start I/O using alias SDA
• I/O request contains address of base volume

• Interrupt comes back on alias SDA

• Start next waiting I/O or make alias available to other 
modules

• Multiple aliases can perform I/O for the same base volume

• Aliases perform I/O for any base volume in same LSS 
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z/TPF Module Queue: SDA 1001

z/TPF 
DASD

Active I/O

z/TPF Module Queuing with HyperPAV

Waiting I/O

Alias: SDA 10F0

Alias: SDA 10F1

This is really for 

device 01

This is really for 

device 01
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How would z/TPF support HyperPAV?

• HyperPAV will be transparent to applications

• Order of I/O will be maintained when necessary
• For example: Multiple writes of same record 

• PAV vs. HyperPAV
• PAV tightly binds specific aliases to a single base 

volume (will not support)

• HyperPAV allows aliases to float among base 
volumes
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What Do I Need to Use HyperPAV?

• Processor
• Any zSeries processor supported by z/TPF

• FICON connections

• DASD control unit that supports zHPF
• Check with your vendor for appropriate code and/or 

hardware levels

• Enable the LIC feature

• Future z/TPF Support
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Trademarks

• IBM, the IBM logo, and ibm.com are trademarks or registered trademarks of International Business Machines Corp., 
registered in many jurisdictions worldwide. Other product and service names might be trademarks of IBM or other 
companies. A current list of IBM trademarks is available on the Web at “Copyright and trademark information” at 
www.ibm.com/legal/copytrade.shtml.  

Notes
• Performance is in Internal Throughput Rate (ITR) ratio based on measurements and projections using standard IBM 

benchmarks in a controlled environment.  The actual throughput that any user will experience will vary depending upon 
considerations such as the amount of multiprogramming in the user's job stream, the I/O configuration, the storage 
configuration, and the workload processed.  Therefore, no assurance can  be given that an individual user will achieve 
throughput improvements equivalent to the performance ratios stated here.

• All customer examples cited or described in this presentation are presented as illustrations of  the manner in which 
some customers have used IBM products and the results they may have achieved.  Actual environmental costs and 
performance characteristics will vary depending on individual customer configurations and conditions.

• This publication was produced in the United States.  IBM may not offer the products, services or features discussed in 
this document in other countries, and the information may be subject to change without notice.  Consult your local IBM 
business contact for information on the product or services available in your area.

• All statements regarding IBM's future direction and intent are subject to change or withdrawal without notice, and 
represent goals and objectives only.

• Information about non-IBM products is obtained from the manufacturers of those products or their published 
announcements.  IBM has not tested those products and cannot confirm the performance, compatibility, or any other 
claims related to non-IBM products.  Questions on the capabilities of non-IBM products should be addressed to the 
suppliers of those products.

• Prices subject to change without notice.  Contact your IBM representative or Business Partner for the most current 
pricing in your geography.

• This presentation and the claims outlined in it were reviewed for compliance with US law.  Adaptations of these claims 
for use in other geographies must be reviewed by the local country counsel for compliance with local laws.


