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MQ Support  

• z/TPF MQ support is widely used by customers
• Best of industry performance and stability

• Websphere MQ
• Developed by IBM Hursley

• Runs on z/OS and distributed platforms

• Has evolved over time to provide rich functionality

• Websphere MQ 7.5 shipped in June 2012
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Porting Websphere MQ 7.5 to z/TPF  

• At October 2012 TPFUG, IBM asked if there is customer 
interest in IBM porting Websphere MQ 7.5 to z/TPF 
• Multiple customers expressed interest

• z/TPF applications would have more choices for MQ:
• Use MQ client to communicate with remote MQ servers
• Use Turbo MQ queue manager

• Highest performance option
• Use full function Websphere MQ queue manager

• Allows applications to exploit additional MQ functionality
• Possible follow on would be to enable some additional MQ 7.5 

functions to be used by Turbo MQ
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Porting Websphere MQ 7.5 to z/TPF

• IBM has started to look at what it would take to port 
WebSphere MQ 7.5 to z/TPF

• Large effort (over 1 million lines of source code)

• The goals and proposed procedure are to:
1. Get the code to compile

2. Add/prototype any missing infrastructure

3. Test basic definitions (define queue manager and queues)

4. Test basic functions (put and get messages from queues)

5. Test advanced functions (see next page for the list)
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Requirements that Would be Satisfied if Websphere MQ 
were Ported to z/TPF 

• TPFUG Requirements:
• MQ04009 - MQ Remote Administration 
• MQ06003S - MQ Clustering
• MQ04018 - Support MQ requestor channels
• MQ07001F - Realtime monitoring of MQ channel and queue usage
• MQ06002S - Message translation by the Queue Manager
• MQ04010 - Support MQ Ping
• MQ04008 - Add MQ message user exits
• MQ06001S – Ability to put description on Queue Manager, Alias, Local 

and Remote queues 
• Other:

• MQ Publish/Subscribe (pub/sub)
• Remote MQ client using JMS to communicate with z/TPF MQ server
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Trademarks
• IBM, the IBM logo, and ibm.com are trademarks or registered trademarks of International Business Machines Corp., registered in many 

jurisdictions worldwide. Other product and service names might be trademarks of IBM or other companies. A current list of IBM 
trademarks is available on the Web at “Copyright and trademark information” at www.ibm.com/legal/copytrade.shtml.  

• (Include any special attribution statements as required – see Trademark guidelines on https://w3-
03.ibm.com/chq/legal/lis.nsf/lawdoc/5A84050DEC58FE31852576850074BB32?OpenDocument#Developing%20the%20Special%20Non-
IBM%20Tr)

Notes
• Performance is in Internal Throughput Rate (ITR) ratio based on measurements and projections using standard IBM benchmarks in a 

controlled environment.  The actual throughput that any user will experience will vary depending upon considerations such as the
amount of multiprogramming in the user's job stream, the I/O configuration, the storage configuration, and the workload processed.  
Therefore, no assurance can  be given that an individual user will achieve throughput improvements equivalent to the performance
ratios stated here.

• All customer examples cited or described in this presentation are presented as illustrations of  the manner in which some customers 
have used IBM products and the results they may have achieved.  Actual environmental costs and performance characteristics will 
vary depending on individual customer configurations and conditions.

• This publication was produced in the United States.  IBM may not offer the products, services or features discussed in this document 
in other countries, and the information may be subject to change without notice.  Consult your local IBM business contact for 
information on the product or services available in your area.

• All statements regarding IBM's future direction and intent are subject to change or withdrawal without notice, and represent goals and 
objectives only.

• Information about non-IBM products is obtained from the manufacturers of those products or their published announcements.  IBM 
has not tested those products and cannot confirm the performance, compatibility, or any other claims related to non-IBM products.  
Questions on the capabilities of non-IBM products should be addressed to the suppliers of those products.

• Prices subject to change without notice.  Contact your IBM representative or Business Partner for the most current pricing in your 
geography.

• This presentation and the claims outlined in it were reviewed for compliance with US law.  Adaptations of these claims for use in other 
geographies must be reviewed by the local country counsel for compliance with local laws.


