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Giga Position 
IBM’s recent announcement of its combined suite of the IBM Tivoli Intelligent ThinkDynamic Orchestrator and IBM Tivoli Provisioning Manager products, which are the productized versions of technology that IBM purchased this year from Think Dynamics, introduces a radical change into the competitive landscape surrounding organic IT. This change positions IBM at the forefront of vendors attempting to deliver policy-based automation of the complex data center environment based on application service rather than infrastructure component performance.

 

Recommendations
The Orchestrator/Provisioning Manager duo is a strong candidate for users that want to begin automating aspects of infrastructure provisioning starting with initial deployment and extending to selective policy-based automatic reconfiguration. Those interested in this technology should also be evaluating HP’s UDC, Sun’s N1 Provisioning Manager and CenterRun, VERITAS OpForce (formerly Jareva), Opsware and Egenera, depending on their exact requirements for policy-based automation; pure software vs. software and hardware combination; virtualization vs. automation; and requirements for interoperability with their current environments.

While it is available as a software-only product and can deal with heterogeneous environments, this product set will be most attractive to those with a strong relationship with IBM and a willingness to engage with IBM services for a total solution. 

 

Proof/Notes
IBM’s on-demand program has a wealth of underlying intellectual property and services, but it has been handicapped by the lack of a high-end automation offering, such as HP’s UDC or Sun’s N1—both of which, despite being insignificant contributors to actual revenue, serve as readily identifiable high-end anchors to their respective vendors organic IT offerings. Now that IBM has finally disclosed its initial product plans for the assets purchased from Think Dynamics, it now has a slight advantage over its competitors with the Tivoli-branded Orchestrator/Provisioning Server product duo.

Product Overview

IBM’s product offering consists of the original Think Dynamics product, split into two separate pieces, Tivoli Provisioning Manager (TPM) and Tivoli Intelligent Orchestrator (TIO).

TPM is a product that enables the automated deployment of infrastructure elements and reconfiguration of existing infrastructure. TPM can start, stop and configure servers, install and/or turn on installed applications, change network configurations, and all other tasks needed to bring a new IP-connected service online or change an existing configuration. TPM keeps a database of configuration data and manages its tasks via the creation and execution of “workflows,” essentially hierarchical scripts whose leaf nodes are commands to IP-accessible devices, including servers, switches, network elements, specialized appliances, etc. Workflows are constructed via a built-in GUI that can reuse low-level components supplied by IBM as well as those developed by the user. The product ships with more than 130 of these reusable elemental components for the management of an assortment of servers, operating systems (Oses), switches, load balancers, firewalls, routers, middleware, etc. These elemental components contain device-specific commands, scripts, or executable programs, which in turn, use device-specific APIs or other workflows. Because the system is driven from an associated configuration database, the workflows have error checking and rollback.

TPM is useful as a stand-alone product and is sold as such, with an entry price of approximately $20,000. According to IBM, most of Think Dynamics’ initial customer engagements started with the Think Dynamics equivalent of TPM, and customers used it on a stand-alone basis to automate provisioning and change processes to discover how to use the more advanced automation features of the product. This progression makes a lot of sense, because one of the barriers to rapid return on investment (ROI) from advanced management products is a lack of vision of the end state and exactly how to use the automation capabilities to gain operation efficiencies. With TPM, customers can incrementally build automation scenarios and manually invoke them, gaining value as they experiment with new configurations. 

If TPM were offered as a stand-alone product, with no additional hooks, it would be a strong but only slightly differentiated product when compared to others, such as Altiris, Jareva and IBM’s own Director. While TPM does have an expanded ability to aggregate provisioning tasks at a services level (i.e., intelligently aggregating provisioning tasks across a complex of multiple elements), we believe that this distinction would not last long, since service-level aggregation is a direction that all provisioning vendors are pursuing. The true strategic value of TPM comes from its tight integration with the other half of the Think Dynamics suite, now labeled as Tivoli Intelligent Orchestrator.

TIO is the “brain” that sits on top of TPM, providing the closed-loop feedback between applications, workload and the infrastructure. TIO takes input from management agents (today, primarily Tivoli and SNMP agents and JMX interfaces) and applies these agent inputs to a set of parameterized rules to make decisions to trigger workflows that are managed by TPM. The rules themselves are primarily oriented around response times from identified services (agents), although IBM has indicated that expanding the types of rules is definitely on the development road map. When TIO predicts an out-of-bounds response, it triggers the appropriate response (workflow) from TPM. The combined product appears to have sufficient flexibility to make some complex decisions, with IBM claiming that it uses an internal workload model maintained in TIO to determine heuristically how to minimize the impact of stealing resources from a lower priority service to satisfy workload spike on a higher priority service. We are enthusiastic but cautious here — our impression is that the area of resource migration heuristics will be a major learning area for users as they implement organic IT infrastructures in the future. Fancy heuristics aside, the product appears to be able to at least reliably turn on/off installed services, reconfigure networks, and use pools of spare servers effectively, a set of capabilities that opens the door to effective resource utilization for many users.

Customer Impact

IBM claims resource utilization improvements of 15 percent to 35 percent in capital utilization and 25 percent to 30 percent staff productivity improvements. Based on very early input from customers of HP’s UDC and our own experience with more bounded environments, such as Egenera, these numbers are probably reasonable and conservative.

To engage with IBM and reap these benefits, users can either purchase the TIO/TPM combination as straight software, starting at $20,000 to $50,000, integrated with a bundle of WebSphere Web servers and applications servers, or as part of a more substantial services engagement. However, prospective customers should not be fooled into thinking that the WebSphere product bundles are true turnkey products. We believe that these bundles will, in fact, reduce but not eliminate the need for services — since the products inherently require an investment in services to configure the environment, customize the workflows and configure the automation rules.

Currently, the products support Intel servers running Windows and Linux, along with a portfolio of RISC servers, including AIX, HP-UX and Solaris, and a prepackaged stable of applications, including Apache, IIS, WebSphere, WebLogic and Citrix. We expect that IBM will be spending massively during the next two years to expand the range of supported products, as well as to expand the universe of managed devices to include storage area network (SAN) fabrics. It is packaged in several formats:

         IBM Tivoli Provisioning Manager: This is a program product that provisions and configures servers, OSes, middleware, applications and network devices acting as routers, switches, firewalls and load balancers. Through workflows, TPM automates the manual provisioning and deployment process.

         IBM Tivoli Intelligent ThinkDynamic Orchestrator: This is the module that allows creation, customization, storage and execution of workflows. These workflows, based on an enterprise’s policies and procedures, can be implemented in manual, semi-automatic or automatic modes. Orchestrator, which includes IBM Tivoli Provisioning Manager, extends the provisioning model by providing a sensing, capacity planning and responsive software application to dynamically meet required service levels.

         IBM Web Infrastructure Orchestration: This is a pretested, preintegrated IBM solution of Web and application servers on IBM BladeCenter with optional implementation services. It is targeted at requirements to consolidate and manage WebSphere servers and applications. This offering comprises IBM hardware, software and optional services, including IBM Tivoli Intelligent ThinkDynamic Orchestrator, IBM WebSphere, IBM DB2, IBM eServer BladeCenter, IBM Total Storage, optional implementation services and solution testing/integration.

         IBM Server Allocation for WebSphere Application Server: This is a preconfigured/pretuned IBM solution offering, which includes the Orchestrator and IBM WebSphere, to balance workloads and allocate resource for WebSphere software environments.

Competitive Dynamics

IBM’s announcement of TIO/TPM significantly changes the competitive dynamics of the organic IT segment. Prior to its announcement, IBM’s entire “on-demand” strategy was a rather disparate collage of point technologies and services, lacking the centerpiece that UDC and N1 provided HP and Sun. While TIO/TPM has some significant differences from UDC and N1, it also has significant overlap and one major set of enhanced capabilities that neither HP nor Sun can match today. These differences and similarities fall into the following high-level categories:

         Interconnect fabric and SAN connectivity: In contrast to UDC, TIO/TPM has no dedicated interconnect fabric and can be installed into any existing IP network environment. Currently, Sun’s N1 Provisioning Server also runs across a standard IP network.

         Diskless nodes and SAN: TIO/TPM does not incorporate any SAN integration. It manages an IP connected fabric, and SANs are invisible to the product. Therefore, there are significant limitations to its support for diskless nodes and the flexibility with which it can provide the kind of N+1 failover with full takeover of SAN resources that UDC can provide. Another way to think of this critical difference is that TIO/TPM does not provide the virtualization of the server and storage resources that UDC does, since in the IBM product environment, all servers and other resources are distinct physical entities, and in UDC, they are virtualized, allowing more flexible substitution.

         Managed node flexibility: Because there is no physical fabric tie between the TIO/TPM servers and the managed objects, the software is much more flexible than UDC in terms of the types of nodes it can manage. IBM will make it easier to manage IBM devices, but the original Think Dynamics development was done in a heterogeneous environment, and the only investment needed to integrate a foreign device with an IP-visible interface was to write the commands into a workflow.

         Closed-loop feedback: The most significant delta between the products is the inclusion of the Orchestrator capabilities, particularly the closed-loop feedback between application performance and the configuration engine in TPM. Currently, this is a unique capability. HP can provide an approximation to this with custom integration of HP-UX systems, but it does not provide a standard way for users to define a policy that relates application performance to triggering infrastructure reconfiguration, a major step toward an automated operating environment.

In the figure below, we have attempted to place the three products in a rough positioning of automation vs. virtualization.
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Alternative View
Because automation of an IT operating environment is, in fact, a complex undertaking, the actual use of these products as wholesale policy-based automation will fall short of expectations, and they will be relegated to fulfill the provisioning tasks. As such, they will face significant competition from a wider universe of competitors and will become much less of a differentiator for IBM, leaving it with a primarily services-differentiated positioning.
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