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Introduction 
As the amount of data being managed continues to rise, the cost of 
storage is becoming an increasing burden to CIOs and IT 
executives. Although the cost of disk drives as measured in dollars 
per gigabyte of storage continues to decline, the overall IT expense 
on storage infrastructure continues to climb. This is as a result of 
the explosive growth in storage requirements of both structured and 
unstructured data that needs to be managed. Looking at the cost of 
database storage along with the cost of backup media and disaster 
recovery storage, a significant amount of money can be saved if 
the database were to consume a substantially less space. 
 
DB2 Viper brings to the table a significant advancement with its 
new compression feature. This feature allows databases to be 
compressed by 45% on average thus reducing storage costs and 
improving performance in many cases. In addition, backup images 
are now half the size and therefore backup/restore operations now 
finish in almost half the time and consume half the space. Multiply 
that by the number of backup images you keep and the savings 
grow even larger. In addition, disaster recovery sites now require 
almost half the amount of storage as well. Looking at the cost of 
enclosures, controllers, power, cooling, floor space, etc., you can 
quickly see that DB2 Viper Compression can save a significant 
amount of money for the enterprise.  

What is row compression 
DB2 Viper uses a dictionary based Lempel-Ziv form of 
compression. Repeating patterns within a table are extracted from 
the rows and stored once in a dictionary. These patterns are then 
replaced with a 12-bit symbol within the row itself. As shown in 
Figure 1, repeating column values can be replaced as well as 
strings that repeat across column boundaries. 
 
 
 
 Fred, Dept 500, 10000, Plano, TX, 24355…

Fred, (01), 10000, (02),     
John, (01), 20000, (02), Site 3 

……

Plano, TX, 2435502

Dept 50001

……

Plano, TX, 2435502

Dept 50001

John, Dept 500, 20000, Plano, TX, 24355, Site 3

Dictionary

Uncompressed Rows

Compressed Rows

Figure 1 
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After compressing the two 
[SAP] tables the actual savings 
were 75.4% and 74.5% 
respectively 

 

 
Using this form of compression, DB2 can scan the entire table, find 
repeating strings within the data and replace those strings with 
12bit symbols. The amount of compression achieved in this manner 
on real customer data during the DB2 Viper test drive has been 
reported at between 50% and 80%. That is, the size of the table 
after compression is between 50% and 80% smaller than when it 
started. Thus the storage consumption for these tables is 
significantly less. In addition, DB2 keeps these data compressed in 
the buffer pool so that you effectively have twice the amount of 
memory available. That is, since rows remain compressed in the 
buffer pool, you can expect to see twice as many rows being stored 
in memory compared to non-compressed data. In one test of an 
SAP table with real customer data, the number of rows packed into 
the bufferpool was in fact four times the number of rows achieved 
without compression. 

How compression works and how to use it 
To compress a table in DB2 Viper there are two steps involved. 
The first is to make the table eligible for compression. Simply 
create the table or alter the table and specify COMPRESS YES. 
This tells DB2 that you want to use compression algorithms on this 
table.  

The second step is to build a dictionary of repeating values that 
exist within the table. To perform this task, simply run 

REORG TABLE table_name  

The reorg will create the dictionary of common values (if one does 
not exist), and then compress those values out of the data as the 
table is being reorganized. Future reorgs give you the option to 
keep the dictionary or rebuild a new one if data patterns change. 
From this point onward, any insert, update, import or load of data 
into the table will respect the dictionary information and compress 
those rows as well. 

DB2 also has a compression estimation utility. If you are using DB2 
Viper and you want to know how much compression will benefit a 
given table you can use the INSPECT command. Running the 
following command will provide compression estimates for the 
given table: 

INSPECT ROWCOMPESTIMATE TABLE NAME table_name 
RESULTS KEEP file_name 

In a test of this feature, the compression estimate for two SAP 
tables was 75% for one and 74% for the second. After compressing 
the two tables the actual savings were 75.4% and 74.5% 
respectively.  

Real world results 
As part of the DB2 Viper test drive program, several customers 
have tested the compression capabilities. In one test, a customer 
had a table that consumed 180GB of disk space. Using DB2 Viper  
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Using real customer data, DB2 
was able to compress 6 large 
BW tables in the range of 
between 67% and 82%. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

DB2 is able to deliver much 
higher levels of compression 
compared to Oracle. 

 
 
 
 

compression reduced the storage consumption down to just 42GB 
saving 76% of the disk space. In another case, a second customer 
used DB2 Viper compression on 7 large tables and found 
compression rates of between 55% and 72%. 

In yet another example, we observed the compression rates for 
various SAP BW tables. SAP BW is a data warehousing 
environment with various FACT and ODS tables. Using real 
customer data, DB2 was able to compress 6 large BW tables in the 
range of between 67% and 82%. In one test, DB2 was able to 
compress a large fact table by 74% while a competitor was only 
able to compress the same table by 10%. There were also 
measurable performance advantages here as well. Not only do 
large table scans perform much more quickly due to fewer I/Os, but 
in tests of OLTP-like query workloads, DB2 performed much better 
on the compressed data due to the fact that the buffer pool had 4x 
more rows packed in memory.  

Competitive comparisons 
Looking at competitive data servers, some have compression while 
others do not. Microsoft SQL Server 2005 for example has no 
native data compression. As a result, customers with large 
amounts of data will consume large amounts of disk space and pay 
for the added costs associated with storage, backup, disaster 
recovery, etc. Oracle 10g does support compression however there 
is a very large distinction between Oracle and DB2 compression.  

In Oracle 10g, compression is only performed at the block (also 
known as page) level. A block is a unit of storage ranging in size 
from 4k to 32k. Oracle looks at the rows on each block separately 
to find repeating column values. It then stores those values in the 
block header and replaces those column values within the rows 
with a key. This is much like the dictionary based compression in 
DB2 Viper with two large differences. Oracle is based upon 
repeating column values within a single block where as DB2 is 
looking for repeating patterns within the entire table. DB2 looks 
across column boundaries as well as within columns to compress 
out substrings if appropriate while Oracle only compressed the 
entire column value within the row if it repeats in other rows on the 
block. The big difference though is that by compressing across a 
larger domain of data, DB2 is able to deliver much higher levels of 
compression compared to Oracle.  In fact, the following quote 
comes from one of Oracle’s own research publications on 
compression [1]. 

“Due to its global optimality of compression a table-wide 
dictionary approach can result in high compression 
factors.”  

“Furthermore, a global dictionary may use less disk space 
compared to a block level approach, which potentially 
repeats dictionary entries across blocks.” 

In fact, the only publicly available comparison of compression 
between DB2 and Oracle comes from this same paper. In this 
paper, the author uses the TPC-H database to demonstrate rates 
of compression with Oracle. TPC-H has not only a well 
documented  
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DB2 delivers 3 times more 
compression than Oracle. 

 

Oracle only supports 
compressing of data during 
bulk load operations 

 

 

 

 

Using DB2 Viper row 
compression can save you 
between 50% and 80% disk 
space. 
 
 
 

set of table definitions but it also has common data that can be 
loaded into these tables. Therefore both vendors are compressing 
virtually the same objects. In the Oracle paper they claim to deliver 
38% compression on the LINEITEM table and only 18% 
compression on the ORDERS table. With DB2 Viper we are able to 
achieve 58% compression on the LINEITEM table and 60% 
compression on the ORDERS table. That’s 3 times more 
compression with DB2. 

In addition, Oracle only supports compressing data during bulk load 
operations [2]. Normal insert or update operations are not 
compressed in Oracle 10gR2. As previously mentioned, DB2 Viper 
supports compressing data via reorg, load, update, import and 
insert operations, thus maintaining better compression rates over 
time. 

 

Conclusions 
DB2 Viper brings a new level of cost control to your IT 
infrastructure. Using DB2 Viper row compression can save 
between 50% and 80% disk space on some of your largest tables. 
Combined with the storage savings on a disaster recovery site, 
backup storage savings, floor space, electrical and other 
infrastructure costs associated with storage, the DB2 Viper 
technology can result in significant savings to your business. 

Add this to the performance gains achieved by scanning fewer data 
pages and from increased memory utilization and you can see why 
customers are excited about deploying the compression 
capabilities of DB2 Viper. 

For a free test drive of DB2 Viper and to see what the compression 
technology can do for you, visit http://www.ibm.com/db2/viper 
today. 
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