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IMS 11 is being made generally available Oct 30, 2009. I'll be taking your through a high level
overview of it, the enhancements within, additional items for IMS 10 aswell asIMS 11 users, and
some additional information on migration, coexistence considerations.
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The Continuing Journey ...with IMS 11
Trusted, Resilient, Low Cost, Growth

Business Hexibility: Eased Integration and Simplified
Access using SOA
= Direct, Distributed Accessto IMS Data for Cost Efficient Data Access and
Application Growth
= Optimized Connectivity for Ultra-High Availability and Resilience
= Broadened Java and XML Support and Tools for Easier Development
and Access, and Web Services for Business Transformation
Simplification: Streamlined Installation and Management

=New Commands and User Exit Management to Facilitate Operations and
Heighten Availability

= Advanced Syntax Checking for Rapid Installation
Efficient Growth: Scalable, Available, Reliable and Secure

= 64-hit storage Use for Ultra-High Availability and Overall Systems
Performance

= Secured Investment
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Key Message: IBM continues to enhance IMS

IMS 11 continues to address customer requirements for lowering Costs in the continuing
journey.

IMS 11 provides solutions to ease integration with new technology fora service otiented
architecture, focusing on:

*IMS Open DB for direct distributed TCP/IP accessto IMS data provides cost efficient,
enabled application growth, and improves resilience,

*Enhanced IMS Connect, the TCP/IP gateway to IMS transactions, operations, and now
data, improves IMS flexibility, availability, resilience, and security. And IMS Open
Transaction Manager Access (OTMA) enhancements improve storage utilization, reduce
dependency on RRS, enhance Secutity.

*Broadened Java and XML support and tools eases IMS application development and
connectivity, and enhances IMS web services to assist developers with business
transformation. broadened Java and XML support and tools to ease development and
access of IMS data. Enhanced Websphere and Rational Tools for IMS application
development and enablement are providing SOAP, XML, Web Services and other
standards support enhancements, for example enhanced MFS BPEL support for
WebSphere Integration Developer (WID) and Websphere Process Servers (WPS), and
Mashup support for IMS Data and enhanced IMS Transaction access,

IMS 11 provides solutions to help simplify installation and management, focusing on:
*Enhanced commands and User exits that simplify operations and improve availability
*Syntax checking that ease installation

IMS 11 provides enhancements for high performance, scalable, reliable, secure solutions,
focusing on:

*IMS Fast Path Buffer Manager, Application Control Block library, and Local System
Queue Area storage reduction utilizing 64-bit storage to improve availability and overall
system performance

«Secuility enhancements



IMS 11: Business Flexibility - Enabling Growth with

Ultimate Connectivity
Expands IMS as the Enterprise Integration Focal Point

Environments
Connecting with - Command Component
other Application
and Data Servers, XML Adapter/Converters
using advanced
technologyfor ODBM
client and server TCP/P Driver
connectivity Driver
| IMSPLEX _
RYO/API Driver ~ Communicaton Coritneton | IDMVEE C‘%T&iil’é%&f
Soap Components Cowpeuzis | JOTNR Operations ,
Gateway Driver and Data

IMS ™™
Resource
Adapter

Providing High Availability, Resilience, Performance, and Operations Ease,
advanced commands/messages, error checking/trace/diagnostics
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Key Message: IMS provides and continues to enhance the integrated IMS Connect
function.
IMS Connect function is part of the overall restructure of IMS for the 21st Century and is
architected as the base forall future IMS Connectivity. Much of the function of IMS
Connect can also be used with earlier IMS Versions so you can start to take advantage of
it before migrating your networks/applications/databasesto IMS V9. The structure of IMS
Connectis designed such that drivers can be interchangeable. Thatis, altematives for the
TCP/IP front end or OT MA back end interfaces are already being provided. These are
allowing IMS to exploit newer, additional, and enhanced protocols and/or interfaces.
Along with IMS Connectis provided the IMS Connector for Java foraccess from Java
applications, SOAP Gateway and parsers, and samples for other language access as
well.

With IMS Version 8, IMS extended its use of XCF foruse by other IBM subsystems,

such asIMS Connect, for distributed operations access through the Structured Call
Interface to the Operations Manager from the DB2 Version 8 Control Centeras a single

point of control.
With IMS Version 9 this function was integrated in.

With this structure IMS 11 Connectis evolving to address other connectivity
requirements -- distributed database accessto IMS DB, enhanced client connections,



IMS 11 Overview

| Ims LR

IMS 11: Business Flexibility - Enabling Cost Efficient
Application Growth, Resilience, with Open Database

Distributed

llopP

TCPIP

Addressing businesses that rely on data stored in IMS that want:
— Direct, distributed access to IMS DB with languag e independent interfaces
— Ultra-high A vailability through isolation of open IMS DB access components
— Broad Integration and Application Development, using standard, state of the art tooling
— Cost efficiencies, application growth, and resilience
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Key Message: IMS 11 is also addressing requirements for extended distributed database
access.

LPAR Aisthe existing solution for IMS database access, with access from distributed environments
requiring a tansaction interface through IMS TM or another z/OS subsystem; for example,
WebSphere z/OS can be the TCP/IP endpoint on the mainframe with IMS libraries using the Open
Database Access (ODBA) APl to access IMS databases.

IMS 11 provides direct access to IMS data, leveraging the integrated IMS Connect function as the
TCP/IP endpoint on the mainframe for data, as well astransactions and operations provided earlier.
This nicely positions IMS Connect as the complete gateway to IMS resources...both TM and DB
related. Thisisshownin LPAR B. This separate LPAR approach also provides for failure isolation
between IMS DB and subsystems, such as WAS z/0OS, enhancing resilience, cost efficiendes, and
enabling application growth.

© Copyright IBM Corporation 2009



IMS 11 Overview

IMS 11: Streamlines Installation and Operations
Easy installation and management of IMS resources

New i
Commands for AUs_elr E’Ft
TM Management |s/al ability
and Availability ervices

New Command

for Point in Time
Recovery Advanced
Installation
Syntax Checking

Addressing businesses with IMS that want:

= Dynamic commands to query and change TM resources

= DB Quiesce command to create point of consistency toreduce time the databases are offline
= Advanced SyntaxChecking for rapidinstallation

= Library maintenance and log analysis for faster problem resolution
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Key Message: IMS 11 simplifies Operations and eases insfallation

IMS 11 is easing the installation and management of IMS resources with

Dynamic commands to query and change IMS TM resources

An IMS DB Quiesce command to create point of consistency to reduce time the database are offline
User exit services enhancements to define multiple instances and to dynamically refresh modules
Enhanced Syntax Checking for simplifying installation

RAS enhancements to minimize library maintenance mistakes and enhance log analysis

© Copyright IBM Corporation 2009
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IMS Fast P ath B uffers

Available ECSA

31 bit
addressable
storage

IMS Fast Path Buffers

IMS

More Availabl e
ECSA
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Key Message: IMS 11 is also enabling growth

IMS 11 enables growth with 64 bit support, improving availability and overall system performance

Addressing businesses with system storage constraints that want:
o Ultra high av ailability and overallsystem pefomance
» Fast Path 64-bit Buffer manager loading data buffers into 64-bit storage
S ECSA s being heavily used andmany customer are running out of ECSA,
causing system performance issues
S Moving IMS Fast Path buffers to 64-bit storagefrees upvaluable ECSA
» Application Control Block library loading ACB members into 64 bit storage
» 64 bitstorage used for tracking elements reduces use of Local System Queue Area

IMS 11: Supports Growth with Optimized System
Performance/Capacity and Ultra High Availability

64 Bit
addressable
storage

© 2009 I1BM Corporation

with Fast Path 64-bit Buffer manager loading data buffers into 64-bit storage
ECSA is being heavily used and many customers are running out of ECSA, causing system

performance issues

Freeing up IMS Fast Path buffers to 64-bit storage frees up valuable ECSA
Application Control Block library loading ACB members into 64 bit storage improves storage

utilization and performance

64 bit storage used for tracking elements reduces use of Local System Queue Area

© Copyright IBM Corporation 2009
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IMS 11: Easier than Ever

Easier Access to IMS

+ EasierDistributed Access to IMS Datafrom any Distributed Platf orm using
Industry Standard Interf aces

- EasierConnectivity though TCP/IP

* Reduces People and Change Process timefor access upto 67%

» Easier IMS Application Development/Deployment
» Application Development Community opened up by more than 4X

> Easier Operations
+ EasierDatabase and Application availability
+ Reduces complexity of creating database recovery point up to 75%
- EasierResource management
» More efficient processing
= Up to 25% reduction in CPU time for online database reorganization
+ EasierCapacity optimization

» Easier Upgrade
+ 5 Early Customers already in Mission-Critical Production
= Each running 10-45 Million Transactions Per Day
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IMS 11 is providing:

Easier Access to IMS using Open Database and Connect

*Easier access to IMS Data from any distributed platform using Industry Standard Interfaces
*Easier Connectivity through TCP/IP

*Reduced People and Change Process timefor data access up to 67% - In the past, many
companies had to replicate IMS data to relational structures in order to gain standard access to the
data. With IMS 11, all applications can now access IMS data using standard interf aces; theref ore a
significant portion of data replication and change data capture processes can be either simplified or
eliminated all together. With IMS 11, data can be accessed directly from the application requiring
the data; no intemediate steps are needed. Therefore we anticipate customers can eliminate up to
67% of their current data replication processing.

*67% estimate based on comparison of old process vs. new process. From a 3 step old process
(Create copy of IMS Data, convert IMS data to relationalf omat; load IMS data into relational
structure) to a 1 step new process (access IMS data directly ). A customer exampleis of a
southwestern US state, whose IMS data is the master data. They have written most new
applications on .NET and each night take an image copy of IMS data and load to SQL server. .NET
applications access data from SQL Server. With IMS 11, .NET applications can access IMS data
directly, elminating nightly data replication process. .NET applications now have access to most
current master data from IMS. Applications can also start doing update (was read only in the past)
Easier Operations

*Easier Database and Application av ailability

*Reduces complexity of creating database recovery point up to 75% - With the new Quiese
commend, application recovery points can be created more easily. In the past the process of
creating arecovery point was a manual process: 1) stop db resources, 2) check to ensure all db
resources are stopped, 3) start db resources, and 4) ensure all db resources are restarted. With
IMS 11, 1 Quiece command does all of this — gofrom 4 steps to 1 step.

*Up to 25% reduction in CPU time for online database reorganization processing. Specific
measurements were done at the SVL lab that resulted for IMS 11 compared to IMS 10: for root only
databases, OLR logging reduced by 20%, locking reduced by 65%, CPU usage reduced by 18%;
and for multisegment databases, OLR logging reduced by 60%, locking reduced by 80%, CPU
usage reduced by 24%

*Easier Resource management

*Easier Capacity optimization

Easier Application Development/Deployment

Application Development Community opened up by 4X. By support JAVA, organizations can now
leverage a larger portion of their developer talent pool for IMS application development and support.
According to a Gartner survey, estimated number of application developers in 2007 were 3M Java,
2.5M VB .Net, 2.0 M C#, 1.5 M Cobol, and .5M C/C++. Traditionally, IMS supports Cobol and C/C++
(2M programmers). With IMS 11, IMS now supports an estimated 9.5M programmers — 400%
increase in IMS developer skills

40% of Early Support Customers already in Production. 5 are already in mission critical production,
each running 10-45 Million Transactions Per Day

The next few charts show some of the IMS 11 items contributing to this. © Copyright IBM Corporation 2009
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IMS

IMS 11: Business Flexibility
Enhanced Connectivity

Solution:

= Open DB provides direct distributed access to IMS data thru industry standard DRDA interfaces. Application
users can get improved access to the most current IMS data from .NET and J2EE applications for tighter
integration between the platforms. Cross-LPAR access to any IMS Database in the IMS Sysplexis provided.

Value:

= Reduces processing complexty, and removes costs associated with data duplication and data currency
processing in making copies of IMS data for use in other platforms.

= Eliminates the need and cost of having and managing a WAS image on z for accessirg IMS data

= Eliminates complexinfrastructure to accomplish distributed and cross-LPAR access to IMS DB resources

= Reduces time for application development and system management for no longer needing to create and
manag e the more complex earlier environment.

= Reduces DUI knowledge and skills needed for IMS DB access

= Increases awvailability with improved isolation of IMS DB access components

Solution:

= Connect support for universal distributed connectivity thru TCP/IP for Data, as well as Trans and Operations

= Connect message trace and client connection process enhancements

= Transaction expiration limits unwanted processing

= OTMA flood monitoring support to allow Connect to redirect IMS transactions to a different IMS system when
there are signs of a message flood condition.

Value:

= Reduces error path complexityin processing IMS fransactions no longer necessaryto client applications.

= Awids costs associated with abnormal s ystem performance or system outages

= Reduces time and skills by simplifying connectivity serviceability, usability, and availability
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Key Message: IBMis enhancing IMS connectiv ity

IMS connectivity enhancements simplify the process of connecting to IMS applications
and data. These would reduce skill requirements, reduce manual efforts, and improve
business application and data availability.

© Copyright IBM Corporation 2009
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IMS 11 Simplifying Operations:
Enhanced Commands

Solution:

= Database Quiesce command allows a user to create a point of consistence for a database
or area. The point of consistency is reached when all the updates to the database or area
hav e been committed and the buffers have been writen toDASD.
Value:
= Reduces complexity of creating an application recov ery point
= Enhances system availability by reducing the time a database is made unavailable in the
system.

Solution:
= Data Communication QUERY commands f or nodes/users/literms/userid
= OTMA commandsfor transaction instance info and to modify OTMA descriptors.
= QUERY USEREXIT and REFRESH USEREXIT commands
Value:
= Reduces skill requirements, reduces manual efforts,
= |mproves business application availability

9 IMS11 © 2009 |1BM Corporation

Key Message: IBMis enhancing IMS to ease manageability

IMS Manageability enhancements can simplify the process to create/modify database
resources and enhance availability when integrating or modifying existing business
functions. Extensions provide new Commands that can reduce skill requirements, reduce
manual efforts, and improve system and application availability.

© Copyright IBM Corporation 2009
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IMS A5

IMS 11: Efficient Growth
Enhanced Resource Utilization

Solution:
= Uncondiional deletion of DBRC Recon information by specifyingmax time to keep
recovery information, thus reducing amount/size of informationkept and effort required
= Reduce CPU/elapsed time and logvolume of Integrated HALDB Online Reorganization

Value:
= Reduces resource consumption
= Simplfies resource inf ormation cleanup
= Provides moreflexibility in scheduling
= Improves database availability/performance through more parallelism

Solution:

= Fast Path 64-bit Buffermanager loading data buffers into 64-bit storage

= Application Control Block library enhancements in loading ACB members into 64 bit

storage and enabling inactiv e ACBLIB be taken offine without an outage.

= 64 bit storage usedfor tracking elements reduces use of Local System Queue Area
Value:

= Reduces capacity constraints by improv ing storage utilization

= Simplfies operations

= Improves performance by reducing number of I/Os

= Improves business application availability
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Key Message: IBM is enhancing IMS Scalability

IMS scalability enhancements increase availability, recovery, capacity and performance of
the IMS environment. DBRC continues to be enhanced for performance/capacity with
multithreading capability. And the Integrated HALDB Online Reorg function is being
enhanced to reduce CPU time, elapsed time and log volume. And Fast Path buffer
management enhancements can improve usability, flexibility and ease ECSA usage. This
additional parallelism and reduced resource consumption would improve database
availability and performance.

© Copyright IBM Corporation 2009
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I IMS

IMS 11 Highlights

Database Manager

IMS Open Dat abase IMS Connect

Enhanc em ents
Databas e Quiesc e

User Exit Interface
ACBLIB Usability

Dum p Form atter
Database RAS

Syntax Checker & IVP
OLR Performance

LSQA Storage Reduction
Fast Path 64-bit Buffer
Manager KBLA

Fast Path Usability /DIAGNOSE Com mand

.. 00
|

11 IMS 11

Transaction Manager

Type-2 Query TM
Com mands

OTMA Enhanc em ents
OTMA Type-2 Commands
Trans action Ex pir ation

Shar ed Q ueues Affinity
Routing

o .,
sa” s e
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This shows many of the IMS 11 enhancements in the DB, Systems, TM and DBRC areas

© Copyright IBM Corporation 2009
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‘w Database
Enhancements

Training

First let's talk about the DB enhancements.

© Copyright IBM Corporation 2009
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I IMS E!!E

Innov ative Improv ed Open

I MS O pe n D atabas e Usability Standards

= IMS Open Database offers accessto IM S d atab ase resources anywhere in
the IMSp lex fromz/OS and distributed envronments

— Using Distributed Rel ational Datab ase Architecture (DRDA) to
communicat e with IMS Connect

—  Different API layers are provided to leverage the DRDA prot ocol

- -touse JDBC SQL access to IMS
data in a JEE environment such as WebSphere Application Server (WAS)
on any platform

- -to use JDBC SQL access to IMS datain a
Non-JEE environment such as stand-alone java, DB2 SP, IMS T M, CICS

- - to issue calls that are similar to DL/I directly to
IMS from a Non-JEE Java environ ment

- - Use a programming languag e of your choice to issue DRDA
commands directly to IMS Connect

— IMS Connect becomes the g atew ay to and
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IMS Open Database is a newfunction in IMS 11taking onthe challenge of modernizing IMS DB access and application
development.

It address es two significant bottlenecks for business growth:

«Connectivity —IMS DB has been historicallygrounded to the mainframe...certainly there are ways to gettoit butnone
straightfor ward and simple.

*Programmatic access — even when connectivity isn't anissue —the skills aren’t readily available to develop new application
wor Koad. DLIisn'tindustrystandard and skills aren’t plentiful.

With IMS 11 we arerolling out a complete suite of U niversal drivers insupport of IMS database connectivity and
programmatic access. Theintentis toaccess IMS in a uniform way using the most relevantindustrystandards from any
platform and from within the most strategic runtimes. A standards-based approach opens alotof gronth and expansion
opportunity. T he fundamental communicati on protocol we will use to communicate with IMS C onnect will be the industry
standard Distributed R elational D atabas e Arc hitecture (DRDA) protocol. Single Universal driver in support of both type-4 and
type-2 connectivityin all supported runtimes — there’s no need tolearn another driver's semantics to toggle between
environments and desired connectivity —it's all builtin to the framewor k Distribution of resources within an IMSplexis
included. The ideais to extend the reach of IMS byextending the data. IMS DB metadata is exposed viathe standard JDBC
API and therefore can be consumed and visualized by JD BC tooling. By allowing ins pection of metadata, the next stepis
query. Querysyntax uses standard query language syntax.

IMS Open Database —IMS Open Database offers direct distributed access to IMS database resources. T he distributed
nature is two-fold. Atthe IMSplex lewel, it allows cross-LPAR access to anyIMS database in the IMSplex. At the pure
distributed [ eel, it allows non-mainframe (e.g., Windows OS) access directlyto IMS database resources throughindustry
standard interfaces. This enhancement extends IMS Connect as the gateway to IMS DB. It adds a new Common Service

Layer address space which manages connections to the IMS ODBA interface. This enhancement improves application
access to IMS.

IMS has seen anincreased number of requests for distributed access to all database types. IMS Connectis currently the
gateway to IMS TM. It will also become the gateway to IMS DB.

Distribution of database assets comes in two flavours
Distribution within an IMSplex. Applications onone LPAR can access an IMS database onanother LPAR

Distribution to non-System z platforms. Applications on anon-Systemz platform can hawe direct IMS DB access without
needing an IMS transaction to proxy the data.

The Universal drivers (JCA, JDBC, DLI) will allowboth distributed as well as local (CICS, IMS, WAS z, DB2 z) access to IMS
databases.

© Copyright IBM Corporation 2009
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The intent of the following 4 chartsisto show the current topology and illustrate the evolution to the
new one, pointing out the enhancements at each step. As a point of fact, WAS z/OS cannot take
advantage of ODBM’s cross-LPAR feature unless WAS itself embraces SCI. Applications can use
the out-of-the-box compatibility mode to use AERTDLI and have those calls routed to an ODBM
which will still prevent the U113 abend — but WAS and the ODBM address space will still need to be

on the same LPAR. Itisjust an illustrative example showing what can be possible with WAS z/OS as
an ODBM dient.

The current solution (whether or not we are talking about distributed orlocal accessto IMS DB)
leverages ODBA asthe APIto access IMS database resources. ODBA is capable of making
address space to address space calls (PC calls) in the same logical partition. The net effect of thisis
that the ODBA modules need to be on the same LPAR asthe IMS CTL region. These modules
(ODBA) are loaded in the address space of the application, which isin turn loaded in the address
space of the container. In this case the containeris WebSphere AS. The result of thisis that the
WAS installation has to be on the same LPAR as the IMS DB itself. There isno isolation.

© Copyright IBM Corporation 2009
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By leveraging SCI, the applications can be on any LPAR in an IMSplex. SCl uses either PC or XCF
calls to communicate with other SCI components. XCF allows callsto go across LPARsin an
IMSplex. This allows applications (and their containers) to be isolated on their own LPARS.

© Copyright IBM Corporation 2009



IMS 11 Overview

| ws LEM
. Innov ative Improv ed Open
Open Database Environment Usabilty  Standards
72/0S LPARA
Evolution ODBM IMS
I 3
. 5
Distributed |E el en
—> A
WebS phere .—A
g unvesal | T LPAR B
o Resource c
Adapter P
A E , [xCcF
P A
15 P
JCPIP
LPAR C
IMS Connect

16 IMS 11 © 2009 IBM Corporation

What we are doing is creating a new CSL address space to house the ODBA modules. This
interface will use SCl asits communication mechanism. The ODBA modules are no longer tightly
coupled with the applications themselves (and therefore the containers).

By leveraging SCI, the applications can be on any LPARin an IMSplex. SCl uses either PC or XCF
callsto communicate with other SCI components. XCF allows callsto go across LPARsin an
IMSplex. This allows applications (and their containers) to be isolated on their own LPARs.

© Copyright IBM Corporation 2009
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Thisleads usto our real goal, which isto leverage IMS Connect as the complete gateway solution for
IMS TM, OM, and now DB. IMS Connect will be augmented to be an ODBM dient. This will allow
distributed applications to leverage the TCP/IP protocol to communicate with IMS Connect, which
can then access any database in the entire IMSplex.

IMS Connect becomes the IMS Gateway to both IMS TM and IMS DB.

WebSphere and DB2 Stored Procedures no longer have to be on the same LPAR with IMS when
they interface with the IMS ODBM (Open Database Manager) address space. The ODBM address
space must be on the same LPAR with IMS due to the use of the ODBA (Open Database Access)
interface.

Distributed clients would now have the option of going directly to IMS Connect for IMS DB requests.

Existing DB Resource Adapter applications are unaffected by Open Database. In order to exploit
Open Database from existing DB Resource Adapter applications, a migration to the JCA 1.5
programming model would have to be done.

© Copyright IBM Corporation 2009



IMS 11 Overview

| ws LER
i d
IMS Open Database RN T e
= (ODB M) is a new Common Service

Lay er component
— Recelves database connection requests from IMS Connect

— Translates incoming database requ ests from the DD M protocol into DLI calls
expected by IMS

— Translates responses to the client into the DDM protocol IMS Connectand
ODB M together act as

— Manages connections to ODBA

= ODBM Configuration
— PROCLIB members
— ODB MBPE Configuration, ODB MBPE e xit list, ODB M I niti alization
member — CSLDIxxx, ODB M Configuration me mber — CSLD Cxxx
— CSLODBM procedure
— ODBM execution param eters
= New ty pe-2 commands

— QUERY ODBM TYPE(option), UP DATE ODBM ST ART|STOP(T RACE), UPDATE ODBM
START|STOP(CONNECTION), UPDAT E ODBM TYPE(CONFIG)

= Four new ODBM Exit Routines

the DRDA Server
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One ODBM instance must be defined in the IMSplex to use ODBM functions. Each z/OS image can
have more than one ODBM. If multiple instances of ODBM are defined in the IMSplex, any ODBM
instance can perform work from any z/OS image in the IMSplex.

ODBM routes the database connection requests received from IMS Connect to the IMS systems that
are managing the requested database. Before establishing the connection to the IMS system, ODBM
translates the incoming database requests from the DDM protocol submitted by the IMS-provided
connectors and user-written DRDA applications into the DL/ calls expected by IMS. When ODBM
returns the IMS output to the client, ODBM translates the response to the DDM protocol. From the
ODBM perspective, application programs that interact directly with ODBM, such asIMS Connect, are
ODBM dients. Users can create theirown ODBM clients by using the new ODBM CSLDMI API.
ODBM dient application programs can access databases that are managed by IMS DB on any LPAR
in an IMSplex.

Use the CSLDIxxx IMS.PROCLIB member to specify parameters that initialize the ODBM address
space. Certain parameters within CSLDIxxx can be overridden with the ODBM execution parameters.

Use the CSLDCxxx IMS.PROCLIB member to configure the ODBM datastore connectionsto IMS
systems.

The following IMS exit routines are new:

*CSL ODBM Initialization and Temination user exit routine - Called when an ODBM address space
or IMSplex initializes or teminates.

*CSL ODBM Input user exit routine - Called when ODBM receives a call to the ODBM callable
interface.

*«CSL ODBM Output user exit routine - Called when ODBM returns the results from a call to the
ODBM callable interface.

*CSL ODBM dient Connect and Disconnect user exit routine - Called when a dient registersto or
de-registers from ODBM.

© Copyright IBM Corporation 2009 18
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I IMS !!IE
IMS Open Database
— IMS Connect woeve  lenly  Staes

= |MS Connect has the following enhancements in support of IMS
Open Database:
— IMS Connect Configuration member HWSCFGxx

— New ODA CCESS statement
— DRDA portts, timeout value, IMSplex name etc.

— Changes to existing commands
— VIEWHWS, VIEWDS, VIEWPORT

— New Commands
— STARTOD, STOPOD, STARTIA, STOPIA, VIEWIA, SETOAUTO

— New User Exits
— HWSROUTO - Routing E xit for ODB M
— can override the IMS alias and/or select the ODB M target

— HWSAUTHO — Security E xit for ODB M
— can perform th e authentication of the userid
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IMS Connect, which previously provided access to only IMS Transaction Manager (IMS TM), through
Open Transaction Manager Access (OTMA), now also provides access to IMS Database Manager
(IMS DB), through ODBM. IMS Connect can also provide workioad distribution by routing database
connection requeststo ODBM based on an alias name that is submitted by the client application
program. To the dient application, the alias name representsthe IMS system, or data store, to which
the application program connects. Depending on the value of the alias name submitted, IMS Connect
either routes the incoming connection request to a specific ODBM instance or distributes the
incoming connection request to any available instance of ODBM in an IMSplex.

IMS Connect will invoke the routing user exit first to allow the exitto select an ODBM and/or override
the IMS ALIAS.

«If the routing exit selects an ODBM, IMS Connect will use that ODBM and will not perform the round
robin routing method.

«If the routing exit does not selectan ODBM, IMS Connect will selectan ODBM and perform the
round robin routing method based upon the explicit ALIAS name as well as the blanked ALIAS name.

«If the routing exit overrides the IMS ALIAS, IMS Connect will use that IMS ALIAS.
*IMS Connect will validate the ALIAS and the ODBM upon returning from the exit.

IMS Connect will always call the new secuiity user exit HWSAUT HO independently of the RACF=
parameterin the IMS Connect configuration member.

*IMS Connect calls HWSAUTHO before invoking any installed security facility such as RACF.
*HWSAUTHO will perform the authentication of the userid/passticket of the ODBM client.

*HWSAUTHO can override the input userid with a different userid and to provides a RACF groupid to
be authenticated further by IMS Connect. HWSAUTHO can be refreshable.

ePassword is passed in the clear.

© Copyright IBM Corporation 2009
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= |MS Connect Workload Distribution

— ODBM clients can specifyan IMS “ ALIAS" in the message
— Alias represents the IMS d atastore that the client wants to send the
message to
— Multiple Alias names for an IMS datastore can be defined in the ODBM
configuration member

— Ifthe client sends a message with a blank alias, IMS Connect will route the
message to an ODB M using a round robin algorithm

— If an alias points to multiple ODBMs, IMS Connect will route the message to one
of those ODB Ms using a round robin algo rithm

20 IMS 11 © 2009 IBM Corporation

IMS Connect can also provide workload distribution by routing database connection requests to
ODBM based on an alias name that is submitted by the dient application program. To the dient
application, the alias name represents the IMS system, ordata store, to which the application
program connects. Depending on the value of the alias name submitted, IMS Connect either routes
the incoming connection request to a specific ODBM instance or distributes the incoming connection
request to any available instance of ODBM in an IMSplex.

© Copyright IBM Corporation 2009
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= Comparison of programming approaches for accessing IMS data:

Application Transaction Recommended Approach

Platform Processing Required

WebS phere® CCl programming Local transaction Use the IMS Universal DB resourc e adapter with

Applic ation interf ace to perform processing only. local transaction support (ims udblLocal.rar),

Server for SQL or DL/I data and make SQL calls wit h the

distribut ed operations. SQLI nteracti onSpec class or DU/I calls with

platforms or the DLI | nt er acti onSpec class.

WebS phere X _

Application Two-phase (XA) Use the IMS Universal DB resourc e adapter with

Server for z/OS® commit processing or | XA transaction support (imsudbXA.rar), and
loc al transaction make SQ L calls with the SQLI nt er actionSpec
proc essing. class or DU/I calls wit h the

N DLI I nteracti onSpec class.

1DBC program ming
nterf ace to perform

Local transaction
proc essing only.

Use the IMS Universal JCA/JDB C driver version of
the IMS Universal DB resource adapter with local

SQL data trans action support (imsudbJ Local.rar), and
operations. make SQL calls with the JDBC API.
Two-phase (XA) Use the IMS Universal JCA/JDB C driver version of
commit processing or the IMS Universal DB resource adapter with XA
loc al transaction trans action support (imsudbJXA .rar), and
proc essing. make SQ L calls with the JDBC API.
21 IMS 11 © 2009 IBM Corporation

We are providing different API layers that leverage the DRDA protocol. The DLIJava APlisan API
that mimics the traditional DLI API plus a few more advanced concepts. We are also offering XA
capabilities for applications leveraging our framework. (Definition of XA is below.)

For Open Database, we are offering a type 4 JDBC driver built on top of this framework. Ultimately
we will offera J2EE (Java Enterprise Edition) platform solution which is packaged as a JCA (Java
Connection Architecture) 1.5 resource adapter for deploymentin WebSphere Application Server
(which isa J2EE server). (Editorial note: Sun dropped the 2’ so itisreally now JEE and not J2EE
but most folks still keep the ‘2°.) This JCA resource adapterwill leverage all of the robust
features of the J2EE platform (connection management, transaction management, secutity
management, XA support, logging, etc.) and will allow for direct distributed access to IMS database
resources.

These interfaces will provide a base set of APlIs that future dients (such as XQuery) can be built on
top of (we have an XQuery implementation today, but now with ODB these APIs will be distributed).

The XA standard is an X/Open specification for distributed transaction processing (DTP). It describes
the interface between the global transaction managerand the local resource manager. We are the
resource manager (from JDBC driver through IMS connect, ODBM and IMS).

© Copyright IBM Corporation 2009
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Standalone Java
applic ation
(outside a Java
EE application
server) that
resides ona
distribut ed
platform or a
z/OS platform

IMS Open Database

Application
Platform

JDBC programming
interf ace to perform
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= Comparison of programming approaches for accessing IMS data:

Transaction
Processing Required

1N

Open
Standar ds

Recommended Approach

Two-phase (XA)
commit processing or

Use the IMS Universal JDBC driver (imsudb.jar),
and make SQL calls with the JDBC API.

SQL data operations. | local transaction
proc essing.
Traditional DL/I Two- phase (XA) Use the IMS Universal DU/I driver (imsudb.jar),
program ming commit processing or and make DL/I calls with the PCB class.
antics to perform | local transaction
operations. proc essing.

Standalone non-
Java application
that resides on a
distribut ed
platform or a
z/OS platform

Data access using
DR DA protocol.

Two- phase commit
processing or local
trans action proce ssing.

Use a programming language of your ¢ hoice to
issue DDM commands to IMS Connect. The
applic ation programmer is res ponsible for
implem enting t he two-phas e commit mechanism.

Here is a compalison of programming approaches for accessing IMS data using the IMS 11 Open

Database function

© Copyright IBM Corporation 2009
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IMS Open Database

= Distributed Sy ncpoint (global transaction) requires RRS on Z/OS
= Use of RRS with ODBM is optional
— RRS=Y|N parm for ODB M start-up
— If RRS=Y (also the default), ODB M will use the ODBA interface (i.e.

AERTDLI)
— If RRS=N, ODB Mwill use the DRA interface like CICS

— Global transactions are not supported if RRS=N)

Start UOW,

PAR A

Innov ative |

S Connect

Parent UO E.

LEIE

mprov ed Open
Usability Standar ds

z2/0S

RRS

T Coordinated
LPARB !
ODBM RRS
vs | D
° Child IMS
B DB
A ‘ .

© 2009 IBM Corporation

RRS=Y must be specified in the configuration for a global transaction.

This slide shows how Open Database achieves cross LPAR transaction management.

When a dient establishes a connection through IIMS Connect to ODBM several things are done to
establish a coordinated Unit of Work.
First IMS Connect creates the parent Unit of Recovery.
IMS Connectthen sends the UR token to ODBM.
ODBM then expresses interest in the UR as a child.

At this point we have a coordinated Unit of Recovery established.

© Copyright IBM Corporation 2009
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= ODBM leverages existing ODBA RAS security specified on the
ODBASE= parameter in the IMS DFSP Bxxx proclib member

= Assumes that the Userid associated with an allocate PSB re quest
has been authenticated.

= ODBM does not perform any user authentication or authorization
— IMS Connect does the authentication
— ODBA does the authorization

= For non-RRS support that uses IMS DRA interface instead of
ODBA, standard IMS RAS security will be used

24 IMS 11 © 2009 IBM Corporation

For each request to access IMS data, connection information on the IMS host system, port number,
and a valid user ID and password must be supplied in orderto establish communication with IMS. A
socket connection isfirst established to connect to the host IMS Connect system. When IMS Connect
receives the request, it proceeds to authenticate the user based on the supplied user ID and
password. After successful authentication, necessary information on the socket, such as PSB name
and IMS alias (database subsystem) is sent to ODBA in orderto allocate the PSB to connect to the
database. An actual connection to an IMS database is only established when a PSB is allocated.
Authorization for a particular PSB is done by the ODBA component during the allocation of a PSB.

© Copyright IBM Corporation 2009
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= The two Universal drivers for JDBC -

and - offer a greatly
enhanced JDBC implementation
~ JDBC3.0 3
— Keys of parent segments are included in table as foreign keys .

— Allows Standard SQL implementation (including for INSERT)
— Updatable result sets .l*va
— Metad ata discovery APl implementation

— Uses metadata generated by DLIModel Utility as “catalog data”
— Enables JDBC tooling to work with IMS DBs just as they do with DB2 DBs

= |MS 11 Java requires JDK 5.0 or later
— JMP and JBP online regions require JDK 6.0

— JDK 6.0 offers significantly better performance

25 IMS 11 © 2009 IBM Corporation

Other Java enhancementsin IMS 11 incdude the two universal drivers for JDBC offering a greatly
enhanced JDBC implementation, and JDK 5.0 orlater support, with JDK 6.0 offering significantly
better performance.

© Copyright IBM Corporation 2009
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Java DL/1 Access MU iy s
= The provides a DL/1 Call interface for

java applications in a Non-JEE environment
— Completely re-architected and rewritten
— Richin function
— Usable in distributed or Z OS environments

= The not only supports JDBC,
but also fully supports the JCA 1.5 CCI DB interaction specification
— SQLInteractionSpec class provides simple SQL calls
— DLlInteractionSpec class provides simple DL/1 calls
~ RETRIEVE, CREATE, UPDATE, DELETE functions

26 IMS 11 © 2009 IBM Corporation

For Java DL/l access:
*The IMS universal DL/l diiver provides a DL/I call interface for Java applications.
*The IMS universal DB Resource Adapter supports JDBC ad JCA 1.6 CCI DB Interaction.

© Copyright IBM Corporation 2009
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= NewCIMS CONNECT call which allows
ODBA applications to connect to
with a
—  Previously CIMS INIT was the only function available,

which only allowed the caller to connect to a single
IMS

— Multiple CIMS INIT calls were required to
connect to multiple IMS DB sy stems

IOSL PAR
= ODBA application programs can use the ’
ODBM address space to manage the ODBA

JW DB2

interface
~ Ghves PO YE6D IMS Java

when ODBA applications are stopped o DB2 Stored

during DLI proc essing Applicatio n Eieeeriline

— Nochanges required for ODBA applications
Universal Universal
D i

— Needto add the IMSplex and SR ;Dwer @

ODBM NAME keywor ds to DFSP RP
macr o

— Recompile and rebind the
DFSxxxx 0 load module Any

i Non-java
. andincreases ODBA

Application B,
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The ODBA interface has a new command for IMS Version 11: CIMS CONNECT. This command will
initialize the ODBA interface and will connect to multiple IMS DB systems. Prior to IMS Version 11,
ODBA applications used the CIMS INIT command to initialize the ODBA interface and connectto a
single IMS DB system. If the application wanted to connect to multiple IMS DB systems, it had to
issue multiple CIMS INIT commands, one for each IMS DB system. The ODBA interface is enhanced
in IMS Version 11 to support a new command, CIMS CONNECT, which allows the ODBA application
to initialize the ODBA interface and connectto multiple IMS DB systems with a single command.

Existing ODBA applications can also use ODBM to protect IMS from abends that are caused by the
unexpected termination of the ODBA applications duting DL/ processing. ODBM support for ODBA
application programs requires no changes to the application program, but does require minor
changesto the DFSPRP macro, which defines the connections to IMS DB, and a recompile and
rebinding of the DFSxxxx0 load module. You can modify your existing ODBA application serversto
use ODBM by adding the IMSPLEX and ODBMNAME keywords to the DFSPRP macro. After adding
these keywords, you must recompile and rebind the DFSxxxx0 load module (xxxx isthe DRA start-up
table name spedified on the APSB call in the AIBRSNM2 field of the AIB). FUNCLV=2 should be
specified when using the IMS 11 DFSPRP macro that contains these two new parameters.
FUNCLV=2 is set asthe defaultin the shipped IMS 11 DFSPRP macro.

© Copyright IBM Corporation 2009 27
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= Offers the ability to stop access to a
or or allowing a coordinated
recovery point to be established

— Without taking the resource offline! No /DBR is required

— Type-2 UP DATE DB|AREA DATAGRP command is used to start and stop
quiesce

— The recovery point will be coordinated across the IMS plex to create one
common recove ry point

— Allows an image copy to be taken while the database or area is online

= in establishing a recovery point for a
database

28 IMS 11 © 2009 IBM Corporation

Database quiesce enablesyou to create a coordinated recovery point across an IMSplex for IMS
Fast Path data entry databases (DEDB s), Fast Path areas, full-function databases (including High
Availability Large Databases - HALDBS), and database groups, without taking your resources offline
or causing applications to encounter an unavailable database.

When the quiesce function is invoked, the point of consistency is reached when all updates that are
in progress are committed. After all updates are committed, and stored on DASD, the database data
setsreflect the current database information because no updates are pending. At this time, the point
of consistency has been reached locally on a single IMS. This process must occur on every IMS in
the IMSplex that is actively using the database. When all activity has been quiesced, a new recovery
pointisrecorded.

You can create a point of consistency on a database without making the database unavailable to
applications by using a new fom of the existing type-2 UPDATE command (for example, UPDATE
DB START (QUIESCE)). This command quiesces all work in progress so that a new recovery point
can be created fora database while itisactivelyin use in the IMSplex.

This enhancement should reduce the complexity of establishing a recovery point for a database. The
reduced complexity should allow more frequent recovery points to be created fora database
resource. We see value to your business with this enhancement by requiring less complexity in
establishing a recovery point. Creating frequent recovery points could reduce the impact of an
outage on a database since there would be less data to be processed during recovery.

© Copyright IBM Corporation 2009 28
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= Creating arecovery point without D atabase Quiesce...
— Issue /DBR on each IMS to establish a recovery point
— Each IMS willrecord a DEALLOC time in the RECON

— Database resource is closed and data sets are deallocat ed
—  Check to make sure the database or area was successfully taken offline on each IMS

— Issue /STA on each IMS to allow database to be used
— OPEN option on /STA command is required to allocate and open the data sets
— Otherwise fir st acc ess will open the dat a sets

© 2009 IBM Corporation

Before going into the detail of quiesce, let’s look at an illustration of the current process required to
create a recovery point for a database resource. In this picture there isa simple IMSplex with three
different IMS systemsin the DBRC sharing group. The database resource isin use on the three
different IMS systems.

First a user needsto take the resource offline. To do thisthe /DBR command is issued for the
resource and routed to each IMS orissued on each IMS. On each IMS, the command checks for
activity on the resource, if there is none then the command can be processed. Each IMS will go to
the RECON and record a DEALLOC time. The database resource is closed and the data sets are
deallocated.

Next the user needs to check to make sure that the command was successful on each IMS system.
Now a recovery point has been created for the database.

Finally the user needs to make the resource available online. To do thisthe /STA command is
issued for the resource and routed to each IMS or issued on each IMS. On each IMS, the command
makes the database available. The database data sets are not allocated, and they are dosed after
the /DBR command. The OPEN option would be required to allocate and open the data sets on the
/ISTA command, otherwise the first access will open the data sets.

© Copyright IBM Corporation 2009
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= Creating arecovery point with Database Quiesce...
— Issue UPDAT E DB|AREA|DAT AGRP START(QUIE SCE) command
— Commandis processed by one IMS (command master) in the IMS plex
— Databases and data sets are not closed and deallocated

— Command waits for active use of the resource to reach a commit point and then quiesces the
resource

— Coordinated across the IMSplex, OLDS are switched on each IMS by def ault
— RECON updated by one IMS with common DEALLOC timestamp on behalf of all the IMS
systems
— New allocations for FP areas done on local IMS
— For FF databases, anew ALLO C is created at first databas e update after releasing the
quiesce
— Command master comm unicat es wit h IMS systems to make resource available again

© 2009 IBM Corporation

Thisisan illustration of the process to create a recovery point for a database resource with Database
Quiesce. In this picture there is a simple IMSplex with three different IMS systemsin the DBRC
sharing group. The database resource isin use on the three different IMS systems.

To create the recovery pointissue the quiesce command. The command will be processed by a
single IMS, the command master. That command master will communicate with the other IMS
systemsto get the resource quiesced. If there is current activity on the resource the command will
wait fora point of consistency to be reached. After that point the access on the database is stopped.
The IMS systems will communicate back that the resource is quiesced. The command master will
update the RECON on behalf of all the IMS systems, creating a common DEALLOC timestamp. The
OLDS are switched on each IMS (as the default). After the quiesce pointisreached, the quiesce on
the resource isreleased. When the quiesce isreleased then a new ALLOC will be recorded for
DEDB areas. No ALLOC isrecorded for Full Function databases, instead, the first update accessto
the database will create a new ALLOC inthe RECON. The command master communicates with all
IMS systems to make the resource available again.

© Copyright IBM Corporation 2009
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= Two types of Quiesce
— Quiesce and Hold -

— Reach the quiesce point and keep theresource quiesced
— Allows IC utilities to be run after DB has been quiesced

— Must issue UPDATE D BJAREA|DATAGRP ST OP(QUIESCE) to release the
quiesce

— Quiesce and Go -

— Reach the quiesce point and release the quiesce in_a sinale command

— UsedtoquicKy establish a newrecovery point for a resource
— Could beissued beforerunning a concurrentimage copy using IC2

— Only a small amount of updates would need to be applied to
restore DB to this pointin time

Rem em ber:
DISP=SHR required for
batch image copies as data
set willbe
allocated & open
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The quiesce function will be implemented with two different forms of quiesce. A quiesce and hold
and a quiesce and go type of command.

The quiesce and hold will allow the database resource to be quiesced and stay in the quiesce state.
Thiswould allow utiliies like IC2 to be run against the quiesced resource. To release the quiesce, a
second command must be issued. Thiswould be similar to issuing a /DBR or /DBD today then
running utiliies and then issuing a /STA command to allow normal access to the resource to resume.
This process will create a recovery point for the database which doesn'’t require any logsto be
applied to recover the database. Note that in order for image copies to be allowed to execute when
the database orareaisin a QUIESCE HELD state, the DISP for the dataset to be copied must be
DISP=SHR (instead of DISP=0LD) for batch image copies since the dataset is open and allocated to
the online IMS subsystems.

The quiesce and go is a way of quickly creating a new recovery point fora database resource and
then making the resource available again immediately in a single command execution. The quiesce
and go may be used for example when a recovery pointis created outside of the nomal recovery
period, when there is more activity on the IMS system. After the quiesce and go has completed, a
concurrentimage copy of the database could be started using IC2. This process will create a
recovery point forthe database which only requires a small amount of updates to be applied, from the
point after the quiesce until the image copy, to restore the database to this pointin time.
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= Databases can be quiesced whenapplications reach a sync-point

- until the quiesce is released

Applic ations
= Quiesce“all or none” i using PSB's with updat e
i

{ inte nt
— Allresources s pecified on the command will be quiesc ed toget her

for the resource will be
— If any of the resources cannot be quiesced, the entire list will fail i

= Quiesce will have atimeout value
—  Timeout will occur after 30 sec onds if the resource is not quies ced
— User can override the timeout value on the command
— User can override the default of 30 seconds in the DFSCG xxx or DFSDFxxx PRO CLIB mem bers
— DBQUIESCETO=1-999 seconds

32 IMS 11 © 2009 IBM Corporation

When the quiesce function is invoked, the point of consistency is reached when all updates that are
in progress are committed. After all updates are committed, and stored on DASD, the database data
sets reflect the current database information because no updates are pending. At this time, the point
of consistency has been reached locally on a single IMS. This process must occur on every IMS in
the IMSplex thatis actively using the database. When all activity has been quiesced, a new recovery
pointisrecorded. During the time that the database is quiesced, only read-only applications can
accessthe database. All otherapplications are held at the ime when they attempt to access the
database with a DL/l call, until the quiesce is released. Batch jobs with update access or above will
fail authorization while the database is quiesced.

When the quiesce isreleased, the applications are able to access the database again. The quiesce
leaves the database data setsin the same state that they were in at the start of the quiesce process.

The DFSCGxxx PROCLIB member and the COMMON_SERVICE_LAYER section of the DFSDFxxx
PROCLIB member are updated with the new DBQUIESCET O keyword, where you can specify the
maximum amount of ime (from one to 999 seconds) to allow a database quiesce processto
complete before timing out. The default value is 30 seconds.

© Copyright IBM Corporation 2009
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= Example of Quiese and hold for a database

File Action Manage resources SPOC View Options Hlp
| MS11 I MS Single Point of Control
Command ===> UPDATE DB NAME DBXYZ) START( QUI ESCE) OPTI ON HOLD)
Plex . Route . Wait . e—
Response for: UPDATE DB NAME( DBXYZ) START(QUI ESCE) OPTI ON( HOLD)
DBName Mor Name cC
DBXYZ | MO2 0
DBXYZ | MO1 0
DBXYZ | MO3 0
File Action Manage resources SPOC View Options Help
| MS11 I MS Singl e Point of Control
Command ===> QRY DB NAME( DBXYZ) SHOW STATUS)
Plex . Route . . ——— Vait . e—
Response for: QRY DB NAME DBXYZ) SHOW STATUS)
DBName Mor Name CC TYPE Lcl St at
DBXYZ 1 MO2 0 DLI ALLOCS, CPEN, QU ESCED
DBXYZ 1 MO1 0 DLI ALLOCS, CPEN, QU ESCED
DBXYZ | MO3 0 DLI ALLOCS, GPEN, QU ESCED
ek IMS 11 © 2009 IBM Corporation

There are three IMS systemsin the IMSplex, IM0O1, IM02, and IM03.
The TSO SPOC was used to issue the quiesce and hold command.
The output of the command shows it was successful on three IMS systems.

After the quiesce and hold was performed a QUERY command was issued to display the status of
the database resource.

The command shows that the resource is quiesced, but notice that the database is still allocated and
open. Thisisbecause the quiesce doesn’t deallocate the database data sets or close the database
data sets.

© Copyright IBM Corporation 2009
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= Example of Releasing the Quiese
File Action Manage resources SPOC View Options Hlp
| MS11 I MS Single Point of Control
Command ===> UPDATE DB NAME DBXYZ) STOR QUI ESCE)
Plex . Route . —_— Wait . e—
Response for: UPDATE DB NAME( DBXYZ) STOP( QJI ESCE)
DBName Mor Name cC
DBXYZ | MO2 0
DBXYZ | MO1 0
DBXYZ | MO3 0
File Action Manage resources SPOC View Options Help
| MS11 | MS Single Point of Control
Command ===> QRY DB NAME( DBXYZ) SHOW STATUS)
Plex . Route . —_— Vait . e—
Response for: QRY DB NAME DBXYZ) SHOW STATUS)
DBName Mor Name CC TYPE Lcl St at
DBXYZ 1 MO2 0 DLI ALLOCS, CPEN
DBXYZ 1 MO1 0 DLI ALLOCS, CPEN
DBXYZ | MO3 0 DLI ALLOCS, GCPEN

IMS 11

© 2009 IBM Corporation

Now release the quiesce on the resource by issuing another UPDATE command.

The output of the command shows it was successful on three IMS systems.

After the quiesce and hold was released, a QUERY command wasissued to display the status of the

database resource.
The command shows that the resource is allocated and open.

© Copyright IBM Corporation 2009
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= Type-1DISPLAY commands are enhanced toshow database status after quiesce
— DIS DB/AREA QSC
- DISDBSTATUS

— DIS STATUS

File Action Manage resources SPOC View Options Hel p
| MB11 | M5 Single Point of Contr ol

Comeng) === DI'S DB QSC

Pl ex Rout e Wait . . —

Log for DI'S DB QsC
IMSplex . . . . . : I MB11
Routing . . . . . :
Start tinme. . . . : 2008. 255 16: 02:18. 08
Stop time . . . . 2008. 255 16: 02:18. 09
Return code . . . 000000 00
Reason code . . . 000000 00
Reason t ext :
Command nast er : I MDA
MorNane  Messages
| MDA DATABASE TYPE TOTAL UNUSED TOTAL UNUSED ACC CONDI TI ONS
| MDA DBXYZ 1 DL/ I UpP ALLGCS, QUI ESCI NG
| MDA DBXYZ 3 DL/ I UpP ALLCCS, QUI ESCED
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The following Type-1 commands are enhanced to show quiesce status fora database resource:

*DIS AREA with QSC attribute — displays all FP areas that have status of ‘quiescing’ (ndicating
quiesce in progress) or ‘quiesced’ (indicating the resource is quiesced)

*DIS DB with QSC attribute — displays all databases that have status of ‘quiescing’ (indicating
quiesce in progress) or ‘quiesced’ (indicating the resource is quiesced)

*DIS DB STATUS

*DIS STATUS

The command specified in the example is to show database resources that have status of ‘quiescing’
or ‘quiesced’.

© Copyright IBM Corporation 2009
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= Quiesce flags set in the RECON

— ‘Quiescein progress’ flag
— Prevents authorization from batch update or utilities

— Prevents the initiation of HALDB online reorganization (OLR)
— Gets set by both “Quiesce and Go” and “Quiesce and Hold”

— ‘Quiesce held’ flag
— Image copy utilities can run
— All other utilities will fail authorization
— Gets set only by the “Quiesce and Hold” form of the command

36 IMS 11 © 2009 IBM Corporation

When quiesce is started, with either form of the command, the ‘Quiesce in progress’ flagin the
RECON will be set on. While the flag is on, any new batch update or utility authorization of the
database or area will be prevented. All online IMS subsystems including update access and batch
jobs requesting read access will be allowed authorization. All ufilities will fail authorization. Batch
jobs with read access only and online IMS subsystems with read access only will be allowed access
to the database orarea. IMS systemswhich didn’t participate in the quiesce will be allowed
authorization but will be prevented from accessing the database orarea while the flagisonin the
RECON data sets.

Also the quiesce function will not be allowed during integrated HALDB online reorganization (OLR).

© Copyright IBM Corporation 2009
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= For DBRC registered databases the quiesce point is recorded in the
RECON

— Same DEALLOC timestamp is recorded for all open ALLOC records by
a single IMS

— For DEDB Areas, a new ALLOC is created

— For Full Function Databases, a new ALLOC is created at first database
update after releasing the quiesce

— New USID/DSSN created after quiesce point is reached

= For non-registered databases the quiesce point is not recorded in the
RECON

— Atype x'4C’ log record is created for databases, x’59’ for areas

— Afterthe log record is created, recovery point is recorded in the
RECON

37 IMS 11 © 2009 IBM Corporation

The quiesce point will be acommon DEALLOC timeinthe RECON for all open ALLOCs.

When the quiesce is achieved any open ALLOC recordinthe RECON data sets is updated. The open ALLOC record will be
closed with a DEALLOC time which corresponds to the point the quiesce was achieved acr oss the IMSplex. The closed
ALLOC record will showthat the deallocation was the result of a quiesce command.

When the quiesce is reached, the command master will update the open ALLOCs in the RECON on behalf of all the IMS
systems.

When the quiesce is released (either quiesce and go or rel eas e of quiesce after quiesce and hold) then anew ALLOC will be
recorded for DEDB Areas. No ALLOC is recorded for Full function databases, instead the first access to the database will
create a new ALLOC in the RECON.

If the database is not register ed with DBRC, then the assumptionis that itis not being shared with other systems. Sinceitis
not being shared, there is no coordination. Also since there isno RECON to update the quiesce point can only be recor ded
on thelog. When the quiesce has caused a point of consistency to be reached, alog record is created. The type X'4C’ log
record is created for databases. Thetype X'59' log record is created for areas. Thelog records are used by each participant
inthe quiesceto note that the database has been quiesced. After thelog recordis created, the recoverypoint is recorded in
the RECON data sets.

When aquiesce and hold had beenissued, the quiesce status is mai ntai ned acr oss restarts of IMS. Acall is madeto DBRC
during restart processing to recover the status.

The quiesce point will be acommon DEALLOC timeinthe RECON for all open ALLOCs.
When the quiesce is ac hieved any open ALLOC recordinthe RECON data sets is updated. The open ALLOC record will be

closed with a DEALLOC time which corresponds to the point the quiesce was achieved acr oss the IMSplex. The closed
ALLOC record will showthat the deallocation was the result of a quiesce command.

When the quiesce is reached, the command master will update the open ALLOCs in the RECON on behalf of all the IMS
systems.

When the quiesce is released (either quiesce and %o or release of quiesce after quiesce and hold) then anew ALLOC will be
recorded for DEDB Areas. No ALLOC is recordedfor Full function databases, instead the first access to the databas e will
create a new ALLOC in the RECON.

If the database is not register ed with DBRC, then the assumptionis that itis not being shared with other systems. Sinceitis
not being shared, there is no coordination. Also since there isno RECON to update the quiesce point can only be recor ded
on thelog. When the quiesce has caused a point of consistency to be reached, alog recordis created. The type X'4C’ log
record is created for databases. Thetype X'59' log record is created for areas. Thelog records are used by each participant
inthe quiesce to note that the database has been quiesced. After thelog recordis created, the recoverypaint is recorded in
the RECON data sets.

When a quiesce and hold had beenissued, the quiesce status is mai ntai ned acr oss restarts of IMS. Acall is madeto DBRC
during restart processing to recover the status.
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= Software prerequisites

— Common Service Layer (OM, RM, SCI)

— RM with resource structure recommended but not required
— RM s used to coordinate the quiesce process across the IMSplex
— RM s not required (RMENV=N) when using the-PP—iaccg
function in a single-IMS IMS plex

Restrictions:
w MSDB and GSAM
are not supported.
Type-1 com mand
annot initiate quiesce

— MINVERS('11.1") must be set in RECON

38 IMS 11 © 2009 IBM Corporation

The CSL Resource Manager (RM) is required when using the DB quiesce function in a multi-IMS
IMSplex. An RM resource structure is recommended, but not required. RM is not required
(RMENV=N) when using the DB quiesce function in a single-IMS IMSplex.
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ACBLIB Usablllty Enhancements Usability Avai la bility Perform ance

= The ACBLIB Usability enhancements enable you to:

— Load the ACB members into 64-bit storage
— Applies to Non-resident PSBs and DMBs (DED Bs are not
loaded into 64-bit)
— Reducing read I/O to the ACBLIB data set

— Create DFSMD A members for the dynamic allocation of the
ACBLIB datasets

— A Restart of IMS is no longer required to:
— Increase the size of the ACBLIB data sets
— Correct errors with the inactive ACBLIB
— Add additional data sets to the ACBLIB concatenation

39 IMS 11 © 2009 IBM Corporation

These enhancements add options to:

*Load the ACB membersinto 64-bit storage. At application scheduling time, the ACB members are
retrieved from 64-bit storage rather than from the ACBLIB data set (unless they are not currently in
the 64-it cache). This option reduces the amount of read 1/O to the ACBLIB data set. By changing
the resident option fora PSB, the user could have a smaller resident pool and also realise some CSA
reduction. There will be no performance degradation at scheduling since the PSB is retrieved from
the 64-it pool.

*Use the Dynamic Allocation macro (DFSMDA) macro to create DFSMDA members for the dynamic
allocation of the ACBLIB data sets. You can specify how the ACBLIB data sets are allocated with
either JCL or DFSMDA members. DFSMDA members provide the following benefits:

*You can increase the size of the ACBLIB data sets without stopping and restarting IMS.
*You can correct errors with the inactive ACBLIB without stopping and restarting IMS.

*You can add additional data sets to the ACBLIB concatenation without stopping and
restarting IMS.

The dynamic allocation of the ACBLIB data sets and the 64-hit storage pool for ACB membersis
supported in the following online IMS system configurations: DB/TM, DBCTL, DCCTL, XRF, and
FDBR. Dynamic allocation of ACBLIB datasets and the 64-bit storage pool for ACB members are not
supported in IMS batch.
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The /DIS MODIFY command is changed to show the inactive ACBLIB libraries when MDA members
are used. IMS will dynamically allocate the Active ACBLIB duiing initialization and will deallocate it
during Online Change. The inactive ACBLIB datasets are not allocated until an OLC process. The

S I=

Improv ed Improv ed

Dynamic Allocation of ACBLIB data sets = wasy  avaibity

= To implement DFSMDA members forthe dynamic allocation
of the ACBLIB datasets:

— Create a DFS MDA member for each of the IMSACBA and | MSACBB data set
concatenations

— Remove the IMSACBA and IMSACBB JCL statements from the IMS JCL & DL/I
SAS procedures

/DIS MODIFY changed to show status of “U” for unallocated data

Example: sets:

DFSMDA TYPE=I N Tl AL LIBRARY |MSACBA (A) |MS. ACBLIB1

DFSMDA TYPE=I| MSACBA (A) I MB. ACBLI B2

- - LIBRARY FORMATA (A) | MSTESTG MFS. FORMATL
DFSMDA TYPE=DATASET, DSNAME=I MS. ACBLI Bl (A) | NBTESTG. MFS. FORVAT2

DFSMDA TYPE=DATASET, DSNAME=I MS. ACBLI| B2 (A | MBOA FMI1
DFSMDA TYPE=FI NAL LIBRARY MODBLKSA (A) | MSBLD. |11 ATS17. COMBLK S1
DFSMDA TYPE=I N Tl AL LIBRARY |MBACBB (U) |MS. ACBLIB3

| M5. ACBLI B4

(Y
- _ LIBRARY FORMATB (1) | MSTESTG MFS. FORMAT3
DFSMDA TYPE=DATASET, DSNAME=| MS. ACBLI B3 (1) | NSTESTG MFS. FORNATA

DFSMDA TYPE=DATASET, DSNAME=| MS. ACBLI| B4 (1) 1 MSQA FMTIL
DFSMDA TYPE=FI NAL LIBRARY MODBLKSB (1) | MSBLD.111ATS17. COVBLKS2
DI SPLAY MODI FY COVPLETE *08003/110121* SYs3

DFSMDA TYPE=| MSACBB

40 IMS 11

datasets will show a status of “U”. Thisindicates that these datasets are unallocated.
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ACBLIB members in 64-bit storage Usabiity ~ Availabilty

= To implement ACBLIB members in 64-bit storage:

— Define the ACBIN 64 parameterinthe new DATAB ASE SECTION in the
DFSDF xxx PROCLIB member
— Allocation 1-999(nnn) is in gigabytes
— Example: <SECTI ON=DATABASE>
ACBI N64=1

= Scheduling
« Atfirst scheduling, a PSB and any D MBs get loaded in the non -resident pool
» These members are also loaded in 64-bit
Next sc heduling, the memberis retrieved from 64-bit storage instead of
reading it from ACBLIB

OLC will delete the ACB members in 64-bit

= New Query Pool command and 4515 log record provide usage

statistics
QRY PCOL TYPE(ACBIN64) SHOAALL)

41 IMS 11 © 2009 IBM Corporation

The allocation quantity isin gigabytes.

The QUERY POOL command is a new command for IMS 11. It will be used to display stafistics for
IMS storage pools. This command will be used to display the storage utilization stafistics for the 64-
bit ACB pooal. It will also display statistics for other IMS pools such as the Fastpath buffer pool. The
4515 log record contains the same statistics that are displayed on the QRY POOL command.

© Copyright IBM Corporation 2009
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Database RAS Enha ncem entS Reliability Service ability Avai lability

= Database Reliability, Availability and Serviceability enhancements:

—  GSAMXRS Twith an empty GSAMoutput data set

— If the dataset is empty restart will get a U0102 ABE ND, reason code
‘C4C30001’
— Preventing possible data and productivity losses
— Update to IMS ABEND 0845
— New message DFS1058E will be issued prior to abend with reason code
and problem e xplanation
— Reason code can be used to find the issuing module
— Time to resolve 0845 abends should be shortened

42 IMS 11 © 2009 IBM Corporation

Thisimprovement prevents you from accidentally pointing to an empty GSAM dataset when you
need to do an extended restart (the XRST command). During GSAM XRST processing, a checkis
made to determine if the GSAM output dataset to be repositioned is empty. If the datasetis empty
and the abending job had previously inserted records to the dataset, the restart job will issue an U102
abend with the new reason code ‘C4C30001".

Prior to issuing a U0845 abend, the DFS1058E message will be issued, listing the reason code and a
short explanation of the problem. The reason code will also be returned in Reg 1 of the ‘Registers at
Abend’. The reason codes have been changed and can now be used to identify the abending
module.
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OLR Performance Enhancements Blpsed Time  Perfomance

= Online Reorganization (/OLR) for HALDBs Performance
Enhancem ents:

— OLRVSAMKSDS Sequential Access
— Skip GNP Call for Root-only DB
— Reduce use of the data set busy (ZID) loc k during OLR
— Eliminating the block (BID) lock for ILDS updates
— Reduce Log records generated during OLR
— OLR Locking Lookaside
= These items should reduce CPU and elapsed times as well as log

volumes
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OLR VSAM KSDS Sequential Access: OLR is enhanced to take adv antage of the VSAM sequential access
option when issuing KSDS GET requests to retriev e sequerntially from the input data set(s). This resulks in
reduction in CPU and elapsed time.

Skip GNP Call for Root-only DB: For a root-only database, there is no reason to issue the GNP call since
there is no dependent segment to be read. Skipping the GNP call saves CPU and elapsed time.

Reduceuseofthe dataset busy (ZID)lock during OLR: For a PHIDAM pattition undergoing reorganization
by OLR the updates for the primary index (KSDS) can be savedfor insertion at the end of the unit of
reorganization (UOR). By saving all the KSDS updates until the end of the UOR, the usage of the ZID lock for
the primary index can be UOR changed. The change will be to obtain the ZID once before starting to insert all
the saved primary index updates, and then released once. When the UOR cov ers many roots, many ZID lock
requests will be eliminated which will result in a reduction of CPU usage and elapsed time.

Eliminating the block (BID) lock for ILDS updates: For a HALDB partition with logical relationships the
updates for the indirect list dataset (ILDS) by OLR do not need to obtain the block (BID) lock. The BID lock is
used for serialization of the updates to a block across IMS data sharers. Howev er the design of HALDB doesn't
allow the ILDS to be updated by more than one IMS at a time. Theref ore the BID lock does not need to be
obtained. Howev er the ZID lock needs to be obtained in order to natify other IMS data sharers in the case of
CI/CA splits. To reduce the use of the ZID lock during OLR, the updatesforthe ILDS can be saved for insertion
at the end of the UOR. The ZID lock will be obtained once before starting to insert all the saved ILDS updates,
and then released once. When the UOR cov ers many to the ILDS, many ZID lock request will be eliminated
which will result in a reduction of CPU usage and elapsed time.

Log reduction: For a HALDB pattition undergoing OLR, the database update log records (ty pe '50%) will be
consolidated when possible into full block updates. By combining all the updates for a full block into a single
ty pe '50'x log record, many of the small type '50'x log records will be eliminated. This will result in a reduction
in the logv olume generated by OLR.

Lock reduction: Whenever alock request is made by the OLR owning region, a lookaside operation is
performed. The lookaside function will determine ff this is a new, or already owned, lock. If this is a new lock,
normal processing to call IRLM to get the lock is performed. If this is alock that is already owned, the lock
manager returns to the caller. The savings in path length by optimizing the lock manager out of the callflow
results in reduction in CPU and elapsed time.
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Fast Path 64-bit Buffer Manager availabiity  Usabilty

= Enhanced Fast Path 64-bit buffer manager autonomically allocates and
manages the FP buffer pools for
— DEDBs, MSDBs and System Servic es
— Eliminates the need to define buffer pools during system definition

= New 64-bit option for IMS Fast Path DEDB users
—  Exploits 64-bit storage for DE DB buffers
— Other buffers continue to be managed in ECSA

— The number and size of the subpools is based upon the number of DEDB areas with each
unique Cl size

— Buffer pool is broken into one or more subpools
— Each subpoal is a diff erent buffer size
— Sizes are determined aut omatically

= Improves availability by
—  Providing ECSA relief
— Noneedtorecycle IMS to alter FP buff er pool attributes
— Reduces U1011 abends due to ECSA fragmentation

44 IMS 11 © 2009 IBM Corporation

The Fast Path 64-bit buffer manager autonomically controls the number and size of Fast Path buffer
pools, induding buffer pools for data entry databases (DEDB s), main storage databases (MSDBS),
and system services, which eliminates the need for usersto manually set buffer pool specifications
during system definition. The Fast Path 64-bit buffer manageralso places the DEDB buffer pools
above the bar in 64-bit storage, which reduces the usage of ECSA storage. Fast Path buffer pools for
MSDB databases, buffers for inserting sequential dependent (SDEP) segments, buffers for system
services, and buffer headers continue to be managed in ECSA storage. The existing mechanism for
managing Fast Path buffer pools, which places all Fast Path buffer pools in 32-bit ECSA storage
below the bar, requires the numberand size of buffer pools to be set during system definition by
using the DBBF, DBFX, and BSIZ execution parameters. After IMS is started, the numberand size of
the Fast Path buffer pools cannot be changed without stopping and restarting IMS.

If a database is added to the online IMS system and none of the active buffer subpools can
accommodate the Cl size of the database, the Fast Path 64-bit buffer manager allocates a new buffer
subpool of the appropriate size.
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Fast Path 64-bit Buffer Manager ... Avalabity  Usabiy

= Fast Path 64-bit Buffer Manager is optional and can be turned
on/off across a Cold Start
— The parameter
— Is defined in the member
— Is located in the (new) section
— Statistics can be displayed using new t yp e-2 command:
— QUERY POOL TYPE(FPBP64) SHOW(ALL)

45 IMS 11 © 2009 IBM Corporation

The Fast Path 64-bit buffer manageris enabled by the parameter, FPBP64, in the
<SECTION_FASTPATH> of the DFSDFxxx PROCLIB member.

When the Fast Path 64-bit buffer manager is enabled:

*Database administrators can improve the performance of their DEDB databases by changing the CI
size of databases, without having to adjust the buffer sizes to match. If no buffer subpools are active
that can accommodate a new or changed Cl size, the Fast Path 64-bit buffer manager automatically
allocates a buffer subpool with the correct Cl size.

*Users can display statistics for Fast Path buffers by issuing the new IMS type-2 command QUERY
POOL TYPE(FPBP64) SHOW(ALL).

*Multiple application programs can access the overflow buffers (specified with the OBA parameter) in
parallel.

The values specified on the overflow buffer allocation (OBA) parameter and on the nomal buffer
allocation (NBA) parameters affect the Fast Path 64-bit buffer manager. Combined together, they
determine the maximum number of buffers that the Fast Path 64-bit buffer manager can allocate to a
dependent region.

Users can display statistics for Fast Path buffers by issuing the new IMS type-2 command QUERY
POOL TYPE(FPBP64) SHOW(ALL).
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Fast Path Usability and Serviceability  seviceaity ~ usaviy

= Allow the user to Open DEDB Areas with type-2 commands
- UPD DB NAME (DEDB001) START(ACCESS)
— Opens all areas for DEDB001
- UPD NA ME (A REA0102) S TART(ACCESS)

— Opens area AREA0102
— Opens DEDB areas even if the area is not registered to DBRC as
PREOPEN

= Improv e problem determination of abend U1026 when the abend is
triggered by use of PROCOPT=G Ox
— New subcode ‘5A’ added to U1026
= Improv e problem determination of CICS U0035 abend, by making
the area name easily accessible in the x’6705’ log record
= Remove unneeded MSDB related messages (DFS25551, DFS2716l)
when MSDBs are not defined in the system
= Reduce overhead due to GETMAIN/FREEMAIN calls of FP segment
workareas when an MPP is rescheduled
— Workarea storage is retained across a reschedule

46 IMS 11 © 2009 IBM Corporation

The IMS Fast Path usability and serviceabilty enhancements provide IMS customers with additional ways to
open DEDB areas by using UPDATE DB and UPDATE AREA ty pe-2 commands. Currently /STA area does not
open DEDB area logically. With this enhancement, UPD AREA and UPD DB commands can open area logically
and savetime at first access of applications. By using the UPDATE commands, Fast Path customers can open
DEDB areas even ff the areais not registered to DBRC as PREOPEN. The DEDB area open process still
requires DBRC authorization. The following commands are affected by this enhancement:

*The OPTION(OPEN) keyword on the UPDATE DB command is enhanced to work with Fast Path DEDB areas.
Previously, this key word worked only withfullfunction databases.

*A new key word, OPTION(OPEN), is added to the sy ntax and parameter descriptions of the UPDATE AREA
command.

Sev eral enhancements are related to troubleshooting and enable both IMS customers and IMS Serwice to more
efficiently resolve problems that are related to Fast Path.

Problem detemination time is reduced by adding a new subcode ‘5A’ to ABEND1026 when it’s issued due to
PROCOPT=GOX.

Add area nameto CICS abendu0035 for problem determination - In analy zing a CICS U0035 which was

due to a DEDB area being closed outfrom under a CICS thread, it was more difficult than needed to find the
Area Name. InIMS 11 the area name is added to the xX6705' log record.

Remove MSDB related messages when no MSDBs - Remove these MSDB related messages. When RG
suffix does nat have MSDB suffix or there is no MSDB defined in MSDBINIT, these messages are issued.
DFS25551 NO SUFFIX FOR MSDB MEMBER DEFINED PC

DFS25911 NO MSDB HEADERS FOUND, IMAGE COPY LOAD IGNORED PC
DFS27161 NO MSDBS FOUND - NO MSDB CHECKPOINT TAKEN PC

Reduce GETMAIN/FREEMAIN calls during MPP reschedule process - During each schedule of a dependent
region, storage is obtained for a DBFSEG workarea. For IFPs and BMPs, this is acceptable. But for MPPs,
which can continue to reschedule while the region is up, this causes performance hits due to the
FREEMAIN/GETMAIN overhead. This enhancement changes the processing so the DBFSEG storage is
retained across a reschedule. The storage is released if the dependent region terminates, or the existing
DBFSEG storage is not large enoughfor the new DBFSEG blocks.
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IMS Connect Enhancements Senicestiky  Usabiily

= IMS Connect has several enhancements addressing usability and
serviceability:
— DATASTORE level super member

— Message HWSP1410W Enhancement

— Single SSL Port Restriction

— User Defined Message without soc ket disconnection
— Improve reliability of Recorder Trace

— TCP/IP Keep Alive specified for port

— Port Input / Output Edit E xit to modify input & ou tput messages

48 IMS 11 © 2009 IBM Corporation

IMS Connect Enhancements — several enhancements for user requirements, usabilityand serviceability.

DATASTORE level super memb er — The current IMS Connect support for the OTMA super member featur e allows
customers tos pecif% only one super member name for eachinstance of IMS Connect. All datastore connections fromIMS
Connect must use the same super member name. Customers would like IMS Connect to support multiple super member
names, so that, within a single instance of IMS Connect, different groups of client application programs can use different
super members. With this enhancement, the super member name can be specified atthe connection level so that customers
can group client applications by the super member name that theyshare.

Message HW SP1410W Enhancement - IMS Connect reports errors when freei ng storage with message HWSP1410W.
This message reports the error return code, type of storage and the modul e that encountered the error. To further aid
problem determination, the address of the storage is added to this message.

Single SSL Port Restriction - IMS Connect does not support multiple SSL ports inan IMS Connectinstance. Through this
enhancement, IMS Connect will restrict users from specifying more than one SSL portinthe IMS Connect configuration
member to prevent user errors that will result in potential failure in the Language Environment.

User Defin ed Messag e without socket disconnection — This allows customers to modifythe user message exttosend a
user defined message backtothe client application as a replyto the input message with the request to keep the socket
connected.

Recorder Trace:

sImproved IMS C onnect product reliability byreducing system outages caused by an ABENDSOC 4 in the Recorder Trace
process.

*Eliminate R ecorder Trace dataset full conditions and the resulting loss of diagnostic data.

«Improve the reliability of diagnostic information to shorten or streamline the problem determination process.

Allow the user more flexibilityand control over the amount of diagnostic data recorded.

TtgPlilPall(eep Alive - AllowIMS Connect customers to setthe TCP/IP KeepAlive val ue at the Port level to override the default
stack value.

Port Input/Output Edit Exit - Provide IMS Connect customers with the abilityto modifyinput messages received from
TCP/IP before IMS Connect processes them and output messages after IMS C onnect has completed processing before they
are passedto TCP/IP.
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IMS Connect Enhancements... Senviceabilty  Usabiity

= IMS Connect has several enhancements addressing usability and
serviceability...

User message exits
HWSIMSO 0 and
HWSIMSO 1 are

removed in IMS 11

Display command enhancements

— OTMA CMO (Commit-Then-Se nd) ACK timeo ut support

— IMS T MResource Adapter Generated Clientid

— MAXS OC waming messages before limit is reached

— Cancel Client ID to cancel and re-establish a socket connection

— TCP/IP Auto Reconnect when network failed and restarted

49 IMS 11 © 2009 IBM Corporation

IMS Connect Enhancemernts — sev eral enhancements for user requirements, usability and serviceability...

Display Command Enhancements — Provide a “summary "v ersion of the IEWHWS & QUERY MEMBER
commands that will only report the summary information for PORTs without the patentially large amourts of
individual socket displays. The addition of the Datastore last accessed to the client infomation displayed will
allow customers to detemine to which IMS that request was sert.

OTMA CMO ACK Timeout Support - Enable IMS Connect customers to specify the name of the Queue to be
used by OTMA for rerouting any CMO messages that timeout, while waitingfor the ACK rather than using the
OTMA default queue name.

IMS TM Resource Adapter Generated Clientid - Eliminate the requirement that customers use different IMS
Connect PORTsfor instances of distributed WAS when using ITMRA (IC4J) Shareable Persistent sockets.
Generate the HWSxxxxx clientid if none is provided. To be exploited by corresponding IMS TM Resource
Adapter change.

MAXSOC Warning - Provide IMS Connect customers with warning messages before the max socket limit is
reached. Provide the ability to specify the warning lev el to start issuing the warning messages.

Cancel Client ID - Provide IMS Connect customers with the ability to cancel an existing socket connection and
establish a new socket connection with the same Client Id.

TCP/IP Auto Reconnect - Eliminate operator intervention to re-establish the connection to the TCP/IP network
where the network has failed and restarted during an instance of the IMS Connect.

Removal of Obsolete User Message Exits - Eliminate the non-source (OCQO) User Message Exits
(HWSIMSO0 & HWSIMSO1) that hav e been functionally stabilized and are not modifiable by customers. Exits

are replaced by HWSSMPLO/1
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User Exit Interface Enhancements Availabity  Usabiity

= Enhancements for selected IMS Control Region user exits
- of a can be defined

— User exit modules can be while IMS is active Tobe made available

through the Service
process after GA

— New User E xit types (which can be refreshed)
— EINIT : Early Initialization
— ICQSEVNT: IMS CQS Event
— ICQSSTEV: IMS CQS Structure Event

— Introduces two new Type-2 com mands
— QUERY USEREXIT
— REFRESH USEREXIT
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The User exit enhancements line item introduces the following new functionsin IMS Version 11 and
applies to the new exit routines introduced in IMS 11 (Eary Initialization, CQS Eventand CQS
Structure Event) and the Restart exit which wasintroduced in IMS 10:

*A way to refresh exit routines online by using the new REFRESH USEREXIT command. Use the
type-2 REFRESH USEREXIT command to bring new or modified exit routines online (@and delete the
old exit routines) without requiring that IMS be stopped and restarted. After the new or modified exit
routines are online, any subsequent calls to those exit types will resultin the execution of the new or
modified exit routines. Only exit types that are specified on the TYPE parameterin the USER_EXITS
section of the DFSDFxxx member of the IMS PROCLIB data set are eligible for refreshing. As part of
processing the REFRESH USEREXIT command, IMS loads the new or modified exit outines and
brings them online before deleting the old exit routines. If there is a failure in processing the
command, the old exit routines remain online and are not deleted.

A way to query information about certain exit routines by using the new QUERY USEREXIT
command. Use the type-2 QUERY USEREXIT command to display information about the exit
routines that are defined in the USER_EXITS section of the DFSDFxxx member of the IMS PROCLIB
data set.
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Serviceability Enhancements Senviceabilty

. is enhanced to:

— Re-create the final portion of an IMS log from information in the dump

— Function will be invoked via Dump Formatter menu

— Log records will be extracted from dump and written to an output
dataset

= Eliminates the need to request the SLDS for diagnostic
purposes reducing problem resolution time

. Dynamically
— No longer need to install DFSAFMDO in Z OS module IEAVADFM during |MS
installation

—  New DF SAFM X0 exit will be used
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IMS Interactive Dump Formatter is enhanced in IMS Version 11 to re-create the final part of an IMS
log from the information that is available in an IMS dump, thus eliminating the need to request the
final system log data set (SLDS) for diagnostic purposes. When an IMS customeris working with an
IBM Software Support representative, frequently the customer creates a memory dump and the
service representative needs IMS log data. To get this log data, the customer requests the final
SLDS, compresses (terse s) it, and transfers the file to IBM by using FTP. The Senice person
decompresse s (unterses) the data set and then analyzesit. The enhancements builtinto the IMS
Interactive Dump Fomatterin IMS Version 11 can build a log data set from the log records that
reside in the dump’s log buffers, thus avoiding the requests for the SLDS and the extra work
associated with these requests.
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Syntax Checker & IVP Enhancements  wvageabiny  savity

= Syntax Checker ISPF application supports the following PROCLIB
members which are new to IMS 11:

- - ODB M Initialization member Reminder:

‘]‘The Variable Export utility

(¢ makes it easier to import
the

IVP variables from a prior

release of IMS

= The Installation Verification Program (IVP) is enhanced to:
— Supportthe Op en D atab as e enhancements

- — ODB M Configuration me mber

— — DBRC Initialization member

— A new step will bring up the ODB M address space

= Improves the of IMS release to release migration
and the installation process
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The Syntax Checker ISPF application assists with IMS release-to-release migrations by providing the
ability to convert supported IMS.PROCLIB members from one release to the other.

The IVP is enhanced to support the Open Database enhancements. In a new step, the ODBM
address space will be brought up.

In IMS Version 10 and later, the Vaiiable Export utility can be directly accessed as an option from the

IVP Phase Selection panel, which makes it easier to import the IVP variables from a prior release of
IMS.

© Copyright IBM Corporation 2009
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Improv ed

LSQA Storage Reduction Avallabiiy

= The IMSinternal storage managing service is
enhanced to:
— Use 64-bit storage instead of 24-hit private LSQA for
tracking certain types of storag e allocations
— For selected storage allocations, IMS no longer

builds z/OS Contents Directory Entries (CDES)
control blocks

— Thisshouldimprowe availability byreducing End of
Memory (EOM) type system abends thatrequire an IPL to
resolve

('} Be aware of this change if
)you currently scan CDE’s
< to find a particular piece of
storage — in future
new storage areas
are likely to use STE
tracking

53 IMS 11 © 2009 IBM Corporation

The IMS internal storage managing service, IMODULE, is updated to use 64-bit storage, instead of 24-bit
priv ate storage, for certain IMS functions. This enhancement should reduce the occurrences of end-of-memory
(EOM) ty pe IMS abends that require an IPL of the Z/OS system to resolve.

IMS provides an internal IMS sewice called IMODULE, which IMS modules use to allocate and release
storage, and load and delete modules. Today, IMODULE keeps track of both storage areas and modules by
building a control block structure that is defined ksy z/OS — CDEs and related blocks. These z/OS blocks must
architecturally reside in 24-bit private storage (LSQA storage). 24-bit private storage is a limited resource
(limited to a maximum of sixteen megabytes, but more practically in the range of eight to ten megabytes). With
the Iar?e size of today’s address spaces, it is possible to allocate more storage areas in 31-bit storage than i is
possible to track using 24-bit CDE structures. When this happens inthe IMS CTL or DLI address spaces, it is
often the case that Z/OS itself cannat get enough storage to perform recovery/temination manager (RTM)
processingfor the address space. This leads to "end-o_f-memog" SEOM) type abends, where IMS is unable to
cleanup its allocated common storage. This often requires a zZ/OS IPL to clear up the “orphaned” common
storage so that IMS can be restarted on that z/OS.

This line item creates a new internal IMS service and control block structure for tracking storage. The use of
this newtracking service for any given storage request is controlled by coding a new optional parameter on the
IMODULE macro. The storage tracking elements (STEs) are built in 64-bit storage for the CTL region and DU
region (no LSQA storage is used). Other region ty pes continue to use the CDE tracking technique.

The IMODULE GETMAIN storage requests for an internal type of IMS block called a “BCB IPAGE” are changed
to use the new parameter to request tracking by IMS STEs, rather than by zOS CDEs. BCB IPAGE storage is
heavily used for many IMS internal processes and control block structures. Often, run-away conditions lead to
the allocation of many IPAGEs of storage, and can lead to the out-of storage and end-of-memory condiions.
Thus, moving this one ty pe of IMS storage to be tracked by STEs should address many of the common
scenarios that end up leading to EOM and z/OS IPL situations. Howev er, note that the design of the new
IMODULE sewice is such that other IMS storage areas could easily be changed in thefuture to be tracked with
STEs, should the need arise.

For this line item, only DFSBCB IPAGE storage will be changed to be tracked with STEs; howev er, f uture use of
STE tracking — particularly with new storage areas — will certainly occur.
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KBLA Enhancements Manageahilty  Usabilty

= Knowledge Based Log Analysis (KBL A) has the following small
usability enhancements:

—  The ability to to view data hidden due to exceeding 24 lines on a
panel, or in ‘split screen’ mode is provided

—  The ‘Define KBLA Environment’ paneland JCL is modified to allow the user to
which

— Should avoid abends during log processing
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When you upgrade the KBLA utiliies to support IMS Version 11, the following functions are added:
*Data entry panel scrolling
Multi-volume KBLA output data set allocation
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IDIAGNOSE Command Enhancements  seviceasity  Availabily

= The following keywords and options are added to the /DIAGNOSE
command:
— /DIAGNOSE SNAP BLO CK(CSCD)
— Captures storage information for the APPC/OTMA SMQ S CD E xtension
control block
-~ /DIAGNOSE SNAP MODULE(modname)
— Identifies the entry point address and captures prolog information for the
specified IMS module
— /DIAGNOSE SNAP STRUCT URE(st ructu ren ame)

— Captures storage information for the DFSSQS control block storage for the
specified shared queues structure

= The output to the OLDS or trace data sets avoids the overhead of
capturing and transmitting a memory dump
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The /DIAGNOSE command takes a snap shot of IMS system resources at any time without impacting
availability. The output produced can be quicky transmitted to IBM Software Supporn, thus avoiding
the overead of capturing and transferring a memory dump. The following keywords and options are
new to the /DIAGNOSE command:

*BLOCK(CSCD) Captures storage information for the APPC/OTMA SMQ SCD Extension control
block.

*MODULE(modname) Identifies the entry point address and captures prolog information for the
specified IMS module. The prolog information contains the current maintenance level for a module
and can help you to detemine if any maintenance is missing.

*STRUCTURE(structurename) Captures storage information for the DFSSQS control block storage
for the spedified shared queues structure.
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There are also a number of specific IMS TM enhancements.

© Copyright IBM Corporation 2009
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Type-2 Query TM Commands PR I

. Thetype 2 QUERY commands are extended for TM Resources:
QUERY LTERM - used to query logical terminal (LTE RM) infor mation
—  QUERY NODE - used to query VT AM node or terminal infor mation
— QUERY USER - usedtoquery ETO user or ISC subpool infor mation
—  QUERY USERID - used to query user ID infor mation

— Output of several type-1 commands is consolidated into a single type-2
command

File Action Manage resources SPOC View Options Help

| MS11 I MS Single Point of Control
Command ===> QRY NODE NAME(NODE21) SHOMN GLOBAL, CONV, LTERV, STATUS)
Plex . . Route . . —_— Wi t . -

Response for: QRY NODE NAME( NODE21) SHOW G.OBAL, CONV, LTERM STATUS

Node Mbor Name CC bl Lterm Convl D nvTran ConvStat Status
NODE21 | MS1 CONVACT, STATI C, RM RMACTI VE, RMOWNED
NODE2 1 | MS1 LTERM21A

NODE21 | MS1
NODE21 I MS1
NODE21 | MS1
NODE21 I MS1

1 TRAN1A CONVHELD
2 TRAN1A CONVHELD

Gl
Y
Y
Y LTERM1B
Y
Y
Y 3 TRAN1A CONVACTV

O O oo oo
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This enhancement provides type-2 command supportfor data communications resources. It provides QUERY
command support for NODE, LTERM, USER and USERID. This enhancement improves ease of use because
the QUERY commands are enhanced commands which allow wildcards andfitters that provide options not
av ailable to type-1 commands. The new TM type-2 QUERY commands are an aternative, not a replacemert,
for existing type-1 commands. The new commands enable you to manage your IMSplex environment more
efficiently.

The new TM ty pe-2 QUERY commands and their usage are:

QUERY LTERM - used to quety logical teminal (LTERM) information

QUERY NODE - used to query VTAM node or teminal information

QUERY USER - used to query ETO user or ISC subpool information

QUERY USERID - used to query user ID information

The diagnostic information that can be generated by using a single TM type-2 command is comparable to the
diagnostic information that can be generated by consolidating the output of sev eral existing type-1 commands.
In general, equivalent ty pe-1 and ty pe-2 commands operate in the same manner. Issuing type-2 commands
requires a Common Selrvice Lay er with a minimum of an OM and SCI.

Query Node example:

There are two IMS systems in the IMSplex: IMS1 and IMS2.

The Resource Manager (RM) is maintaining status in the resource structure (STM=Y ES), and Shared queues
are enabled.

IMS1 is the command master, and because SHOW(GLOBAL) was specified, IMS1 is the only system that
processes the command.

Any other IMS ignores the command (RC=4, RSN=x1000). NODE21 exists in the resource structure. IMS1
display s a global line which shows that the node is active in the IMSplex RM, RMACTIVE, and RMOWNED
status), and has a conversation active. There are two kterms assigned to the node, and are displayed on
separate output lines. There are three conv ersations associated with the node, and are display ed on separate
output lines.

IMS1 displays an additional global linefor each assigned LTERM, so 2 lines are displayed for the 2 Ilterms
LTERM21A and LTERM21B.

IMS1 displays an additional global linefor each active conversation for the node. 3 lines are displayed,
because the node has 2 held conversations and 1 active conversation.
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OTMA Enhancements Manageahilty  Usabilty

= OTMA Resiliency Support

— Provides an interface for OTMA resource monitoring for early flood detection and
failure notification

— Allows communication of OT MA status to | MS Connect to assist with routing
decisions

— Heart beat message used to communicate resource status

— Available; Degraded; Unav ailable
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OTMA Resiliency Support - When an OTMA becomes unable to effectively process the work submitted by an
OTMA client (that is, sick, but not dead), the client application is usually unaware of the situation and continues
sending work to the IMS. This situation could lead to flooded transactions and can resutt in an IMS outage that
disrupts all client applications.

OTMA Resiliency Support provides a client-server protocol that allows OTMA to detect the sick-but-not-dead
situations related to OTMA processing, identify the resources invol ed, take server actions if needed, and send
out agrotocol message to the client. This protocol message would then be processed by an OTMA client, such
as IMS Connect or M%Serles, where the transaction can be redirected to ancther IMS. [f there is no other
tsuitable Ill\/l§ to reroute the transaction to, the OTMA client could mark the IMS system “temporary unav ailable,
1y again later”.

IMS Connect utilizes this OTMA function by processing these protocol messages, updating its data store entry,
and recording new data store ev ents f or warning and sev ere status so that IMS Connect vendor applications
and user exits can access the information and redirect the transaction requests to a different IMS If needed.

Example 1: IMS Connect submits a lot of transactions to OTMA. Howev er, OTMA in IMS has experienced a
slow-down issue andfailed to process the transaction in a timely manner. Once OTMA detects that the
messageflood lev elfor the IMS Connect reaches 80% of the threshold, the OTMA resource monitor will send
an action message to infom IMS Connect. In addition, OTMA periodically sends out a “heart beat” message

with the resource info. to IMS Connect. In this case, the “heart beat” message will indicate a warning condtion
with the flood status if theflood condition still exists for the IMS Connect.

Example 2: Both IMS Connect and MQSeries submit transactions to IMS. If the total number of un-completed
send-then-commit (CM1) transactions reaches the warning level, OTMA resource monitor will send out an
action message to inform them. Also, a heart-beat message which includes any flood control status will be sent
out later.

Example 3: Due to the potential I/O hung or IMS TCB hung conditions, OTMA transactions may not be able to
be enqueued and the OTMA transaction message block (Y TIB) may not even be created. Howev er, an OTMA
client such as IMS Connect may not know this condition and continues to submit transactions to IMS OTMA via
the XCF interface. OTMA has been enhanced to detect the number of unprocessed OTMA XCF messages and
send out an action message if a high number of XCF messages exist in OTMA.
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OTMA Enhancem entS . Man ag eability Availability
= Commit Mode 0 (Commit-Then-Send) Timeout

— Allows timeout for a client application that issues:
— Commit-then-send (C MO) request
— Receives the output
— Does not respond to IMS with an ACK

- causes the
— No further output can be delivered on that TPIPE

= |MS now detects this hang condition and causes a timeout
— CMO output on the hung TPIPE is moved to atimeout message

queue
— TPIPE can be used for other message traffic
— Timeout value of is enabled when

IMS is started
— Can be changed by:
— /ISTART TMEMBER TIMEOUT
— DFSYDTx OTMA Descriptor
— Specifying on client bid request
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If an ACK or NAK (positive or negative acknowledgement) is not received, commit mode O TPIPEs could hang
and become unusable. Laots of output messages could then be queued to the TPIPE. The time-out function is
needed for CMO TPIPEs so that the TPIPE can be usable. This is similar to the existing CM1 Timeout function.

If aclient application receives commit-then-send (IC_:MO?Eoutput via an OTMA transaction pipe (TPIPE) and fails
to respond with an acknowledgement (ACK), the TPIPE in IMS will hang and the subsequent output on the
TPIPE cannot be delivered. The IMS 11 OTMA CMO ACK timeout enhancement will detect this hang condition
and take the time-out action so that the CMO output on the hung TPIPE can be moved to a time-out message
queue and the rest of the output on the TPIPE can cortinue to flow.
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Type-2 OTMA Commands Manageablky  Usabify

= Type-2 QUERY command for OTMA tran saction instance
information:

— QUERY OTMAT | used to monitor OT MA messag e wor Koad

= OTMA Routing Descriptors

— Introduced in IMS 10 and e xte malize the routing definitions and specifications for
callout messages without using IMS user exits — re quired a restart for changes

— CREATE OTMADESC -used to create a new OT MA message ro uting descriptor
— UPDATE OTMADESC -used to modify an existing destination routing descriptor
— DELETE OTMADESC -remove an existing destination routing descriptor

— QUERY OTMADESC - used to display the characteristics of a specific destination
routing descriptor

D SOAPGW  TYPE=| MSQON TMEMBER=HSW2 TPI PE=HAS2SAP
D SOAPGW  ADAPTER=XMLADPTR CONVERTR=XMLCNVTR
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The OTMA type-2 QUERY OTMATI command for monitoring workioad enables you to view a
summary of the number of messagesin the OTMA send-then-commit (CM1) message queue. You
can retrieve thisinformation by issuing the command QUERY OTMATI and indude parameters to
filterthe resultinformation. If the SHOW parameteris used, the individual characteristics of each
transaction instance block are displayed. You can view the length of time that a transaction instance
has been in existence and the correlation ID of the input message. Thisinformation can help you
determine if there are problemsin processing OT MA input messages.

Prior to IMS Version 11, if you wanted to make changes to the destination routing descriptors you
had to wait for a scheduled outage or for IMS to be restarted. The OTMA type-2 commands for
destination routing descriptors allow you to change the descriptors dynamically without interruption to
a running IMS instance. You can dynamically add, update, delete and query destination routing
descriptors while IMS is actively munning by issuing these commands: CREATE OTMADESC,
UPDATE OTMADESC, DELETE OTMADESC, and QUERY OTMADESC. In IMS Version 10, the
definiion of destination routing descriptors in the DFSYDTx PROCLIB member data set had to be
entered in a specific order. In IMS Version 11, you no longer have to be concerned with order. You
can input the entries in any order.

© Copyright IBM Corporation 2009



IMS 11 Overview

IMS Version 11 has the ability to interrogate an expiration time associated with transactions and
discard (not process) the transactions if the ime specified has passed. By discarding transactions
whose expiration ime has passed, processing costs and CPU cycles are not spent for the unwanted
transactions. The expiration time is specified in the TRANSACT macro, type-2 commands, or the
OTMA message prefix. OTMA, IMS Connect, some type-2 commands, and the RDDS Extraction
utility are enhanced to support the transaction expiration function. (The Resource Definition Data Set
(RDDS) Extraction utility is enhanced to recognize the new transaction expiration attribute so that

I IMS !!!E

Improv ed Improv ed

Transaction Expiration Enhancements  wvageabiy  savity

= Allows you toset transaction expiration values (in seconds)
— IMS canavoid processing transactions where the respo nseis no lo nger neede d

] can be specified
—  Inthe message prefix (for OT MA messages)

IMS Connect is

— By usingthe following type-2 commands enhanced
CREATE TRAN to take advantage of
— CREATE TRAND ESC Trans action
~  UPDATE TRAN Expir ation

— UPDATE TRAND ESC
By specifying EXPRTIME on the TRAN SACT macro

- By including an expiration time for the ransactionitcreates in the Destination Creation exit (DFSIN SX0)

= If an expiration valueis setitis checked:
— By IMSwhenan applicationissues its firstGU call
- For OTMA, when the message is received fom XCF and again before the message is enqueuedto IMS
— If the time specified in the expiration value has passed, IMS discards th e tran saction

— Abend 0243 will be issued at application Get Unique (GU) time if the trans action
has expired

61 IMS 11 © 2009 IBM Corporation

transactions with the attribute specified can be imported from or exported to the RDDS.)

© Copyright IBM Corporation 2009
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Shared Queues
Affinity Routing Enhancement

LEM

Improv ed Improv ed
Man ag ea bility Availability

= EXtDFSMSCEO is enhanced as follows:
—~  Toallowrouting of Synchronous APPC/OTMA Shared Message Que ue transactions to a
back end | MS when:

— Resource Recovery Service (RRS) or
— APPC/OTMA Shared Q ueues support (AOS=y) are not active

— The IMSID affinity field in DFSMS CEP user parameter list is increased from 4 to 8 bytes
— To support the XRF RSE NAME

— DFSMSCEB and DFSMS CEP control block sizes are increased to provide more room for service and
future enhancements

= QUERY TRAN command has a new status display value (STATUS=LCLAFFIN) if
the transaction is registered for affinity

{ DFSMSCEOsample
exit

has exam ples of

back end affinity

routing
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The capability and usability of the TM and MSC Message Routine and Control User exit routine
(DFSMSCEDOQ)is enhanced for IMS Version 11. The affinity support in DFSMSCEOQ is enhanced in the
following ways:

*The DFSMSCEOQ user exit can route APPC/OTMA synchronous messagesto a backend IMS when
the Resource Recovery Service (RRS) or the APPC/OTMA Shared Queues support (AOS) are not
active. Thisresolves the APPC/OTMA affinity restriction for some customers.

*The IMSID affinity field in DFSMSCEP user parameterlist isincreased from four to eight bytes to
support XRF.

*A new status display value is added to the QUERY TRAN command that displays if the transaction
isregistered for affinity (STATUS=LCLAFFIN). This makes affinity routing easier to manage.

*The DFSMSCEB and DFSMSCEP control block sizes are increased to provide more room for
service and future enhancements to the DFSMSCEDO user exit.

© Copyright IBM Corporation 2009
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Enhancements

Training

There are also enhancements for DBRC usage
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BPE-Based DBRC Enhancement smpiies  improved  improved

Administr ation Usability Availability

= Anonline DBRC address space canoptionally run using the
Base Primitive Environment (BPE) enabling
— Multiple exits of the same fype and the ability to cefres h e xit routines
— DBRC exits can be refreshed withoutiaking IMS down
— Improved DBRC trace support
— Improved configuration using PROCLIB mem bers
— BPE configuration member
— Tracing definitions
— User exit definition member
— DBRC Security Exit - SECURITY, RECON I/ O Exit -
RECONIO and ne w Statistics Exit - STATS
— DBRC initialization member, DSPBIxxx
— IMSPLEX=1MSplexname
— DBRCGRP= DBRC Group ID

— VSAMBU FF= max. number of buffers assigned to the
VSAMLSR pool (instead of having to zap DSPBU FFS!*)

N *Note: Y ouw ould still need DSPBUFFS fory our non-onlineandnon-BPE DBRC add ress sp aces

© 2009 IBM Corporation

In order to take adv antage of several of the services the Base Primitive Environment provides, we are adding an
option to start DBRC on a BPE environment. Wih BPE, we can provide improv ed user exit management and
trace support. This support is totally optional. Y ou either stat DBRC withy our current procedures, ory ou can
use a new startup JCL member that uses BPE. This allowsyouto converty our JCL over time.

Unlike the current DBRC start-up JCL, the new startup JCL and procedures will have a PROCLIB DD statement
which allows online DBRC to have proclib members to support certain functional capabilities. For example, a
BPE configuration member can specify trace options as well as user exit members. The user exit member
defines which user exits should be used by this DBRC. BPE provides a much better user exit interf ace than
currently provided through DBRC. For one thing,you have the abilitY to update user exits without shutting
IMS/DBRC down. Also,you can have more than one exit routine called.

SECURITY type exit replaces DSPDCAXO0. The parameter list is mapped by DSPDCABK.
RECONIO ty pe exit replaces DSPCEXTO. The parameter list is mapped by DSPRIOX
STATS ty pe exit is new. The parameter lists are mapped by DSPBSTX, DSPBST1 and DSPBST2.

The STATS exit includes a lot of information on specific %f\)ﬂes of work done by DBRC, such as the number of
individual DBRC requests that are issued, number of VSAM requests made by DBRC and average time it takes

to process a DBRC request.

We now allowyou to define a DBRC Security Exit and RECON 1/O Exit through the BPE EXITDEF proclib
members. If specified, they would be used instead of the current DSPDCAX0O and DSPCEXTO. The new exits
would hav e a slightly different interface as the current exits. Basically, we plan on using an interface that is
similar to other CSL user exits, and put the current parameters passed to the exits at the end of the new
parameters in the same order. We plan on providing a new Statistics Exit that will provide such things as

av erage request times, av erage wait times (for reserv e, and other things). We also plan on taking advantage of
BPE tracing sewvices. For example, BPE external trace could be used for the online region instead of GTF

tracing.

A DBRC initialization member can be used to .EPecify thin(};s like the DBRCGRP and IMSPLEX name. We are
also adding the ability to specify VSAM LSR buifer usagefor the online DBRC instead of requiring you to zap
DSPBUFFS. Note: you would still need DSPBUFFSfory our non-online DBRC image and non-BPE.
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Simp lified Improv ed

RECON Securlty Overrlde Administr ation Usability

= For non-production copies of the RECON

— You can optionally ove rride the inherited security level
— Allowing access for testing or diagnostic purposes

— New optional sub param eter add ed to the CMDAUTH ke yword on INIT.RECON
and CHAN GE.RE CON commands

CMDA UTH(SA FIEXITB OTH|NQNE, safhlqg{,rc nqual})

— Where: rcnqual must be a substring of the COPY1 RECON DSN

4 The RECON Header &

DBRC APl RECON
Status Block
are increas ed

Q support this optio
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Non-production copies of the RECON data setinherit the security level of the production RECON
from which they were copied. This security characteristic poses a problem when someone who does
not have the original authority level needs to accessthe RECON data set, such as for testing or
debugging purposes. To solve this access problem:

*The CMDAUTH keyword on the INIT.RECON and CHANGE.RECON commandsis enhanced in
IMS Version 11 with the option to override DBRC security for non-production copies of the RECON
data set.

«The RECON header record (DSPRCNRC) is enhanced with the new RCNQUAL field,
RCNCMDRNQ, which tells DBRC if the RECON data set is a copy and whether command
authorization should be enforced or not.

*The newapgrc_CmdRNQ field that contains the RCNQUAL value is added to the DBRC API
RECON status block (DSPAPQRC).
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Unconditional Deletion of PRILOG Information . =~
Administr ation Usa bility

= Anew CLEANUP.RECON command

— Todelete ob solete or expired recovery-relat ed information from the RECO N

— Incases where PRILOG record compression was unable to delete inact ive
entries

— Canbeissued from DS PURX0O or through the DBRC Command API
C LEANUPR ECON {RETPRD(time_ interval) | T IME(time_stamp)}
{DBRANGE(firstdb,lastdb)} {DBONLY}
{LASTIC} {LISTDL|NO LISTDL}

A Obviously use this with
caution!
Should not be
necessary
if databases are
image copied regularly

— Parameters onthe command enable you to s pecify:
— Either aretention period or an abs olute time to which rec ov ery-r elat ed
information and log inf ormation is to be delet ed
—~ The databas es that are associated wit h the inactive information

—  Whether to just delete database recovery-related infor mation and not
log infor mation

— That information that pertains to the last av ailable image copy for a
database can be delet ed

— Whether data about the deleted information should be included in the
SYSPRIN Tlisting

66 IMS 11 © 2009 IBM Corporation

You can use a new DBRC command, CLEANUP.RECON, to delete old or expired recovery-related
information from the RECON data set. The RECON data set contains information that is needed to
recover databases. The PRILOG record in the RECON data set can growto be verylarge. PRILOG
record compression, which is the automatic deletion of inactive data set entriesin the PRILOG
record, sometimes cannot take place for various reasons. In these cases, the information must be
deleted manually.

With the appropriate authorization, you can use the CLEANUP.RECON command to remove
obsolete information from the RECON data set. The CLEANUP.RECON command can be issued
from within the Database Recovery Control utility (DSPURXO00) orembedded in a DBRC Command
API request. The parameters on the CLEANUP.RECON command enable you to specify:

«Eithera retention period or an absolute time to which recovery-related information and log
information isto be deleted. Itisrecommended to use small deletion periods when using this cleanup
command. The smaller the deletion periods, the less time the RECON will be held.

*The databases that are associated with the inactive information

Whether to just delete database recovery-related information and not log information

*That information that pertains to the last available image copy fora database can be deleted
*Whether data about the deleted information should be induded in the SYSPRINT listing.
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DBRC Migration and Coexistence Usabily

= Provides CHANGE.RECON UPGRADE command support for IMS
Version 9 and IMS Version 10 RECONs
— ForIMS Version 9 and IMS Version 10 customers upgrading to IMS 11

= Upgrades existing RECONSs to IMS Version 11

= Supports new changes to IMS Version 11 DBRC RECON records

= Allows users to migrate to IMS Version 11 and keep their current
RECON information

= |MS Version 9 and IMS Version 10 subsy stems may coexist with the
IMS Version 11 format RECON
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Migration to IMS Version 11 and coexistence supportis provided for the DBRC RECONs. An IMS
Version 9.1 RECONor an IMS Version 10 RECON may be upgraded to IMS Version 11. RECONs
using Parallel RECON Access may also be upgraded. IMS Version 9.1 and IMS Version 10.1 may
coexist with an IMS Version 11 RECON provided the respective coexistence Small Programming
Enhancements are applied to the lower releases.

The RECON header, Change Accumulation execution record, and database records have been
increased in size.

© Copyright IBM Corporation 2009
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Additional Items

Autharized
Training

Additional items are also being provided for IMS 11 and IMS 10 users

© Copyright IBM Corporation 2009
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Key Message: These are many additional enhancements being provided for IMS 11 and IMS

N | vs LEIE
Additional items for IMS 11 and IMS 10 users

-- Being provided in the senice stream or in separate products

Easing Integration

= DB Web Services and D LIM odel Utility support

= Synchronous Callout for invoking external applications

= Connectivity enhancements for reconnect, reroute, client options and sessions, transaction

expiration and monitoring, and user exit support to simplify connectivity.

Connect M ulti-seg ment support for SOAP Gateway to simplify access

Mashup Center IMS support

Websphere sMash IMS support

WebSphere Transformation Extender (WT X) IMS support

WebSphere Message Broker (WMB) IM S support

WebSphere Business Events (WBE) and WebSpher e Business Monitoring (WBM) IMS support

Easing Operations

= Dynamic Resource Definition (DRD) Export/Import, Maintenance Utilities

= New Single Point of Operations Control (SPOC) print options

= Dynamic command for changing LOCKTME to Synchronize with Changing Business
Conditions, without a System Outage.

= RACF Mixedcase password Startup Parmto enable use of what RACF defines

Easing Growth

= DBRC Change Accum and Command enhancements to Minimize Disruption and Improve
Per formance

= Database Recovery Control (DBRC) DELETE.DB Performance enhancement

= Fast Path (FP) Data Entry Database (D EDB) enhancements to Improve Flexi bility, Usahility,
Availability, and C apacity C onstraints

= Extended Address Volume (EAV) support for VSAM to provide disk storage constraint relief
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10 users.

IMS 10 enhancements are being provided through the IMS 10 service process or as enhancements

to separate related products.

Customers have asked for still more IMS connectivity enhancements that extend accessto IMS TM
while reducing existing complexity and resource requirements. These enhancements can improve

reliability and serviceability and enhance resilience, performance and availability.

Separate related products, like the WebSphere Transformation Extender (WT X), provide support to

invoke IMS transactions while leveraging standards-based transaction support on distributed

platforms of complex data formats and unique industry requirements. This support provides faster
standards compliance and improved data quality with automated data validation using industry and

regulatory standards.
I'll expand on a few of these items.
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IMS Support for DS8000 EAV Volumes

= Allows IMS customers to exploit the EAV available in ZOS 1.10.

— This support allows IMS VSAM datasets toreside onthese large volumes.
— Datasets include DED B databases, full function VSAM databases and
RECON datasets

= Provides relief to customers running out of zZ/OS addressable disk
storage due to the four-digit device number limit (actually 65,280
devices)
= Does not change the existing size limits on IMS databases
- VSAM - 4G
— OSAM - 8G
= Available in IMS 10 & 9 through the service process
~IMS 10- PK72530 (PTF —UK43020)
~IMS 9 - PK72529 (PTF —UK43019)
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IMS support for the DS8000 Extended Address Volumesis provided for VSAM in
conjunction with ZOS 1.10 and allows IMS VSAM Datasets to reside on volumes that
contain more than 65K cylindrs. Datasets indude DEDB databases, Full Function VSAM
databases and RECON datasets. This support provides relief to customers running out of
z/OS addressable disk storage due to the 4-digit device number limit.

© Copyright IBM Corporation 2009
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And Continuing on in the IMS SOA Integration Suite
For Simplified, Low Cost, Open Development/Deployment/Access

Providing Business Flexibility with Easier to Use Interfaces, APIs
» Extends access to IMS applications/data
— Ease access with Connect API for Java and for C
» Enhances IMS application dev elopment/deploy ment
— Expand Java Application Development with IMS API for Java Callout
— Ease Application Development and Data Administration with D LIM odel U tility pl ug-in
Expanded Graphical D ata Functionality
» Enriches functionality in SOAP, XML, and IMS WS* for IMS
— Extended Standards and Tools for SOA with SOAP Gateway WS- Security
— Provide business activities monitoring for competitive business environment with SOAP
Gateway Business Event support for WebSphere Business Events and WebSphere
Business Monitoring tools
— Additional support with WebSphere/R ational tools

Simplifying Installation
— Eases Installation with SMPe and Installation M anag er support
— Simplifies Interface with GUI Eclipse Pluglin
— Streamlines opensource access
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KeyMessage: IBM continues to enhan ce IMS, addressing customer requirements for simplified, low cost, open
development, deployment and access.

IBM is providing IMS solutions that ease i ntegrati on with newtechnolog yfor a service oriented architecture -- focusing on
open, distributed connectivity, expanded application devel opment access support, extended Web Services and connectivity
for SOA

We are also providing solutions that help simplifyinstallation and management.

IBM is adding tothe IMS SOA Integration Suite with independent components that extend IMS access and use industry
standard tools/interfaces to modernize/speed application devel opment/deployment, enrich functionality and ease installation
anduse.

Itis a collection of IMS middleware functions and tools that support your IMS on demand systems and your distributed IMS
application environment. Components are designed to enhance your use of IMS applications and data. These components
deliver innovati ve new capabilities for your IMS environment that enhance connectivity, expand application devel opment,
extend standards andtools for a Service Oriented Architectur e (SOA), ease installation, and provide simplified interfaces. It
includes the C onnect API for Java and for C (though C supportis being provided through the seniice process), the IMS API
opensource used for IMS Java application callout, the DLI Model Utility plug in, with its enhancements, and required open
source, and the IMS SOAP Gatewayfor enhanced connectivity to/from IMS applications and data al ong with its open source
and enhancements for WS-Security and Business Events. Also provided are the Installation Manager and SMP/E support to
ease installation on the distributed and z/O'S platforms.
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Additional
Information

Training

Here is some additional information related to IMS 11 migration.
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What's Changing in the IMS 11 Library? Hatety

= Overall publications’ structure will remain largely the same with four
exceptions:
— Diagnosis Guide and Diagnosis Reference books will be merged into one

— System Definition Guide and System Definition Reference will be merged into
one

— IMSplex Administration Guide information will be merged into the

— Application Programming Planning information will be merged into the

IMS 11 © 2009 IBM Corporation

~
@

The structure of the library changed quite a lotwith IMS Version 10. In Version 11 we will improve the
content of information deliverables, but the overall library structure will remain largely the same, with
the exception to the noted areas above.
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Software Prerequisites

= |IMS Version 11 (5635-A02) Minimum Release Levels
— Z/OS V 1R9 (5694-A01)
— High Level Assembler Toolkit (5696-234)
— IRLM2.2 (delivered with IMS 11)
— Pleaserefer to the for prerequisites for
specific functions
— DB2V8(5625-DB2), V9 or later if DB2is used
— CICSTS V3.1orlaterif CICS is used
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IMS 11 operates under z/OS V1R9 (5694-A01) configurations, or subsequent versions, releases and
modification levels unless otherwise stated, and requires the following minimum version, or release
or modification levels:

*z/OS V1R9 (6694-A01) with DFSMS (a base element of z/OS V1R9).

*RACF (induded in a separately orderable SecureWay Security Server feature of z/OS V1R9), or
equivalent, if security is used.

«IBM High-level Assembler Toolkit (5696-234), a separately orderable feature of z/OS.

*Note, CICS 3.1 no longer supports VS COBOL (see CICS 3.1 materials). CICS 2.3 is planned to be
out of service shorlly afterIMS 11 GA.
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Migration and Coexistence

Ih'-
[]
]

I IMS

igration/coexistence is supported from IMS 9 & 10 to IMS Version

IMS Version 11 IMS Version 9 IMS Version 10 IMS Version 11 IMS Version 9 IMS Version 10
Function Coexisterce ARAR | Coexisterce ARAR | Function Coexisterce ARAR | Coexistence ARAR

DBRCRECON PK61582 PK61583 PK66020 PK66022

Data sets

PK47172 None

IMSplex PK23402 None System PK30189 None
PK32970 Managem.

PK27280 nhancemerts

PPK30189

Global Online PK23402 None
Sl PK32970

»

© 2009 IBM Corporation

Migration/coexistence is supported to IMS 11 from IMS 9 and IMS 10 environments
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For more information

IMS 11 Release Planning Guide, GC19-2442
— Auvailable from the Infor mation Management Softwar e for z/OS® Solutions Information
Center at
= |MS 11 Fact Sheet, GC19-2451
IMS 11 Redbook
IMS Family Web site:
—  http://www.ibm.com/ims
= [MS Version 9 (5655-J38) considerations
—  Withdrawn from Marketing on September 7, 2009

= See Announcement Letter issuedJune 2, 2009
— Discontinuing service on November 7, 2010
= See Announcement Letter issued Aug 4 2009

— Customers using IMS Version 9should migrate to IMS Version 10 or IMS 11.
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There is also additional information being provided in other sources, eg. the Release Planning Guide,
Fact Sheet, Redbook. And the IMS web site has links to these and much more.

Since IMS V9 has been withdrawn from marketing and services is being discontinued in November
2010, customers using it should migrate to IMS V10 or IMS 11.
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! IMS

IMS Version 11 is ...

Integrated INNovativ e

77 IMS 11

IBM has tremendously enhanced IMS with IMS 11, making it a very integrated , innovative, autonomic, and open

solution. IMS 11 is just great really!
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Important Disclaimer

© Copyrig ht IBM Corporat ion 2009.AllIrights reserved .

U.S. Govern ment Users Restricted R ights - Use ,du plication or disclos urerestricted by G SA ADP Schedu le Co ntract
with IB M Corp .

THEIN FORMATION CONTAINED IN THIS PR ESENTATION IS PRO VID ED FOR INFORMATIONAL PURPO SES
ONLY. WHILE EFFORTS WERE MADE TO VERIFYTH ECOMPL ETEN ESSAND ACCURACYOF THE
INFORMATION CONTAINED IN THIS PR ESENTATION,IT IS PROVIDED “AS IS" WITHOUTWARRANTYO FANY
KIND,EXPR ESSOR IMPL IED. INADDITION, THIS INFORMATION ISBA SED ON IBM'S CURRENT PRODUCT
PLANSAND STRATEG Y, WHICH ARE SUBJECT TO CHANGEBY IB MWITHOUTNOTICE. IBM SHALL NOTB E
RESPON SIBL EFOR ANYDAMAG ES ARISING OUT OF THE USE OF ,OR OTHERWISE RELATED TO, THIS
PRESENTATION OR ANY OTHER DOCUMENTATION. NOTHING CONTA INED IN THIS PRESENTATION IS
INTENDED TO, NOR SHALL HAVETH E EFFEC TOF,CREATING ANY WARRANTIESOR R EPR ESENTATION S
FROMIB M(OR ITSSU PPLIER SOR LIC ENSORS),OR AL TERING THE TERMS AND CONDITION SOFANY
AGREEMENTOR LIC ENSE GOVERNING THEU SE OF IBM PRODUCTS AND/OR SOFTWARE.

IBM, the IBMlogo, ibm.com, and IMS are trad emarks or registered trademarks of
International Business Machines Corporation in the United States, other countries, or
both. If these and other IB Mtrademarked te rms are marked on their first occurrence in
this information with a trademark s ymbol (® or ™), these symbols indicate U.S. registered
or common law trademarks owned by IB M at the time this information was published.
Such trademarks may also be registered or common law trademarks in other countries. A
current list of IBMtrademarks is available on the Web at “Copyright and trademark
information” at

Other comp any, product, or service names may be trademarks or service marks of others.
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