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• IMS 11 Ov erv iew
• IMS 11 Enhancements for DB, Sys tems, TM, and DBRC 
• Addi tional Items for IMS 10 and 11 users 
• Addi tional Informa tion

IMS 11 is being made generally available Oct 30, 2009. I’ll  be taking your through a high level 
overview of it, the enhancements within, additional items for IMS 10 as well as IMS 11 users, and 
some additional information on migration, coexistence considerations. 
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The Continuing Journey …with IMS 11 
Trusted, Resilient, Low Cost, Growth

Business Flexibility: Eased Integration and Simplified 
Access using SOA 

Direct, Distributed Access to IMS Data for Cost Efficient Data Access and 
Application Growth
Optimized Connectivity for Ultra-High Availability and Resilience
Broadened Java and XML Support and Tools for Easier Development 
and Access, and Web Services for Business Transformation

Simplification: Streamlined Installation and Management
New Commands and User Exit Management to Facilitate Operations and 
Heighten Availability 
Advanced Syntax Checking for Rapid Installation

Efficient Growth: Scalable, Available, Reliable and Secure 
64-bit storage Use for Ultra-High Availabil ity and Overall Systems 
Performance 
Secured Investment

Key Message: IBM continues to enhance IMS
IMS 11 continues to address customer requirements for lowering Costs in the continuing 
journey. 
IMS 11 provides solutions to ease integration with new technology for a service oriented 
architecture, focusing on: 
•IMS Open DB for direct distributed TCP/IP access to IMS data provides cost efficient, 
enabled application growth, and improves resil ience, 
•Enhanced IMS Connect, the TCP/IP gateway to IMS transactions, operations, and now 
data, improves IMS flexibil ity, availability, resilience, and security. And IMS Open 
Transaction Manager Access (OTMA) enhancements improve storage utilization, reduce 
dependency on RRS, enhance Security.
•Broadened Java and XML support and tools eases IMS application development and 
connectivity, and enhances IMS web services to assist developers with business 
transformation. broadened Java and XML support and tools to ease development and 
access of IMS data. Enhanced Websphere and Rational Tools for IMS application 
development and enablement are providing SOAP, XML, Web Services and other 
standards support enhancements, for example enhanced MFS BPEL support for 
WebSphere Integration Developer (WID) and Websphere Process Servers (WPS), and 
Mashup support for IMS Data and enhanced IMS Transaction access, 
IMS 11 provides solutions to help simplify installation and management, focusing on: 
•Enhanced commands and User exits that simplify operations and improve availabil ity 
•Syntax checking that ease installation
IMS 11 provides enhancements for high performance, scalable, reliable, secure solutions, 
focusing on: 
•IMS Fast Path Buffer Manager, Application Control Block library, and Local System 
Queue Area storage reduction utilizing 64-bit storage to improve availability and overall 
system performance
•Security enhancements 



3

IMS

IM S 11   © 2009 IBM Corporation

IMS 11: Business Flexibility - Enabling Growth with 
Ultimate Connectivity
Expands IMS as the Enterprise Integration Focal Point 

TCP/IP
Driver Call

Command Component 
XML Adapter/Converters

Local PC 
Driver

Interface Comm unic ation

Components
Comm unic ation

Components

IMS TM 
Resource 
Adapter

RYO/API
Soap 
Gateway

Environments
Connecting with 
other Application 
and Data Servers,
using advanced  
technology for  
client and server 
connectivity

Providing High Availability, Resilience, Performance, and Operations Ease,
advanced commands/messages, error checking/trace/diagnostics

Connecting IMS 
Transactions,
Operations,
and Data

IMSPLEX 
Driver

ODBM 
Driver

OTMA 
Driver

Key Message: IMS provides and continues to enhance the integrated IMS Connect 
function. 
IMS Connect function is part of the overall restructure of IMS for the 21st Century and is 
architected as the base for all future IMS Connectivity. Much of the function of IMS 
Connect can also be used with earlier IMS Versions so you can start to take advantage of 
it before migrating your networks/applications/databases to IMS V9. The structure of  IMS 
Connect is designed such that drivers can be interchangeable. That is, alternatives for the 
TCP/IP front end or OTMA back end interfaces are already being provided. These are 
allowing IMS to exploit  newer, additional, and enhanced protocols and/or interfaces. 
Along with IMS Connect is provided the IMS Connector for Java for access from Java 
applications, SOAP Gateway and parsers, and samples for other language access as 
well.  

With  IMS Version 8, IMS extended its use of XCF for use by other IBM subsystems, 
such as IMS Connect , for distributed operations  access through the Structured Call 
Interface to the Operations Manager from the DB2 Version 8 Control Center as a single 
point of control. 

With IMS Version 9 this function was integrated in. 
With this structure IMS 11 Connect is evolving to address other connectivity 

requirements -- distributed database access to IMS DB, enhanced client connections, 
commands/messages, and error checking/trace/diagnostics.
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IMS 11: Business Flexibility - Enabling Cost Efficient 
Application Growth, Resilience, with Open Database 

LPAR  A

LPAR B
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Addressing businesses that rely  on data stored in IMS that want:
– Direct, distributed access to IMS DB with languag e independent interf aces
– Ultra-high A vailability through isolation of open I MS DB access components
– Broad Integ ration and Application Development, using standard, state of the a rt tooling
– Cost efficiencies, application growth, and resilience

JDBC TCP/IP

DL/I

z/OS

RYO

Key Message: IMS 11 is also addressing requirements for extended distributed database 
access.
LPAR A is the existing solution for IMS database access, with access from distributed environments 
requiring a transaction interface through IMS TM or another z/OS subsystem; for example, 
WebSphere z/OS can be the TCP/IP endpoint on the mainframe with IMS libraries using the Open 
Database Access (ODBA) API to access IMS databases. 
IMS 11 provides direct access to IMS data, leveraging the integrated IMS Connect function as the 
TCP/IP endpoint on the mainframe for data, as well as transactions and operations provided earlier.  
This nicely positions IMS Connect as the complete gateway to IMS resources…both TM and DB 
related.  This is shown in LPAR B. This separate LPAR approach also provides for failure isolation 
between IMS DB and subsystems, such as WAS z/OS, enhancing resilience, cost efficiencies, and 
enabling application growth.
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New Command 
for Point in Time 

Recovery

IMS 11: Streamlines Installation and Operations
Easy installation and management of IMS resources 

Transaction
Manag ement 

Systems
Manag ement

Transaction
Manag ement 

IMS

Database
Manag ement

System
Services

Single Point of 
Operations Control 

Operations Manag ement

New   
Commands for 

TM Management 
and Availability  

User Exit 
Availability 

Services

Advanced 
Installation 

Syntax Checking

Addressing businesses with IMS that want: 
Dynamic commands to q uer y and change TM  resources
DB Quiesce command to create point of  consis tency to r educe ti me the databases ar e offli ne
Advanced Syntax C hecki ng for r api d i nstallation 
Li brar y mai ntenance and log anal ysis for faster problem resol uti on 

Key Message: IMS 11 simplifies Operations and eases installation
IMS 11 is easing the installation and management of IMS resources with
sources
•An IMS DB Quiesce command to create point of consistency to reduce time the database 
are offl ine
•User exit services enhancements to define multiple instances and to dynamically refresh 
modules

Dynamic commands to query and change IMS TM resources
An IMS DB Quiesce command to create point of consistency to reduce time the database are offline
User exit services enhancements to define multiple instances and to dynamically refresh modules
Enhanced Syntax Checking for simplifying installation
RAS enhancements to minimize library maintenance mistakes and enhance log analysis

•RAS enhancements to minimize library maintenance mistakes and enhance log analysis
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DB2

IMS

IMS Fast P ath B uffer s

Available ECSA

More Availabl e
ECS A

DB2

IMS

IMS Fast Path Buffers

Addressing businesses with system storage constraints that want:
o Ultra high av ailability and overall system perf ormance

Fast Path 64-bit Buffer manager loading data buffers into 64-bit storage 
S ECSA is being heavily used and many customer are running out of ECSA, 
causing system performance issues
S Mov ing IMS Fast Path buffers to 64-bit storage f rees up valuable ECSA 

Application Control Block library loading ACB members into 64 bit storage  
64 bit storage used for tracking elements reduces use of Local System Queue Area

IMS 11: Supports Growth with Optimized System 
Performance/Capacity and Ultra High Availability

31 bit 
addressable 
storage

64 Bit 
addressable 
storage

Fast Path 64-bit Buffer manager loading data buffers into 64-bit storage 
• ECSA is being heavily used and many customer are running 
out of ECSA, causing system performance issues
• Freeing up IMS Fast Path buffers to 64-bit storage frees up 
valuable ECSA 

• Application Control Block library loading ACB members into 64 bit 
storage improves storage utilization and performance 
•

Key Message: IMS 11 is also enabling growth

IMS 11 enables growth with 64 bit support, improving availability and overall system performance
 with Fast Path 64-bit Buffer manager loading data buffers into 64-bit storage 
ECSA is being heavily used and many customers are running out of ECSA, causing system
performance issues
Freeing up IMS Fast Path buffers to 64-bit storage frees up valuable ECSA
Application Control Block library loading ACB members into 64 bit storage improves storage 
utilization and performance
64 bit storage used for tracking elements reduces use of Local System Queue Area 
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IMS 11: Easier than Ever
Easier Access to IMS
• Easier Distributed Access to IMS Data f rom any Distributed Platf orm using 

Industry Standard Interf aces 
• Easier Connectivity through TCP/IP
• Reduces People and Change Process time for access up to 67%

Easier IMS Application Development/Deployment
• Application Development Community opened up by more than 4X 

Easier Operations
• Easier Database and Application availability
• Reduces complexity of creating database recovery point up to 75%
• Easier Resource management
• More efficient processing 

Up to 25% reduction in CPU time for online database reorganization 
• Easier Capacity optimization

Easier Upgrade 
• 5 Early Customers already in Mission-Critical Production

Each running 10-45 Million Transactions Per Day 

IMS 11 is prov iding:
Easier Access to IMS using Open Database and Connect
•Easier access to IMS Data from any distributed platform using Industry Standard Interfaces 
•Easier Connectivity through TCP/IP
•Reduced People and Change Process time f or data access up to 67% - In the past, many 
companies had to replicate IMS data to relational structures in order to gain standard access to the 
data. With IMS 11, all applications can now access IMS data using standard interf aces; theref ore a 
signif icant portion of data replication and change data capture processes can be either simplif ied or 
eliminated all together. With IMS 11, data can be accessed directly f rom the application requiring 
the data; no intermediate steps are needed. Theref ore we anticipate customers can eliminate up to 
67% of  their current data replication processing. 
•67% estimate based on comparison of old process vs. new process. From a 3 step old process 
(Create copy of IMS Data, conv ert IMS data to relational f ormat; load IMS data into relational 
structure) to a 1 step new process (access IMS data directly ). A customer example is of a 
southwestern US state, whose IMS data is the master data. They  have written most new 
applications on .NET and each night take an image copy of IMS data and load to SQL serv er. .NET 
applications access data from SQL Server.  With IMS 11, .NET applications can access IMS data 
directly, eliminating nightly data replication process. .NET applications now have access to most 
current master data from IMS. Applications can also start doing update (was read only in the past)  
Easier Operations 
•Easier Database and Application av ailability
•Reduces complexity of creating database recovery point up to 75% - With the new Quiese
commend, application recovery points can be created more easily. In the past the process of 
creating a recovery point was a manual process:  1) stop db resources, 2) check to ensure all db 
resources are stopped, 3) start db resources, and 4) ensure all db resources are restarted. With 
IMS 11, 1 Quiece command does all of this – go f rom 4 steps to 1 step. 
•Up to 25% reduction in CPU time for online database reorganization processing. Specif ic 
measurements were done at the SVL lab that resulted for IMS 11 compared to IMS 10: for root only 
databases, OLR logging reduced by 20%, locking reduced by 65%, CPU usage reduced by 18%; 
and f or multisegment databases, OLR logging reduced by 60%, locking reduced by 80%, CPU 
usage reduced by 24%  
•Easier Resource management
•Easier Capacity optimization 
Easier Application Development/Deployment
Application Development Community opened up by 4X. By support JAVA, organizations can now 
leverage a larger portion of their developer talent pool for IMS application development and support. 
According to a Gartner survey, estimated number of application developers in 2007 were 3M Java, 
2.5M VB .Net, 2.0 M C#, 1.5 M Cobol, and .5M C/C++. Traditionally, IMS supports Cobol and C/C++ 
(2M programmers). With IMS 11, IMS now supports an estimated 9.5M programmers – 400% 
increase in IMS developer skills  
40% of Early Support Customers already in Production. 5 are already in mission critical production, 
each running 10-45 Million Transactions Per Day
The next few charts show some of the IMS 11 items contributing to this.
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IMS 11: Business Flexibility 
Enhanced Connectivity
Solution:

Open DB provides direct distributed access to IMS data thru industry standard DRDA interfaces. Application 
users can get improved access to the most current IMS data from .NET and J2EE applications for tighter 
integration between the platforms. Cross-LPAR access to any IMS Database in the IMS Sysplex is provided. 

Value:
Reduces processing complexity,  and removes costs associated with data duplication and data currency 
processing in making copies of IMS data for use in other platforms.
Eliminates the need and cost of  having and managing a WAS image on z for accessing IMS data 
Eliminates complex infrastructure to accomplish distributed and cross-LPAR access to IMS DB resources
Reduces time for application development and system management for no longer needing to create and 
manage the more complex earlier environment.
Reduces DL/I knowledge and skills needed for IMS DB access
Increases availability with improved isolation of IMS DB access components
------------------------------------------------------------------------------------------------

Solution:
Connect support for universal distributed connectivity thru TCP/IP for Data, as well as Trans and Operations 
Connect message trace and client connection process enhancements
Transaction expiration limits unwanted processing
OTMA flood monitoring support to allow Connect to redirect IMS transactions to a different IMS system when 
there are signs of a message flood condition.

Value:
Reduces error path complexity in processing IMS transactions no longer necessary to client applications. 
Avoids costs associated with abnormal system performance or system outages 
Reduces time and skills by simplifying connectivity serviceability, usability, and availability   

Key Message: IBM is enhancing IMS connectiv ity 
IMS connectivity enhancements simplify the process of connecting to IMS applications 
and data. These would reduce skil l requirements, reduce manual efforts, and improve 
business application and data availability.
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IMS 11 Simplifying Operations: 
Enhanced Commands
Solution:

Database Quiesce command allows a user to create a point of consistence for a database 
or area. The point of consistency is reached when all the updates to the database or area 
hav e been committed and the buffers have been written to DASD.

Value:
Reduces complexity of creating an application recov ery point
Enhances system availability by reducing the time a database is made unavailable in the 
system.

---------------------------------------------------------------------------------

Solution:
Data Communication QUERY commands f or nodes/users/lterms/userid
OTMA commands f or transaction instance info and to modify OTMA descriptors.
QUERY USEREXIT and REFRESH USEREXIT commands

Value:
Reduces skill requirements, reduces manual efforts, 
Improves business application availability

.  

Key Message: IBM is enhancing IMS to ease manageability 
IMS Manageability enhancements can simplify the process to create/modify database 
resources and enhance availability when integrating or modifying existing business 
functions. Extensions provide new Commands that can reduce skil l requirements, reduce 
manual efforts, and improve system and application availability.



IMS 11 Overview

© Copyright IBM Corporation 2009 10

10

IMS

IM S 11   © 2009 IBM Corporation

IMS 11: Efficient Growth 
Enhanced Resource Utilization
Solution:

Unconditional deletion of DBRC Recon information by specifying max time to keep 
recovery inf ormation, thus reducing amount/size of inf ormation kept and effort required
Reduce CPU/elapsed time and log volume of Integrated HALDB Online Reorganization

Value:
Reduces resource consumption
Simplif ies resource inf ormation cleanup
Prov ides more f lexibility in scheduling  
Improves database availability/performance through more parallelism

------------------------------------------------------------------------------------------------------
Solution: 

Fast Path 64-bit Buffer manager loading data buffers into 64-bit storage 
Application Control Block library enhancements in loading ACB members into 64 bit 
storage and enabling inactiv e ACBLIB be taken offline without an outage.   
64 bit storage used for tracking elements reduces use of Local System Queue Area

Value:
Reduces capacity constraints by improv ing storage utilization
Simplif ies operations 
Improves performance by reducing number of I/Os 
Improves business application availability

Key Message: IBM is enhancing IMS Scalability
IMS scalability enhancements increase availability, recovery, capacity and performance of 
the IMS environment. DBRC continues to be enhanced for performance/capacity with 
multithreading capability. And the Integrated HALDB Online Reorg function is being 
enhanced to reduce CPU time, elapsed time and log volume. And Fast Path buffer 
management enhancements can improve usability, flexibility and ease ECSA usage. This 
additional parallelism and reduced resource consumption would improve database 
availability and performance.
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IMS 11 Highlights

IMS Connect 
Enhanc em ents

User Ex it Interface

Dum p Form atter

Syntax Checker & IVP

LSQA Stor age Reduction

KBLA

/DIAGNOSE Com mand

System

Type- 2 Quer y TM 
Com mands

OTMA Enhanc em ents

OTMA Type- 2 Comm ands

Trans action Ex pir ation

Shar ed Q ueues Affinity
Routing

Transaction Manage r

BPE-Based DB RC

Secur ity Overr ide for 
Non-Production RE CON

Unc onditional deletion of 
PRILOG Infor mation

DBRC Migrat ion/
Coexist enc e 
from IMS 9 and 10

DBRC

IMS Open Dat abase

Databas e Quiesc e

ACBLIB Usabi lity

Databas e RAS

OLR Perform anc e

Fast Path 64-b it Buffer
Manager

Fast Path Usabil ity

Database Manager

This shows many of the IMS 11 enhancements in the DB, Systems, TM and DBRC areas 
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Database 
Enhancements

First let’s talk about the DB enhancements.
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IMS Open Database
IMS Open Database offers access to IM S d atab ase IM S d atab ase resources an ywh ere an ywh ere in 
the IMSp lex IMSp lex directlydirectly fr om z /OS z /OS and distr ibuted  distr ibuted  envir onments

– Using industry st andardindustry st andard Dist ributed Rel ational Datab ase ArchitectureDist ributed Rel ational Datab ase Architecture ( DRDA) to 
comm unicat e wit h IMS ConnectIMS Connect

– Differ ent API layers are prov ided to lev erage the DRDA prot ocol

–– IMS Univ ersal DB Resource Adapter  IMS Univ ersal DB Resource Adapter  - to use JDB C SQL access to IMS 
data in a JEE environment such as WebSphe re Application Serve r (WAS ) 
on any platfo rm

–– IMS Univ ersal JDBC driv er IMS Univ ersal JDBC driv er - to use JDBC S QL access to IMS da ta in a 
Non-JEE envi ronment such as stand-alone ja va, DB2 SP, I MS T M, CI CS

–– IMS Univ ersal DL/I driv er  IMS Univ ersal DL/I driv er  - to issue calls that are similar to DL/I directly to 
IMS f rom a Non-JEE Java en viron ment 

–– RYORYO - Use a pro gramming languag e of your choice to issue DRDA 
commands directly to I MS Conn ect 

–– IMS ConnectIMS Connect bec om es the g atew ayg atew ay to IMS TransactionsIMS Transactions andand IMS Dat aIMS Dat a

Makes Application development and Connectivity much Makes Application development and Connectivity much 
simpler!simpler!

Innov ativ e Improv ed
Usabil ity

Open
Standar ds

IMS Open Database is a new func tion in IMS 11 taking on the challenge of modernizing IMS DB access and application 
development.

It addresses two significant bottl enecks for business  growth:
•Connecti vity – IMS DB has been historicall y grounded to the mainframe…certai nly there are ways  to get to it but none 
straightfor ward and si mple.
•Programmatic access – even when connec tivity isn’t an issue – the skills aren’t  readily available to develop new application 
wor kload. DLI isn’t industr y s tandard and skills aren’t  plentiful.
With IMS 11 we are r olling out a complete suite of U niversal drivers i n support of IMS database connecti vity and 
programmatic access . The intent is to access IMS in a unifor m way using the most relevant industr y s tandards from any 
platform and from within the most str ategic runtimes.  A standards-based approach opens a lot of growth and expansion 
opportunity. T he fundamental communicati on protocol we will use to communicate with IMS C onnect will be the industr y 
standard Distributed R elational D atabase Architecture (DRDA) protocol. Single Uni versal dri ver in support  of  both type-4 and 
type-2 connecti vity in all supported runtimes – there’s no need to l earn another driver’s semantics to toggle between 
environments  and desired connecti vity – it’s all built in to the fr amewor k. Distributi on of r esources within an IMSplex is 
included. The idea is to extend the reach of IMS by extending the data. IMS DB metadata is exposed vi a the s tandard JDBC 
API and therefore can be consumed and visualized by JD BC tooling.  By allowing inspecti on of metadata, the next step is 
query. Quer y syntax uses  standard query language syntax.
IMS Open Database – IMS Open Database offers direct distributed access to IMS database resources .  T he distributed 
nature is two-fold.  At the IMSplex level,  it allows cr oss-LPAR access  to any IMS database in the IMSplex.  At the pure 
distributed l evel, it  allows non-mai nframe ( e.g., Windows OS) access  directl y to IMS database resources  thr ough i ndustry 
standard interfaces. This enhancement extends IMS Connec t as  the gateway to IMS DB. It adds a new Common Ser vice 
Layer address space which manages connecti ons to the IMS ODBA i nterface. This enhancement i mproves application 
access to IMS.

IMS has seen an increased number of r equests  for distributed access to all database types.  IMS Connect is currentl y the 
gateway to IMS TM. It  will also become the gateway to IMS DB.

Distribution of database assets comes i n two flavours
Distribution within an IMSplex. Applications  on one LPAR can access an IMS database on another LPAR
Distribution to non-System z pl atforms. Applications on a non-Sys tem z plat form can have direct IMS DB access  without 
needing an IMS transacti on to proxy the data.

The Uni versal dri vers (JCA, JDBC, DLI) will allow both distributed as well as  local (CICS, IMS, WAS z, D B2 z) access to IMS 
databases .
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Open Database Environment
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LPAR C

Innov ativ e Improv ed
Usabil ity

Open
Standar ds

J

C

A

1.0

The intent of the following 4 charts is to show the current topology and il lustrate the evolution to the 
new one, pointing out the enhancements at each step. As a point of fact, WAS z/OS cannot take 
advantage of ODBM’s cross-LPAR feature unless WAS itself embraces SCI.  Applications can use 
the out-of-the-box compatibility mode to use AERTDLI and have those calls routed to an ODBM 
which will stil l prevent the U113 abend – but WAS and the ODBM address space will sti ll  need to be 
on the same LPAR.  It is just an il lustrative example showing what can be possible with WAS z/OS as 
an ODBM client.

The current solution (whether or not we are talking about distributed or local access to IMS DB) 
leverages ODBA as the API to access IMS database resources.  ODBA is capable of making 
address space to address space calls (PC calls) in the same logical partition.  The net effect of this is 
that the ODBA modules need to be on the same LPAR as the IMS CTL region.  These modules 
(ODBA) are loaded in the address space of the application, which is in turn loaded in the address 
space of the container.  In this case the container is WebSphere AS.  The result of this is that the 
WAS installation has to be on the same LPAR as the IMS DB itself.  There is no isolation.
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Open Database Environment
LPAR Az/OS

Distributed

J

C

A

1.0
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I
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WebS phere

IMS DBCTL

IMS
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Evolution

PC

LPAR B

LPAR C

XCFIIOP

Innov ativ e Improv ed
Usabil ity

Open
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By leveraging SCI, the applications can be on any LPAR in an IMSplex. SCI uses either PC or XCF 
calls to communicate with other SCI components.  XCF allows calls to go across LPARs in an 
IMSplex.  This allows applications (and their containers) to be isolated on their own LPARs.
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Open Database Environment
LPAR Az/OS

IMS DBCTL

IMS

PCDistributed

Universal
DB 

Resource 
Adapter

J
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A
1.5
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P
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Evolution

LPAR B

LPAR C

XCF

TCP/IP

Innov ativ e Improv ed
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IMS Connect
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O
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ODB M

What we are doing is creating a new CSL address space to house the ODBA modules.  This 
interface will use SCI as its communication mechanism.  The ODBA modules are no longer tightly 
coupled with the applications themselves (and therefore the containers).

By leveraging SCI, the applications can be on any LPAR in an IMSplex. SCI uses either PC or XCF 
calls to communicate with other SCI components.  XCF allows calls to go across LPARs in an 
IMSplex.  This allows applications (and their containers) to be isolated on their own LPARs.
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Open Database Environment
Innov ativ e Improv ed

Usabil ity
Open

Standar ds

Universal
DB 

Resource 
Adapter
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LPAR Az/OS

Distributed
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This leads us to our real goal, which is to leverage IMS Connect as the complete gateway solution for 
IMS TM, OM, and now DB.  IMS Connect will be augmented to be an ODBM client.  This will allow 
distributed applications to leverage the TCP/IP protocol to communicate with IMS Connect, which 
can then access any database in the entire IMSplex. 

IMS Connect becomes the IMS Gateway to both IMS TM and IMS DB. 
WebSphere and DB2 Stored Procedures no longer have to be on the same LPAR with IMS when 
they interface with the IMS ODBM (Open Database Manager) address space.  The ODBM address 
space must be on the same LPAR with IMS due to the use of the ODBA (Open Database Access) 
interface.
Distributed clients would now have the option of going directly to IMS Connect for IMS DB requests.

Existing DB Resource Adapter applications are unaffected by Open Database.  In order to exploit
Open Database from existing DB Resource Adapter applications, a migration to the JCA 1.5 
programming model would have to be done.
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IMS Open Database

Open Database ManagerOpen Database Manager (ODB MODB M) is a newnew Common Serv ice 
Lay er component

–– Receiv esReceiv es database connection requests from I MS Connect
–– Tra nsla tesTra nsla tes incoming database requ ests from the DDM protocol into DLI calls

expected b y I MS

–– Tra nsla tesTra nsla tes responses to the client into the DDM protocol 
–– Ma nagesMa nages connections to ODBA

ODBM Conf iguration 
– PROCL IB members

– ODB M BPE Configuration, ODB M BPE e xit list, ODBM I niti alization ODBM I niti alization 
membermember – CSL DIxxx, ODBM Confi gura tion me mberODBM Confi gura tion me mber – CSLDCxxx

– CSLO DBM proc edure
– ODBM ex ec ution param eters

New ty pe-2 commands
–– QUERY O DBM TYPE(option), UP DATE ODBM ST ART|STOP(T RACE), UPDATE OQUERY O DBM TYPE(option), UP DATE ODBM ST ART|STOP(T RACE), UPDATE ODBM DBM 

START|STOP( CONNE CTION), UP DAT E ODBM TYPE( CONFIG)START|STOP( CONNE CTION), UP DAT E ODBM TYPE( CONFIG)
Four new ODBM Exit Routines

Innov ativ e Improv ed
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IMS Connec t and IMS Connec t and 
ODBM toge ther ac t as ODBM toge ther ac t as 

the DRDA S erv er the DRDA S erv er 

One ODBM instance must be defined in the IMSplex to use ODBM functions. Each z/OS image can 
have more than one ODBM. If multiple instances of ODBM are defined in the IMSplex, any ODBM 
instance can perform work from any z/OS image in the IMSplex.
ODBM routes the database connection requests received from IMS Connect to the IMS systems that 
are managing the requested database. Before establishing the connection to the IMS system, ODBM 
translates the incoming database requests from the DDM protocol submitted by the IMS-provided 
connectors and user-written DRDA applications into the DL/I calls expected by IMS. When ODBM 
returns the IMS output to the client, ODBM translates the response to the DDM protocol. From the 
ODBM perspective, application programs that interact directly with ODBM, such as IMS Connect, are 
ODBM clients. Users can create their own ODBM clients by using the new ODBM CSLDMI API. 
ODBM client application programs can access databases that are managed by IMS DB on any LPAR 
in an IMSplex.
Use the CSLDIxxx IMS.PROCLIB member to specify parameters that initialize the ODBM address 
space. Certain parameters within CSLDIxxx can be overridden with the ODBM execution parameters. 
Use the CSLDCxxx IMS.PROCLIB member to configure the ODBM datastore connections to IMS 
systems.
The following IMS exit routines are new: 
•CSL ODBM Initialization and Termination user exit routine - Called when an ODBM address space 
or IMSplex initializes or terminates. 
•CSL ODBM Input user exit routine - Called when ODBM receives a call to the ODBM callable 
interface. 
•CSL ODBM Output user exit routine - Called when ODBM returns the results from a call to the 
ODBM callable interface. 
•CSL ODBM Client Connect and Disconnect user exit routine - Called when a client registers to or 
de-registers from ODBM.
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IMS Open Database 
– IMS Connect

IMS ConnectIMS Connect has the f ollowing enhancements in support of IMS 
Open Databas e:

– IMS Connect Configu ration member HWSCFGxx
– New ODACCESSODACCESS statement

– DRDA po rts, timeout value, I MSplex name  etc.

– Changes to e xisting commandscommands

– VIEWHWS, VIEWDS, VIEWPORT

–– New Comma ndsNew Comma nds
– STARTOD, STOPOD, STARTIA, STOPIA, VIEWIA, SETOAUTO

–– New User ExitsNew User Exits
– HWSROUT0 – Routing E xit for ODB M

– can override the I MS alias and/or select the ODB M target

– HWSAUTH0 – Security E xit for ODB M
– can perform th e authentication of the userid 
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IMS Connect, which previously provided access to only IMS Transaction Manager (IMS TM), through 
Open Transaction Manager Access (OTMA), now also provides access to IMS Database Manager 
(IMS DB), through ODBM. IMS Connect can also provide workload distribution by routing database 
connection requests to ODBM based on an alias name that is submitted by the client application 
program. To the client application, the alias name represents the IMS system, or data store, to which 
the application program connects. Depending on the value of the alias name submitted, IMS Connect 
either routes the incoming connection request to a specific ODBM instance or distributes the 
incoming connection request to any available instance of ODBM in an IMSplex.

IMS Connect will invoke the routing user exit first to allow the exit to select an ODBM and/or override 
the IMS ALIAS.  
•If the routing exit selects an ODBM, IMS Connect will use that ODBM and will not perform the round 
robin routing method.  
•If the routing exit does not select an ODBM, IMS Connect will select an ODBM and perform the 
round robin routing method based upon the explicit ALIAS name as well as the blanked ALIAS name.  
•If the routing exit overrides the IMS ALIAS, IMS Connect will use that IMS ALIAS.  
•IMS Connect will validate the ALIAS and the ODBM upon returning from the exit.

IMS Connect will always call the new security user exit HWSAUTH0 independently of the RACF= 
parameter in the IMS Connect configuration member.
•IMS Connect calls HWSAUTH0 before invoking any installed security facility such as RACF.
•HWSAUTH0 will perform the authentication of the userid/passticket of the ODBM client.
•HWSAUTH0 can override the input userid with a different userid and to provides a RACF groupid to 
be authenticated further by IMS Connect.  HWSAUTH0 can be refreshable. 
•Password is passed in the clear.
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IMS Open Database 
– IMS Connect

IMS Connect Workload DistributionIMS Connect Workload Distribution

–– ODBM client sODBM client s can specify an I MS ““ALIASALIAS”” in the message

– Alias represents the IMS d atastore that t he client wants to send the 
message to

– Multiple Alias names for an I MS datastore can b e defined in the ODB M 
configuration member  

– If the client sends a message with a blank alias, IMS Conn ect will route the 
message to an ODB M using a round robin algorithm

– If an alias points to multiple ODBMs, I MS Co nnect will route the message to one 
of those ODB Ms using a ro und robin algo rithm

Innov ativ e Improv ed
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IMS Connect can also provide workload distribution by routing database connection requests to 
ODBM based on an alias name that is submitted by the client application program. To the client 
application, the alias name represents the IMS system, or data store, to which the application 
program connects. Depending on the value of the alias name submitted, IMS Connect either routes 
the incoming connection request to a specific ODBM instance or distributes the incoming connection 
request to any available instance of ODBM in an IMSplex.
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IMS Open Database

Comparison of progr amming appr oaches  for accessi ng IM S data:

Use the IMS Univ ersa l DB r esourc e adapter with 
XA trans action s upport ((i msudbX A.rari msudbX A.rar),), and 
make SQ L ca lls with the SQLInteractionSpec
class or DL/I calls wit h the 
DLIInteractionSpec class.

Two- phase (X A) 
comm it proc ess ing or 
loc al transact ion 
proc essing.

Use the IMS Univ ersa l JCA/JDB C dr iver v ers ion of 
the IMS Univ ersa l DB r esourc e adapter with XA 
trans action support ((i msudbJXA.rari msudbJXA.rar),), and 
make SQ L ca lls with the JDBC API.

Two- phase (X A) 
comm it proc ess ing or 
loc al transact ion 
proc essing.

Use the IMS Univ ersa l JCA/JDB C dr iver v ers ion of 
the IMS Univ ersa l DB r esourc e adapter with loca l 
trans action support ((i msudbJ Local.rari msudbJ Local.rar ),), and 
make SQ L ca lls with the JDBC API.

Loc al transaction 
proc essing on ly.

JDBC program ming 
interf ace to perform 
SQL data 
operations.

Use the IMS Univ ersa l DB r esourc e adapter with 
loc al transact ion support ((ims udbLocal.rarims udbLocal.rar),),
and mak e SQL c alls wit h the 
SQLInteractionSpec class or DL/I ca lls with 
the DLIInteractionSpec class.

Loc al transaction 
proc essing on ly.

CCI pr ogr amm ing 
interf ace to perform 
SQL or DL/I data 
operations.

WebS phere®
Applic ation 
Server for 
distribut ed 
platforms or 
WebS phere
Applic ation 
Server for z/OS®

Recommended ApproachTransaction 
Processing Required

Dat a Access 
Method

Application 
Platform
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We are providing different API layers that leverage the DRDA protocol.  The DLI Java API is an API 
that mimics the traditional DLI API plus a few more advanced concepts.  We are also offering XA 
capabilities for applications leveraging our framework.  (Definition of XA is below.)  
For Open Database, we are offering a type 4 JDBC driver built on top of this framework.  Ultimately 
we will offer a J2EE (Java Enterprise Edition) platform solution which is packaged as a JCA (Java 
Connection Architecture) 1.5 resource adapter for deployment in WebSphere Application Server 
(which is a J2EE server).  (Editorial note: Sun dropped the ‘2’ so it is really now JEE and not J2EE 
but most folks sti l l keep the ‘2’.)  This JCA resource adapter will leverage all of the robust 
features of the J2EE platform (connection management, transaction management, security 
management, XA support, logging, etc.) and will allow for direct distributed access to IMS database 
resources.
These interfaces will provide a base set of APIs that future clients (such as XQuery) can be built on 
top of (we have an XQuery implementation today, but now with ODB these APIs will be distributed).  
The XA standard is an X/Open specification for distributed transaction processing (DTP). It describes 
the interface between the global transaction manager and the local resource manager. We are the 
resource manager (from JDBC driver through IMS connect, ODBM and IMS).
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IMS Open Database

Comparison of progr amming appr oaches  for accessi ng IM S data:

Use the IMS Univ ersa l DL/I driv er ((imsudb.jarimsudb.jar),),
and mak e DL/I calls with the PCB class. 

Two- phase (X A) 
comm it proc ess ing or 
loc al transact ion 
proc essing.

Tradit ional DL/I 
program ming 
semantics to perf orm 
data operations. 

Standalone non-
Java application 
that resides on a 
distribut ed 
platform or a 
z/OS platfor m

Use a programming language of y our c hoice to 
issue DDM commands to IMS Connect. The 
applic ation pr ogram mer is res ponsible for 
implem enting t he two-phas e commit m echanism.

Two- phase c omm it 
proc essing or loca l 
trans action pr ocessing.

Data access us ing 
DRDA pr otoc ol.

Use the IMS Univ ersa l JDBC driv er ((imsudb.jarimsudb.jar), ), 
and mak e SQL calls with the JDBC API.

Two- phase (X A) 
comm it proc ess ing or 
loc al transact ion 
proc essing.

JDBC programming 
interf ace to perform 
SQL dat a oper ations. 

Standalone Jav a 
applic ation 
(outside a Jav a 
EE application 
server) that 
resides on a 
distribut ed 
platform or a 
z/OS platfor m

Recommended ApproachTransaction 
Processing Required

Dat a Access 
Method

Application 
Platform
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Here is a comparison of programming approaches for accessing IMS data using the IMS 11 Open 
Database function



IMS 11 Overview

© Copyright IBM Corporation 2009 23

23

IMS

IMS 11  © 2009 IBM Corporation

IMS Open Database
Distributed Sy ncpoint (global transaction) requires RRS on z/OS
Use of  RRS with ODBM is optional

– RRS=Y| N parm fo r ODB M start -up

– If RRS=Y (also the default), ODB M will use the ODBA interface (i.e. 
AERTDLI)

– If RRS=N, ODB M will use the DRA interface like CICS
– Global transactions are not suppo rted if RRS=N)
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RRS=Y must be specified in the configuration for a global transaction.

This slide shows how Open Database achieves cross LPAR transaction management.
When a client establishes a connection through IIMS Connect to ODBM several things are done to 
establish a coordinated Unit of Work.
First IMS Connect creates the parent Unit of Recovery.
IMS Connect then sends the UR token to ODBM.
ODBM then expresses interest in the UR as a child.
At this point we have a coordinated Unit of Recovery established. 
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IMS Open Database

ODBM lev erages existing ODBA RAS security  specif ied on the 
ODBASE= parameter in the IMS DFSPBxxx proclib  member 

Assumes that the Userid associated with an allocate PSB request 
has been authenticated.

ODBM does not perf orm any  user authentication or authorization
– IMS Connect does the authentication

– ODBA does the au thorization

For non-RRS support that uses IMS DRA interf ace instead of 
ODBA, standard IMS RAS security  will be used

Innov ativ e Improv ed
Usabil ity

Open
Standar ds

For each request to access IMS data, connection information on the IMS host system, port number, 
and a valid user ID and password must be supplied in order to establish communication with IMS. A 
socket connection is first established to connect to the host IMS Connect system. When IMS Connect 
receives the request, it proceeds to authenticate the user based on the supplied user ID and 
password. After successful authentication, necessary information on the socket, such as PSB name 
and IMS alias (database subsystem) is sent to ODBA in order to allocate the PSB to connect to the 
database. An actual connection to an IMS database is only established when a PSB is allocated. 
Authorization for a particular PSB is done by the ODBA component during the allocation of a PSB.
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Other Java Enhancements

The t wo Univ ersal driv ers f or JDBC  - IMS Universal DB Resource IMS Universal DB Resource 
AdapterAdapter and I MS Universal JDBC DriverI MS Universal JDBC Driver - off er a greatly  
enhanced JDBC implementationJDBC implementation

– JDBC 3.0 

– Keys of paren t segments are included in table as foreign keys
– Allows Standard SQL implementation (including for INSERT)

– Updatable result sets

– Metad ata discovery API implementation

– Uses metadata genera ted b y DLI Model Utility as “catalog data”
– Enables JDBC tooling to work with I MS DBs just as they do  with DB2 DBs 

IMS 11 Jav a requires JDK 5.0 or later
– JMP and JBP online regions require JDK 6.0

– JDK 6.0 offers significantly better perf ormance
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Other Java enhancements in IMS 11 include the two universal drivers for JDBC offering a greatly 
enhanced JDBC implementation, and JDK 5.0 or later support, with JDK 6.0 offering significantly 
better performance.
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Java DL/1 Access

The I MS Universal DL/1 DriverI MS Universal DL/1 Driver prov ides a DL/1 Call interfaceDL/1 Call interface f or 
jav a applications in a Non-JEE env ironment

– Completely re -architected and rewritten

– Rich in function

– Usable in distributed or z/ OS en vironments

The I MS Universal DB Resource AdapterI MS Universal DB Resource Adapter not only  supports JDBC, 
but also f ully supports the JCA 1.5 CCI DB interactionJCA 1.5 CCI DB interaction specif ication

– SQLInteractionSpec class provides simple SQL calls

– DLIInteractionSpec class provides simple DL/1 calls

– RETRIEVE, CREATE, UPDATE, DELETE functions

Innov ativ e Improv ed
Usabil ity

Open
Standar ds

For Java DL/I access: 
•The IMS universal DL/I driver provides a DL/I call interface for Java applications. 
•The IMS universal DB Resource Adapter supports JDBC ad JCA 1.6 CCI DB Interaction. 
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ODBA Enhancements
New C IMS CONN ECTC IMS CONN ECT call which all ows 
ODBA applicati ons to connect to multip le multip le 
IMS sub syst emsIMS sub syst ems with a sing lesing le callcall

– Previously CIM S INIT was t he only function available, 
which only allowed the c aller to connect to a s ing le 
IMS

– Multiple CIMS INIT c alls wer e required to 
connect to m ultiple IMS DB sy stems

ODBA applicati on programs can use the 
ODBM address spaceODBM address space to manage the OD BA 
interface

– Gives pr otec tion fr om potential U113 pr otec tion fr om potential U113 
abendsabends when ODBA applic ations are stopped 
during DLI pr oc essing

– No changes requi red for ODBA applications

– Need to add the IMSplex and 
ODBM NAME k eywor ds to DFSP RP 
macr o

– Rec ompile and rebind the 
DFSxxxx 0 load module

Redu ces co mplexit yRedu ces co mplexit y and i ncr eases  
availabil it yavailabil it y

Improv ed 
Avai labil ity

Reduc ed
Com plexity

Improv ed 
Usabil ity

JVM

IMS 
DB

z/OS L PAR

SCI P C

IMS DB  
Applicatio n

Universal 
Driver 2

DB2

IMS Java 
DB2 Stored 
Procedure

Universal 
Driver 2

ODBM IMS

O
D
B
A

Any 
Non-java 

ODBA 
Application

The ODBA interface has a new command for IMS Version 11: CIMS CONNECT. This command will 
initialize the ODBA interface and will connect to multiple IMS DB systems. Prior to IMS Version 11, 
ODBA applications used the CIMS INIT command to initialize the ODBA interface and connect to a 
single IMS DB system. If the application wanted to connect to multiple IMS DB systems, it had to 
issue multiple CIMS INIT commands, one for each IMS DB system. The ODBA interface is enhanced 
in IMS Version 11 to support a new command, CIMS CONNECT, which allows the ODBA application 
to initialize the ODBA interface and connect to multiple IMS DB systems with a single command.

Existing ODBA applications can also use ODBM to protect IMS from abends that are caused by the 
unexpected termination of the ODBA applications during DL/I processing. ODBM support for ODBA 
application programs requires no changes to the application program, but does require minor 
changes to the DFSPRP macro, which defines the connections to IMS DB, and a recompile and 
rebinding of the DFSxxxx0 load module. You can modify your existing ODBA application servers to 
use ODBM by adding the IMSPLEX and ODBMNAME keywords to the DFSPRP macro. After adding 
these keywords, you must recompile and rebind the DFSxxxx0 load module (xxxx is the DRA start-up 
table name specified on the APSB call in the AIBRSNM2 field of the AIB). FUNCLV=2 should be 
specified when using the IMS 11 DFSPRP macro that contains these two new parameters. 
FUNCLV=2 is set as the default in the shipped IMS 11 DFSPRP macro.
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Database Quiesce

Off ers the ability to stop accessstop access to a Database, H ALDB Partition, Database, H ALDB Partition, 
DEDBDEDB or Area,Area, or Datagroup,Datagroup, allowing a singlesingle coordinated coordinated 
recovery pointrecovery point to be established

–– WithoutWithout t aking the resource offline!  No /DBR is required 
– Type-2 UP DATE DB| AREA| DATAGRP command is used to start and stop 

quiesce

– The recovery point will be coordinated acr oss the IMS plexacr oss the IMS plex to create one 
common recove ry point

– Allows an image copy to be ta ken while the database o r are a is online

Reduces the complexityReduces the complexity in establishing a recov ery point f or a 
database

Improv ed 
Usabil ity

Improv ed 
Avai labil ity

Reduc ed
Com plexity

Database quiesce enables you to create a coordinated recovery point across an IMSplex for IMS 
Fast Path data entry databases (DEDBs), Fast Path areas, full-function databases (including High 
Availability Large Databases - HALDBs), and database groups, without taking your resources offline 
or causing applications to encounter an unavailable database.
When the quiesce function is invoked, the point of consistency is reached when all updates that are 
in progress are committed. After all updates are committed, and stored on DASD, the database data 
sets reflect the current database information because no updates are pending. At this time, the point 
of consistency has been reached locally on a single IMS. This process must occur on every IMS in 
the IMSplex that is actively using the database. When all activity has been quiesced, a new recovery 
point is recorded.
You can create a point of consistency on a database without making the database unavailable to 
applications by using a new form of the existing type-2 UPDATE command (for example, UPDATE 
DB START (QUIESCE)). This command quiesces all work in progress so that a new recovery point 
can be created for a database while it is actively in use in the IMSplex.
This enhancement should reduce the complexity of establishing a recovery point for a database.  The 
reduced complexity should allow more frequent recovery points to be created for a database 
resource.  We see value to your business with this enhancement by requiring less complexity in 
establishing a recovery point.  Creating frequent recovery points could reduce the impact of an 
outage on a database since there would be less data to be processed during recovery. 
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Database Quiesce…

Creating a r ecover y poi nt  withoutwithout D atabase Quiesce…
– Issue /DB R on each IMS to establis h a r ecov ery point

– Each IMS wi ll rec or d a DE ALLOC tim e in the RECO N
– Databas e resource is closed and data sets are deallocat ed

– Check to make s ure the database or ar ea was s ucc essfu lly tak en offline on each IMS

– Issue /STA on each IMS to allow database to be us ed

– OPEN option on /STA com mand is r equir ed to alloc ate and open the data s ets
– Otherwise fir st acc ess will open the dat a sets

Improv ed 
Usabil ity

Improv ed 
Avai labil ity

Reduc ed
Com plexity

IMS

RECON
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IMS

Before going into the detail of quiesce, let’s look at an il lustration of the current process required to 
create a recovery point for a database resource.  In this picture there is a simple IMSplex with three 
different IMS systems in the DBRC sharing group.  The database resource is in use on the three 
different IMS systems.
First a user needs to take the resource offline.  To do this the /DBR command is issued for the 
resource and routed to each IMS or issued on each IMS.  On each IMS, the command checks for 
activity on the resource, if there is none then the command can be processed.  Each IMS will go to 
the RECON and record a DEALLOC time.  The database resource is closed and the data sets are 
deallocated.
Next the user needs to check to make sure that the command was successful on each IMS system.
Now a recovery point has been created for the database.
Finally the user needs to make the resource available online.  To do this the /STA command is 
issued for the resource and routed to each IMS or issued on each IMS.  On each IMS, the command 
makes the database available.  The database data sets are not allocated, and they are closed after 
the /DBR command.  The OPEN option would be required to allocate and open the data sets on the 
/STA command, otherwise the first access will open the data sets.
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Database Quiesce…

Creating a r ecover y poi nt  withwith D atabase Quiesce…
– Issue UPDAT E DB|A REA|DAT AGRP STA RT(QUIE SCE ) com mand

– Com mand is proc ess ed by one IMS (c omm and mast er) in the IMS plex
– Databas es and data s ets ar e not clos ed and deal loc ated
– Com mand waits for activ e us e of the r esourc e to reach a c omm it po int and then quiesc es the 

resourc e
– Coord inated across the IMS plex, OLDS ar e switc hed on each IMS by def ault
– RECO N updated by one IMS with c omm on DEALLOC timest amp on behalf of a ll the IMS 

systems
– New al loc ations for FP areas done on loc al IMS
– For FF databas es, a new A LLO C is cr eated at first databas e update after r eleas ing the 

quiesc e

– Com mand m aster c omm unicat es wit h IMS systems to make resource available again

Improv ed 
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This is an illustration of the process to create a recovery point for a database resource with Database 
Quiesce. In this picture there is a simple IMSplex with three different IMS systems in the DBRC 
sharing group.  The database resource is in use on the three different IMS systems.

To create the recovery point issue the quiesce command.  The command will be processed by a 
single IMS, the command master.  That command master will communicate with the other IMS 
systems to get the resource quiesced.  If there is current activity on the resource the command will 
wait for a point of consistency to be reached.  After that point the access on the database is stopped.  
The IMS systems will communicate back that the resource is quiesced.  The command master will 
update the RECON on behalf of all the IMS systems, creating a common DEALLOC timestamp. The 
OLDS are switched on each IMS (as the default).  After the quiesce point is reached, the quiesce on 
the resource is released.  When the quiesce is released then a new ALLOC will be recorded for 
DEDB areas.  No ALLOC is recorded for Full Function databases, instead, the first update access to 
the database will create a new ALLOC in the RECON. The command master communicates with all 
IMS systems to make the resource available again.
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Database Quiesce…
Two ty pes of Quiesce

–– Quiesce and Hold Quiesce and Hold -- UPDATE DB| AREA|D AT AGRP UPDATE DB| AREA|D AT AGRP 
STAR T(QUIESC E) OPTION(HOLD)STAR T(QUIESC E) OPTION(HOLD)

– Reach the qui esce point and keep th e resource qu iescedkeep th e resource qu iesced
– Allows  IC utilities  to be run after  DB has  been qui esced
– Must issue UPD AT E D B|AREA|DAT AGR P ST OPST OP( QUIESC E) to rel ease the 

quiesce

–– Quiesce and Go Quiesce and Go -- UPD ATE DB| AREA|D AT AGRP STAR T(QUIESC E)UPD ATE DB| AREA|D AT AGRP STAR T(QUIESC E)
–– ReachReach the qui esce point and releaseand release the qui esce in a sing le commandin a sing le command
– Used to q uickl y es tablish a new r ecover y poi nt for a resource

– Coul d be issued befor e r unni ng a concurr ent i mage copy usi ng IC 2
– Onl y a small amount of  updates would need to be applied to 

restore DB to this  poi nt i n ti me 

Improv ed 
Usabil ity

Improv ed 
Avai labil ity

Reduc ed
Com plexity

Rem em ber:Rem em ber:
DISP=SHR required for DISP=SHR required for 

batch image c opies as data batch image c opies as data 
set wi ll be set wi ll be 

allocat ed & openallocat ed & open

The quiesce function will be implemented with two different forms of quiesce.  A quiesce and hold 
and a quiesce and go type of command. 

The quiesce and hold will allow the database resource to be quiesced and stay in the quiesce state.  
This would allow utilities l ike IC2 to be run against the quiesced resource.  To release the quiesce, a 
second command must be issued.  This would be similar to issuing a /DBR or /DBD today then 
running utilities and then issuing a /STA command to allow normal access to the resource to resume. 
This process will create a recovery point for the database which doesn’t require any logs to be 
applied to recover the database. Note that in order for image copies to be allowed to execute when 
the database or area is in a QUIESCE HELD state, the DISP for the dataset to be copied must be 
DISP=SHR (instead of DISP=OLD) for batch image copies since the dataset is open and allocated to 
the online IMS subsystems.

The quiesce and go is a way of quickly creating a new recovery point for a database resource and 
then making the resource available again immediately in a single command execution. The quiesce 
and go may be used for example when a recovery point is created outside of the normal recovery 
period, when there is more activity on the IMS system.  After the quiesce and go has completed, a 
concurrent image copy of the database could be started using IC2.  This process will create a 
recovery point for the database which only requires a small amount of updates to be applied, from the 
point after the quiesce until the image copy, to restore the database to this point in time.
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Database Quiesce…

Databases  can be q uiesced when applications reach a syncapplications reach a sync--pointpoint
–– IMS holds applications at that pointIMS holds applications at that point until the quiesce is released

Qui esce ““all or noneall or none””
– All resources s pecified on the c omm and will be quiesc ed toget her

– If any of the r esources cannot be quiesc ed, the entir e l ist wi ll fai l 

Qui esce will have a timeout valuetimeout value
– Timeout will occur after 30 sec onds30 sec onds if the r esourc e is not qu ies ced

– User c an overr ide the timeout va lue on t he comm and 

– User c an overr ide the default of 30 seconds in the DFSCG xxx or DFSDFxx x PRO CLIB m em bers

– DBQUIE SCETO=1- 999 seconds

Improv ed 
Usabil ity

Improv ed 
Avai labil ity

Reduc ed
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Applic ationsApplic ations
using PSB s wit h updat e using PSB s wit h updat e 

intent intent 
for the resource wil l be for the resource wil l be 

quiesc edquiesc ed

When the quiesce function is invoked, the point of consistency is reached when all updates that are 
in progress are committed. After all updates are committed, and stored on DASD, the database data 
sets reflect the current database information because no updates are pending. At this time, the point 
of consistency has been reached locally on a single IMS. This process must occur on every IMS in 
the IMSplex that is actively using the database. When all activity has been quiesced, a new recovery 
point is recorded. During the time that the database is quiesced, only read-only applications can 
access the database. All other applications are held at the time when they attempt to access the 
database with a DL/I call, until the quiesce is released. Batch jobs with update access or above will 
fail authorization while the database is quiesced. 
When the quiesce is released, the applications are able to access the database again. The quiesce 
leaves the database data sets in the same state that they were in at the start of the quiesce process.

The DFSCGxxx PROCLIB member and the COMMON_SERVICE_LAYER section of the DFSDFxxx 
PROCLIB member are updated with the new DBQUIESCETO keyword, where you can specify the 
maximum amount of time (from one to 999 seconds) to allow a database quiesce process to 
complete before timing out. The default value is 30 seconds.
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Database Quiesce…

Exampl e of Quiese and hol d for  a database

Improv ed 
Usabil ity
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Reduc ed
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File  Action  Manage resources  SPOC  View  Options  Help       
IMS11                    IMS Single Point of Control            
Command ===>

Plex . .        Route . .            Wait . .
Response for: UPDATE DB NAME(DBXYZ) START(QUIESCE) OPTION(HOLD)

DBName   MbrName    CC
DBXYZ    IM02        0
DBXYZ    IM01        0
DBXYZ    IM03        0

UPDATE DB NAME(DBXYZ) START(QUIESCE) OPTION(HOLD)

File  Action  Manage resources  SPOC  View  Options  Help       
IMS11                    IMS Single Point of Control            
Command ===>

Plex . .        Route . .            Wait . .
Response for: QRY DB NAME(DBXYZ) SHOW(STATUS)                   
DBName   MbrName    CC TYPE LclStat                                             
DBXYZ    IM02        0 DLI ALLOCS,OPEN,QUIESCED
DBXYZ    IM01        0 DLI ALLOCS,OPEN,QUIESCED
DBXYZ    IM03        0 DLI ALLOCS,OPEN,QUIESCED

QRY DB NAME(DBXYZ) SHOW(STATUS)

There are three IMS systems in the IMSplex, IM01, IM02, and IM03.  
The TSO SPOC was used to issue the quiesce and hold command.   
The output of the command shows it was successful on three IMS systems.
After the quiesce and hold was performed a QUERY command was issued to display the status of 
the database resource.  
The command shows that the resource is quiesced, but notice that the database is sti ll  allocated and 
open.  This is because the quiesce doesn’t deallocate the database data sets or close the database 
data sets.
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Database Quiesce…

Exampl e of Rel easing the Quiese
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File  Action  Manage resources  SPOC  View  Options  Help       
IMS11                    IMS Single Point of Control            
Command ===>

Plex . .        Route . .            Wait . .
Response for: UPDATE DB NAME(DBXYZ) STOP(QUIESCE)

DBName   MbrName    CC
DBXYZ    IM02        0
DBXYZ    IM01        0
DBXYZ    IM03        0

UPDATE DB NAME(DBXYZ) STOP(QUIESCE)

File  Action  Manage resources  SPOC  View  Options  Help       
IMS11                    IMS Single Point of Control            
Command ===>

Plex . .        Route . .            Wait . .
Response for: QRY DB NAME(DBXYZ) SHOW(STATUS)                   
DBName   MbrName    CC TYPE LclStat                                             
DBXYZ    IM02        0 DLI ALLOCS,OPEN
DBXYZ    IM01        0 DLI ALLOCS,OPEN
DBXYZ    IM03        0 DLI ALLOCS,OPEN

QRY DB NAME(DBXYZ) SHOW(STATUS)

Now release the quiesce on the resource by issuing another UPDATE command.     
The output of the command shows it was successful on three IMS systems.
After the quiesce and hold was released, a QUERY command was issued to display the status of the 
database resource.  
The command shows that the resource is allocated and open.
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Database Quiesce…

TypeType--11 DISPLAY commands  ar e enhanced to show database s tatus after q uiesce
–– DIS DB/ AREADIS DB/ AREA QS C
–– DIS DB ST ATUSDIS DB ST ATUS

–– DIS STATUSDIS STATUS

Improv ed 
Usabil ity

Improv ed 
Avai labil ity

Reduc ed
Com plexity

File  Ac tion  Manage  resou rces  SPOC  View  Option s  Hel p       
IMS11                    I MS Sin gle Po int of  Contr ol            
Command  ===>

Plex . .         Rout e . .            W ait . .
Log for  . . :  DIS D B QSC               

IMSplex . . . . . : IMS11                
Routing . . . . . :
Start ti me. . . . : 2008.2 55 16: 02:18. 08 
Stop tim e . . . . : 2008.2 55 16: 02:18. 09 
Return c ode . . . : 000000 00             
Reason c ode . . . : 000000 00             
Reason t ext . . . :                      
Command master . . : IM0A                 

MbrName  Messa ges
IM0A     DATAB ASE TY PE TOTAL UNUSED TOTAL UNUSED ACC CONDITIO NS
IM0A     DBXYZ 1   DL /I UP ALLOCS,Q UIESCI NG
IM0A DBXYZ 3   DL /I UP ALLOCS,Q UIESCE D

DIS DB Q SC

The following Type-1 commands are enhanced to show quiesce status for a database resource:
•DIS AREA with QSC attribute – displays all FP areas that have status of ‘quiescing’ (indicating 
quiesce in progress) or ‘quiesced’ (indicating the resource is quiesced) 
•DIS DB with QSC attribute – displays all databases that have status of ‘quiescing’ (indicating 
quiesce in progress) or ‘quiesced’ (indicating the resource is quiesced) 
•DIS DB STATUS
•DIS STATUS 

The command specified in the example is to show database resources that have status of ‘quiescing’
or ‘quiesced’.
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Database Quiesce…

Quiesce flagsflags set in the RECON

– ‘‘Quiesce in progressQuiesce in progress’’ f lag 

– Prev ents authorization f rom batch update or utilities
– Prev ents the initiation of  HALDB online reorganization (OLR)

– Gets set by  both “Quiesce and Go” and “Quiesce and Hold”

–– ‘‘Quiesce heldQuiesce held’’ f lag

– Image copy  utilities can run
– All other utilities will f ail authorization

– Gets set only  by  the “Quiesce and Hold” f orm of the command

Improv ed 
Usabil ity

Improv ed 
Avai labil ity

Reduc ed
Com plexity

When quiesce is started, with either form of the command, the ‘Quiesce in progress’ flag in the 
RECON will be set on. While the flag is on, any new batch update or uti li ty authorization of the 
database or area will be prevented.  All online IMS subsystems including update access and batch 
jobs requesting read access will be allowed authorization.  All util ities will fail authorization.  Batch 
jobs with read access only and online IMS subsystems with read access only will be allowed access 
to the database or area. IMS systems which didn’t participate in the quiesce will be allowed 
authorization but will be prevented from accessing the database or area while the flag is on in the 
RECON data sets.   

Also the quiesce function will not be allowed during integrated HALDB online reorganization (OLR).  
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Database Quiesce…

For DBRC registered databasesDBRC registered databases the quiesce point isis recorded in the 
RECON

– Same DEALLOC timestamp is recorded f or all open ALLOC records by
a single IMS

– For DEDB Areas, a new ALLOC is created

– For Full Function Databases, a new ALLOC is created at f irst database 
update af ter releasing the quiesce

– New USID/DSSN created af ter quiesce point is reached

For nonnon--registered databasesregistered databases the quiesce point is notis not recorded in the 
RECON

– A ty pe x’4C’ log record is created f or databases, x’59’ f or areas

– Af ter the log record is created, recov ery  point is recorded in the 
RECON

Improv ed 
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The quiesce point will be a common DEALLOC ti me i n the RECON for all open ALLOCs.
When the quiesce is achieved any open ALLOC r ecord i n the R ECON data sets  is updated.  The open ALLOC record will be 
closed with a DEALLOC time which corresponds to the point the quiesce was achi eved acr oss the IMSplex.  The closed 
ALLOC record will show that the deallocati on was the r esult of a quiesce command. 

When the quiesce is reached, the command master will update the open ALLOCs in the RECON on behalf of all the IMS 
systems.
When the quiesce is released (either quiesce and go or rel ease of quiesce after qui esce and hold) then a new ALLOC will be 
recorded for DEDB Areas.  No ALLOC is recorded for Full functi on databases, ins tead the first access to the database will 
create a new ALLOC in the RECON.

If the database is not register ed with DBRC, then the assumption is that it is not bei ng shared with other sys tems.  Since it is
not being shared, there is no coordination.  Also since there is no RECON to update the quiesce point can only be recor ded 
on the log.  When the quiesce has caused a poi nt of consistency to be reached, a log record is created.  The type X’4C’ log 
record is created for databases.  The type X’59’ log record is created for areas .  T he l og records are used by each participant 
in the quiesce to note that the database has been qui esced.  After the log record is created, the recover y point  is recorded in 
the RECON data sets .  
When a quiesce and hold had been issued, the quiesce status is mai ntai ned acr oss restarts of IMS.  A call is made to DBRC 
during restart processing to recover the s tatus.
The quiesce point will be a common DEALLOC ti me i n the RECON for all open ALLOCs.
When the quiesce is achieved any open ALLOC r ecord i n the R ECON data sets  is updated.  The open ALLOC record will be 
closed with a DEALLOC time which corresponds to the point the quiesce was achi eved acr oss the IMSplex.  The closed 
ALLOC record will show that the deallocati on was the r esult of a quiesce command. 

When the quiesce is reached, the command master will update the open ALLOCs in the RECON on behalf of all the IMS 
systems.
When the quiesce is released (either quiesce and go or rel ease of quiesce after qui esce and hold) then a new ALLOC will be 
recorded for DEDB Areas.  No ALLOC is recorded for Full functi on databases, ins tead the first access to the database will 
create a new ALLOC in the RECON.

If the database is not register ed with DBRC, then the assumption is that it is not bei ng shared with other sys tems.  Since it is
not being shared, there is no coordination.  Also since there is no RECON to update the quiesce point can only be recor ded 
on the log.  When the quiesce has caused a poi nt of consistency to be reached, a log record is created.  The type X’4C’ log 
record is created for databases.  The type X’59’ log record is created for areas .  T he l og records are used by each participant 
in the quiesce to note that the database has been qui esced.  After the log record is created, the recover y point  is recorded in 
the RECON data sets .  
When a quiesce and hold had been issued, the quiesce status is mai ntai ned acr oss restarts of IMS.  A call is made to DBRC 
during restart processing to recover the s tatus.
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Database Quiesce…

Sof tware prerequisites

–– Common Service LayerCommon Service Layer (OM, RM, SCI)

– RM with resource structure recommended but not required
– RM is used to coordinate the quiesce process across the IMSplex

– RM is not required (RMENV=N) when using the DB quiesce 
f unction in a single-IMS IMSplex

–– MINVERS(MINVERS(’’11.111.1’’)) must be set in RECON

Improv ed 
Usabil ity

Improv ed 
Avai labil ity

Reduc ed
Com plexity

Restrictions:Restrictions:
MSDB and GSAM MSDB and GSAM 
are not supported.are not supported.
TypeType-- 1 com mand 1 com mand 

cannot initiate quiescecannot initiate quiesce

The CSL Resource Manager (RM) is required when using the DB quiesce function in a multi-IMS 
IMSplex. An RM resource structure is recommended, but not required. RM is not required 
(RMENV=N) when using the DB quiesce function in a single-IMS IMSplex.
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ACBLIB Usability Enhancements

The AC BLIB Usability  enhancements enable y ou to:

– Load the ACB members into 6464--bit storagebit storage

– Applies to NonNon--resident PSBs resident PSBs and DMBs DMBs (DED Bs are not 
loaded into 64-bit)

– Reducing read I/O to the ACBLIB data set 

– Create DFSMD ADFSMD A m embers f or the dynamic allocationdynamic allocation of  the 
ACBLIB datasetsACBLIB datasets

– A Restart of  IMS is no longer required to:
– Increase the size of  the ACBLIB data sets 
– Correct errors with the inactiv e ACBLIB
– Add additional data sets to the ACBLIB concatenation

Improv ed 
Usabil ity

Improv ed 
Avai labil ity

Improv ed 
Perform ance

These enhancements add options to:
•Load the ACB members into 64-bit storage. At application scheduling time, the ACB members are
retrieved from 64-bit storage rather than from the ACBLIB data set (unless they are not currently in 
the 64-bit cache). This option reduces the amount of read I/O to the ACBLIB data set. By changing 
the resident option for a PSB, the user could have a smaller resident pool and also realise some CSA 
reduction. There will be no performance degradation at scheduling since the PSB is retrieved from 
the 64-bit pool.

•Use the Dynamic Allocation macro (DFSMDA) macro to create DFSMDA members for the dynamic 
allocation of the ACBLIB data sets. You can specify how the ACBLIB data sets are allocated with 
either JCL or DFSMDA members. DFSMDA members provide the following benefits: 

•You can increase the size of the ACBLIB data sets without stopping and restarting IMS. 
•You can correct errors with the inactive ACBLIB without stopping and restarting IMS. 
•You can add additional data sets to the ACBLIB concatenation without stopping and 
restarting IMS.

The dynamic allocation of the ACBLIB data sets and the 64-bit storage pool for ACB members is 
supported in the following online IMS system configurations: DB/TM, DBCTL, DCCTL, XRF, and 
FDBR. Dynamic allocation of ACBLIB datasets and the 64-bit storage pool for ACB members are not 
supported in IMS batch.
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Dynamic Allocation of ACBLIB data sets

To implement DFSMDADFSMDA members f or the dyna mic allocationdyna mic allocation
of  the ACBLIB datasets :ACBLIB datasets :

– Create a DFS MDA membe r for each of t he I MSACBAI MSACBA and  I MSACBBI MSACBB data set 
concatenations

– Remove the I MSACBA and I MSACBB JCL statements f rom the I MS JCL & DL/I 
SAS procedures

Improv ed 
Avai labil ity

Improv ed 
Usabil ity

Example: /DIS  MODIFY changed to show status of  “U” for unallocated  data 
sets:

DFSMDA TYPE=INITIAL 
DFSMDA TYPE=IMSACBA
DFSMDA TYPE=DATASET,DSNAME=IMS.ACBLIB1
DFSMDA TYPE=DATASET,DSNAME=IMS.ACBLIB2
DFSMDA TYPE=FINAL
DFSMDA TYPE=INITIAL 
DFSMDA TYPE=IMSACBB
DFSMDA TYPE=DATASET,DSNAME=IMS.ACBLIB3
DFSMDA TYPE=DATASET,DSNAME=IMS.ACBLIB4
DFSMDA TYPE=FINAL

LIB RARY  IMSACB A  (A)   IMS. ACBLIB 1             
(A)   IMS. ACBLIB 2

LIB RARY  FORMAT A  (A)   IMST ESTG.M FS.FOR MAT1  
(A)   IMST ESTG.M FS.FOR MAT2        
(A)   IMSQ A.FMT1                   

LIB RARY  MODBLK SA (A)   IMSB LD.I11 ATS17. COMBLK S1    
LIB RARY  IMSACB B  (U)   IMS. ACBLIB 3             

(U)   IMS. ACBLIB 4
LIB RARY  FORMAT B  (I)   IMST ESTG.M FS.FOR MAT3  

(I)   IMST ESTG.M FS.FOR MAT4        
(I)   IMSQ A.FMT1                   

LIB RARY  MODBLK SB (I)   IMSB LD.I11 ATS17. COMBLK S2    
DIS PLAY M ODIFY COMPLE TE *08 003/11 0121*   SYS3

The /DIS MODIFY command is changed to show the inactive ACBLIB libraries when MDA members 
are used. IMS will dynamically allocate the Active ACBLIB during initialization and will deallocate it 
during Online Change. The inactive ACBLIB datasets are not allocated until an OLC process. The 
datasets will show a status of “U”. This indicates that these datasets are unallocated.
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ACBLIB members in 64-bit storage

To implem ent ACBLIB membersACBLIB members in 6464--bit storage:bit storage:
– Define the ACBIN 64 ACBIN 64 pa ramete r in the new D AT AB ASE SECTIONnew D AT AB ASE SECTION in the 

DFSDF xxxDFSDF xxx PROCLIB membe r
– Allocation 1-999(nnn) is in gigabytes 

– Example: <SECTION=DATABASE>   
ACBIN64=1

Scheduling
• At first scheduling, a PSB and any DMBs get loaded in the non -resident pool

• These members are also loaded  in  64also loaded  in  64--bitbit
•• Next sc hedulingNext sc heduling, the me mber is retriev ed fr om 64retriev ed fr om 64 --bi t storagebi t storage instead of 

reading it from ACBLIB
• OLC will delete the ACB members in 64-bit

New Qu ery Poo lQu ery Poo l command and 4515 log record prov ide usage 
statistics

QRY POOL TYPE(ACBIN64) SHOW(ALL)

Improv ed 
Avai labil ity

Improv ed 
Usabil ity

The allocation quantity is in gigabytes. 
The QUERY POOL command is a new command for IMS 11. It will be used to display statistics for 
IMS storage pools. This command will be used to display the storage util ization statistics for the 64-
bit ACB pool. It will also display statistics for other IMS pools such as the Fastpath buffer pool. The 
4515 log record contains the same statistics that are displayed on the QRY POOL command.
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Database RAS Enhancements

Database Reliabil ity , Av ailability  and Serv iceability  enhancements:

–– GSAM X RS TGSAM X RS Twith an e mptye mpty GSA M output data set 

– If the dataset is empty restart will get a U0102 ABE ND, reason code 
‘C4C30001’

– Preventing possible data and p roductivity losses

– Update to I MS ABEND 0845
–– New New message DFS1058EDFS1058E will be issued prior to abend with reason code 

and problem e xplanation
– Reason code can be used to find the issuing module 

– Time to resolve 0845 abends should be shorten ed

Improv ed 
Rel iabi lity

Improv ed 
Serviceabi lity

Improv ed 
Avai labil ity

This improvement prevents you from accidentally pointing to an empty GSAM dataset when you 
need to do an extended restart (the XRST command). During GSAM XRST processing, a check is 
made to determine if the GSAM output dataset to be repositioned is empty. If the dataset is empty 
and the abending job had previously inserted records to the dataset, the restart job will issue an U102 
abend with the new reason code ‘C4C30001’. 
Prior to issuing a U0845 abend, the DFS1058E message will be issued, listing the reason code and a 
short explanation of the problem. The reason code will also be returned in Reg 1 of the ‘Registers at 
Abend’. The reason codes have been changed and can now be used to identify the abending 
module. 
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OLR Performance Enhancements
Online Reorganization (/OLR)(/OLR) f or HALDBs PerformancePerformance
Enhancem ents:

– OLR VSA M KSDS S equential Access

– Skip GNP Call for Root -only DB

– Reduce use of the data set bus y (ZID) loc k during OLR

– Elim inating the block (BID) lock for ILDS updates

– Reduce Log reco rds generated  during OLR

– OLR Loc king Loo kaside

These items should reduce CPUreduce CPU and elapsed timeselapsed times as well as log log 
volumesvolumes

Reduc ed 
Elapsed Tim e

Improv ed 
Perform ance

OLR VSAM KSDS Sequential Access: OLR is enhanced to take adv antage of the VSAM sequential access
option when issuing KSDS GET requests to retriev e sequentially f rom the input data set(s).  This results in 
reduction in CPU and elapsed time. 
Skip GNP Call for Root-only DB: For a root-only database, there is no reason to issue the GNP call since 
there is no dependent segment to be read.  Skipping the GNP call sav es CPU and elapsed time. 
Reduce use of the data set busy (ZID) lock during OLR: For a PHIDAM partition undergoing reorganization 
by OLR the updates for the primary index (KSDS) can be sav ed f or insertion at the end of the unit of 
reorganization (UOR). By sav ing all the KSDS updates until the end of the UOR, the usage of the ZID lock f or 
the primary index can be UOR changed. The change will be to obtain the ZID once before starting to insert all 
the saved primary index updates, and then released once. When the UOR cov ers many roots, many ZID lock 
requests will be eliminated which will result in a reduction of CPU usage and elapsed time.
Eliminating the block (BID) lock for ILDS updates: For a HALDB partition with logical relationships the 
updates for the  indirect list dataset (ILDS) by OLR do not need to obtain the block  (BID) lock. The BID lock is 
used f or serialization of the updates to  a block across IMS data sharers. Howev er the design of HALDB doesn't 
allow the ILDS to be updated by more than one IMS at a time. Theref ore the BID lock does not need to be 
obtained. Howev er the ZID lock needs to be obtained in order to notify other IMS data sharers in the case of 
CI/CA splits. To reduce the use of the ZID lock during OLR, the updates f or the ILDS can be saved for insertion 
at the end of the UOR. The ZID lock will be obtained once before starting to insert all the  saved ILDS updates, 
and then released once. When the UOR cov ers many to the ILDS, many ZID lock request will be eliminated 
which will result in a reduction of CPU usage and elapsed time. 
Log reduction: For a HALDB partition undergoing OLR, the database update log records (ty pe '50'x) will be 
consolidated when possible into full block updates.  By combining all the updates f or a full block into a single 
ty pe '50'x log record, many of the small type '50'x log  records will be eliminated.  This will result in a reduction 
in the log v olume generated by OLR. 
Lock reduction: Whenever a lock request is made by the OLR owning region, a lookaside operation is 
perf ormed. The lookaside function will determine if this is a new, or already owned, lock. If this is a new lock, 
normal processing to call IRLM to get the lock is performed. If this is a lock that is already owned, the lock 
manager returns to the caller. The savings in path length by optimizing the lock manager out of the call f low 
results in reduction in CPU and elapsed time. 
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Fast Path 64-bit Buffer Manager

Enhanced F as t Path 64- bit buffer manag er autonomicallyautonomically allocates and 
manages the F P buffer pools  for

– DEDBs, MSDBs and Syst em Ser vic es

– Elim inates the need to define buffer pools during s ystem definition

New 6464--bit opt ionbit opt ion for  IM S F ast Path DEDBDEDB users
– Exploits 64-b it storage f or DE DB buffers

– Other buffers continue to be m anaged in E CSA
– The number and s ize of the subpools is bas ed upon the number of DE DB ar eas wit h each 

unique CI siz e
– Buffer pool is br oken into one or mor e subpools  
– Each s ubpool is a diff erent buffer s ize
– Sizes are deter mined aut omat ica lly

Impr oves availabilit yavailabilit y by
– Providing E CSA r elief

– No need to rec ycle IMS to alt er FP buff er pool attributes
– Reduc es U1011 abends due to E CSA fragmentation

Improv ed
Avai labil ity

Improv ed 
Usabil ity

The Fast Path 64-bit buffer manager autonomically controls the number and size of Fast Path buffer 
pools, including buffer pools for data entry databases (DEDBs), main storage databases (MSDBs), 
and system services, which eliminates the need for users to manually set buffer pool specifications 
during system definition. The Fast Path 64-bit buffer manager also places the DEDB buffer pools 
above the bar in 64-bit storage, which reduces the usage of ECSA storage. Fast Path buffer pools for 
MSDB databases, buffers for inserting sequential dependent (SDEP) segments, buffers for system 
services, and buffer headers continue to be managed in ECSA storage. The existing mechanism for 
managing Fast Path buffer pools, which places all Fast Path buffer pools in 32-bit ECSA storage 
below the bar, requires the number and size of buffer pools to be set during system definition by 
using the DBBF, DBFX, and BSIZ execution parameters. After IMS is started, the number and size of 
the Fast Path buffer pools cannot be changed without stopping and restarting IMS.
If a database is added to the online IMS system and none of the active buffer subpools can 
accommodate the CI size of the database, the Fast Path 64-bit buffer manager allocates a new buffer 
subpool of the appropriate size.
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Fast Path 64-bit Buffer Manager …

Fast Path 64-bit Buff er Manager is optionaloptional and can be turned 
on/off across a Cold StartCold Start

– The FPBP64=Y|NFPBP64=Y|N pa ramete r

– Is defined in the DFSDFxxx pr oclibDFSDFxxx pr oclib membe r 
– Is located in the (new) section <<SECTIONSECTION=FAS TPATH>=FAS TPATH>

–– StatisticsStatistics can be displayed using new t yp et yp e--22 command:

–– QUERY P OOL TYPE(FPBP64) S HOW(ALL)QUERY P OOL TYPE(FPBP64) S HOW(ALL)

Improv ed
Avai labil ity

Improv ed 
Usabil ity

The Fast Path 64-bit buffer manager is enabled by the parameter, FPBP64, in the 
<SECTION_FASTPATH> of the DFSDFxxx PROCLIB member.
When the Fast Path 64-bit buffer manager is enabled: 
•Database administrators can improve the performance of their DEDB databases by changing the CI 
size of databases, without having to adjust the buffer sizes to match. If no buffer subpools are active 
that can accommodate a new or changed CI size, the Fast Path 64-bit buffer manager automatically 
allocates a buffer subpool with the correct CI size.
•Users can display statistics for Fast Path buffers by issuing the new IMS type-2 command QUERY 
POOL TYPE(FPBP64) SHOW(ALL). 
•Multiple application programs can access the overflow buffers (specified with the OBA parameter) in 
parallel.
The values specified on the overflow buffer allocation (OBA) parameter and on the normal buffer 
allocation (NBA) parameters affect the Fast Path 64-bit buffer manager. Combined together, they 
determine the maximum number of buffers that the Fast Path 64-bit buffer manager can allocate to a 
dependent region.
Users can display statistics for Fast Path buffers by issuing the new IMS type-2 command QUERY 
POOL TYPE(FPBP64) SHOW(ALL).
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Fast Path Usability and Serviceability

Allow the user to Open DEDB AreasOpen DEDB Areas with typetype--2 commands 2 commands 
–– UPD UPD DBDB NAME (DEDB001) S TART(ACCESS ) NAME (DEDB001) S TART(ACCESS ) OP TI ON(OPEN)OP TI ON(OPEN)

– Opens all areas for DEDB001
–– UPD UPD ARE AARE A NAME (AREA0102 ) S TART(ACCESS) NAME (AREA0102 ) S TART(ACCESS) OP TI ON(OPEN)OP TI ON(OPEN)

– Opens area  AREA0102
– Opens DEDB a reas e ven if the are a is not registered to DBRC as 

PREOPEN

Improv e problem determination of  abend U1026 when the abend is 
triggered by  use of PROCOPT=GOx

– New subcode ‘5A’ added to U1026
Improv e problem determination of  CICS U0035 abend, by  making 
the area name easily  accessible in the x’6705’ log record
Remov e unneeded MSDB re lated messages (DFS2555I, DFS2716I) 
when MSDBs are not def ined in the system
Reduce ov erhead due to GETMAIN/FREEMAIN calls of FP segment 
workareas when an MPP is rescheduled

– Worka rea storag e is retained across a reschedule

Improv ed
Serviceabi lity

Improv ed 
Usabil ity

The IMS Fast Path usability and serviceability enhancements provide IMS customers with additional ways to 
open DEDB areas by using UPDATE DB and UPDATE AREA ty pe-2 commands. Currently /STA area does not 
open DEDB area logically. With this enhancement, UPD AREA and UPD DB commands can open area logically 
and sav e time at first access of applications. By using the UPDATE commands, Fast Path customers can open 
DEDB areas even if the area is not registered to DBRC as PREOPEN. The DEDB area open process still 
requires DBRC authorization. The following commands are affected by this enhancement: 
•The OPTION(OPEN) key word on the UPDATE DB command is enhanced to work with Fast Path DEDB areas. 
Prev iously, this key word worked only with f ull-function databases.
•A new key word, OPTION(OPEN), is added to the sy ntax and parameter descriptions of the UPDATE AREA 
command.
Sev eral enhancements are related to troubleshooting and enable both IMS customers and IMS Service to more 
efficiently resolve problems that are related to Fast Path. 
Problem determination time is reduced by adding a new subcode ‘5A’ to ABEND1026 when it’s issued due to 
PROCOPT=GOx.
Add area name to CICS abendu0035 for problem determination - In analy zing a CICS U0035 which was 
due to a DEDB area being closed out f rom under a CICS thread, it was more difficult than needed to find the 
Area Name.  In IMS 11 the area name is added to the x'6705' log record.

Remove MSDB related messages when no MSDBs - Remove these MSDB related messages. When RG 
suff ix does not have MSDB suffix or there is no MSDB def ined in MSDBINIT, these messages are issued. 
DFS2555I NO SUFFIX FOR MSDB MEMBER DEFINED PC               

DFS2591I NO MSDB HEADERS FOUND, IMAGE COPY LOAD IGNORED PC  
DFS2716I NO MSDBS FOUND - NO MSDB CHECKPOINT TAKEN PC 

Reduce GETMAIN/FREEMAIN calls during MPP reschedule process - During each schedule of a dependent 
region, storage is obtained for a DBFSEG workarea. For IFPs and BMPs, this is acceptable.  But for MPPs, 
which can continue to reschedule while the region is up, this causes performance hits due to the 
FREEMAIN/GETMAIN overhead. This enhancement changes the processing so the DBFSEG storage is 
retained across a reschedule. The storage is released if the dependent region terminates, or the existing 
DBFSEG storage is not large enough f or the new DBFSEG blocks. 
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System
Enhancements

The IMS System Enhancements support by IMS TM and IMS DB users 
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IMS Connect Enhancements

IMS Connect has sev eral enhancements addressing usabilityusability and 
serviceabilityserviceability:

– DATASTORE level super membe r

– Message HWSP141 0W Enhancement

– Single SSL Port Restriction

– User Defined Message without soc ket disconnection

– Improve reliability of Recorde r Trace

– TCP/IP Keep Alive specified for port

– Port Input / Output Edit E xit to modify input & ou tput messages

Improv ed 
Serviceabi lity

Improv ed 
Usabil ity

IMS Connec t Enhancements – several enhancements for user requirements, usability and ser viceability.

DATASTORE level super memb er – The current IMS Connec t support for the OTMA super member featur e allows 
customers to specify only one super member name for each ins tance of IMS Connect. All datastore connec tions  from IMS 
Connect mus t use the same super member name. Cus tomers would li ke IMS Connect to support  multiple super member 
names, so that, within a single ins tance of IMS Connect, different groups  of client applicati on programs can use different 
super members. With this enhancement,  the super member name can be specified at the connection level so that customers 
can group client applications by the super member name that theyshare.

Message HW SP1410W  Enhancement - IMS C onnect reports errors when freei ng storage with message HWSP1410W.  
This message reports  the error return code, type of storage and the modul e that encountered the error.  To further aid 
problem determi nati on, the address of the s torage is added to this message. 

Single SSL Port Restriction - IMS C onnect does not support multipl e SSL ports i n an IMS Connec t instance.   Through this 
enhancement, IMS Connect will restrict users from specifying more than one SSL port in the IMS Connect configuration 
member to prevent user errors that will result  in potential failure in the Language Environment.

User Defin ed Messag e without socket disconnection – This allows  customers to modify the user message exit to send a
user defined message back to the client application as a repl y to the input message with the request to keep the socket 
connected. 

Recorder Trace:
•Impr oved IMS C onnect product reliability by reducing system outages  caused by an ABENDS0C 4 in the Recorder Trace 
process.  
•Eliminate R ecorder Trace dataset full conditions and the resulting loss of diagnostic data.
•Impr ove the reliability of diagnos tic information to shorten or str eamline the pr oblem determination process .
•Allow the user more flexibility and control over the amount of diagnostic data recorded.

TCP/IP Keep Alive - Allow IMS C onnect customers to set the TCP/IP KeepAlive val ue at the Port level to override the default 
stack value.   

Port Input/Output Edit Exit - Provide IMS Connec t cus tomers with the ability to modify input messages r ecei ved from 
TCP/IP before IMS Connect processes them and output messages after IMS C onnect has compl eted processi ng before they 
are passed to TCP/IP.  
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IMS Connect Enhancements…

IMS Connect has sev eral enhancements addressing usabilityusability and 
serviceabilityserviceability…

– Display command enhancements

– OTMA CM0 (Commit-Then-Se nd) ACK timeo ut support

– IMS T M Resou rce Adapter Gene rated Clientid

– MAXS OC warning messages before limit is reached

– Cancel Client ID to cancel and re-establish a socket connection 

– TCP/IP Auto Reconnect when net work failed and resta rted

Improv ed 
Serviceabi lity

Improv ed 
Usabil ity

User m ess age ex its User m ess age ex its 
HWSIMSO 0 and HWSIMSO 0 and 
HWSIMSO 1 are HWSIMSO 1 are 

removed in IMS 11removed in IMS 11

IMS Connect Enhancements – sev eral enhancements for user requirements, usability and serv iceability…

Display Command Enhancements – Prov ide a “summary ”v ersion of the VIEWHWS & QUERY MEMBER 
commands that will only report the summary information for PORTs without the potentially large amounts of 
indiv idual socket displays. The addition of the Datastore last accessed to the client inf ormation displayed will 
allow customers to determine to which IMS that request was sent.

OTMA CM0 ACK Timeout Support - Enable IMS Connect customers to specify the name of the Queue to be 
used by OTMA f or rerouting any CM0 messages that timeout, while waiting f or the ACK rather than using the 
OTMA def ault queue name.  

IMS TM Resource Adapter Generated Clientid - Eliminate the requirement that customers use different IMS 
Connect PORTs f or instances of distributed WAS when using ITMRA (IC4J) Shareable Persistent sockets. 
Generate the HWSxxxxx clientid if none is prov ided.  To be exploited by corresponding IMS TM Resource 
Adapter change.

MAXSOC Warning - Prov ide IMS Connect customers with warning messages before the max socket limit is 
reached.  Prov ide the ability to specify the warning lev el to start issuing the warning messages. 

Cancel Client ID - Provide IMS Connect customers with the ability to cancel an existing socket connection and 
establish a new socket connection with the same Client Id.  

TCP/IP Auto Reconnect - Eliminate operator intervention to re-establish the connection to the TCP/IP network 
where the network has f ailed and restarted during an instance of the IMS Connect.

Removal of Obsolete User Message Exits - Eliminate the non-source (OCO) User Message Exits 
(HWSIMSO0 & HWSIMSO1) that hav e been functionally stabilized and are not modifiable by customers.  Exits 
are replaced by HWSSMPL0/1. 
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User Exit Interface Enhancements

Enhancem ents f or selectedselected IMS Control Region user exits
–– Multi ple ins tancesMulti ple ins tances of a user exit typeuser exit type can be defined

– User exit mod ules can be refreshedrefreshed while IMS is active

– New User E xit t ypes (which can be refreshed)
– EINIT : Early Initialization
– ICQSEVNT: I MS CQS E vent
– ICQSSTEV: I MS CQS Structu re Eve nt

– Introduces two new  Type-2 com mands

–– QUER Y U SEREXITQUER Y U SEREXIT
–– REFR ESH  USER EXITREFR ESH  USER EXIT

Improv ed 
Avai labil ity

Improv ed 
Usabil ity

To be m ade av ailab le To be m ade av ailab le 
through the Servic e through the Servic e 
proc ess after GAproc ess after GA

The User exit enhancements line item introduces the following new functions in IMS Version 11 and 
applies to the new exit routines introduced in IMS 11 (Early Initialization, CQS Event and CQS 
Structure Event) and the Restart exit which was introduced in IMS 10: 
•A way to refresh exit routines online by using the new REFRESH USEREXIT command. Use the 
type-2 REFRESH USEREXIT command to bring new or modified exit routines online (and delete the 
old exit routines) without requiring that IMS be stopped and restarted. After the new or modified exit 
routines are online, any subsequent calls to those exit types will result in the execution of the new or 
modified exit routines. Only exit types that are specified on the TYPE parameter in the USER_EXITS 
section of the DFSDFxxx member of the IMS PROCLIB data set are eligible for refreshing. As part of 
processing the REFRESH USEREXIT command, IMS loads the new or modified exit routines and 
brings them online before deleting the old exit routines. If there is a failure in processing the 
command, the old exit routines remain online and are not deleted.
•A way to query information about certain exit routines by using the new QUERY USEREXIT 
command. Use the type-2 QUERY USEREXIT command to display information about the exit 
routines that are defined in the USER_EXITS section of the DFSDFxxx member of the IMS PROCLIB 
data set.
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Serviceability Enhancements

IMS Interactive Dump FormatterIMS Interactive Dump Formatter is enhanced to:

– Re-create t he final portion of an I MS log f rom inform ation in the dump

– Function will be invoked via Dump Formatter menu

– Log records will be ext racted fro m dump and written to an output
dataset

Eliminates the need to request the SLDS for diagnostic Eliminates the need to request the SLDS for diagnostic 
purposes reducing problem resolution timepurposes reducing problem resolution time

IMS IMS AbendAbend Dump Formatter is installed Dump Formatter is installed DynamicallyDynamically
– No longer need t o install DFSAFMD0DFSAFMD0 in z/ OS module IEAVADFM during I MS 

installation

– New DF SAFM X0DF SAFM X0 e xit will be used     

Improv ed 
Serviceabi lity

IMS Interactive Dump Formatter is enhanced in IMS Version 11 to re-create the final part of an IMS 
log from the information that is available in an IMS dump, thus eliminating the need to request the 
final system log data set (SLDS) for diagnostic purposes. When an IMS customer is working with an 
IBM Software Support representative, frequently the customer creates a memory dump and the 
service representative needs IMS log data. To get this log data, the customer requests the final 
SLDS, compresses (terse s) it, and transfers the fi le to IBM by using FTP. The Service person 
decompresse s (unterses) the data set and then analyzes it. The enhancements built into the IMS 
Interactive Dump Formatter in IMS Version 11 can build a log data set from the log records that 
reside in the dump’s log buffers, thus avoiding the requests for the SLDS and the extra work 
associated with these requests.
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Syntax Checker & IVP Enhancements

Syntax CheckerSyntax Checker ISPF application supports the f ollowing PROCLIBPROCLIB
members whic h are new to IMS 11:

–– CSLDIxxxCSLDIxxx - ODB M Initialization membe r

–– CSLDC xxxCSLDC xxx – ODB M Configuration me mber

–– DSPB IxxxDSPB Ixxx – DB RC Initialization membe r

The Installation Verification ProgramInstallation Verification Program (IVP) is enhanced to:
– Support the Op en D atab aseOp en D atab ase enhancements

– A new step will bring up the ODB M add ress space

Improv es the manageabilitymanageability of  IMS release to release migration 
and the installation process

Improv ed 
Manageabi lity

Improv ed 
Usabil ity

Rem inder: Rem inder: 
TThe Var iable Export uti lity he Var iable Export uti lity 
makes it eas ier t o import makes it eas ier t o import 

the the 
IVP variab les from a pr ior IVP variab les from a pr ior 

releas e of IMSreleas e of IMS

The Syntax Checker ISPF application assists with IMS release-to-release migrations by providing the 
ability to convert supported IMS.PROCLIB members from one release to the other.
The IVP is enhanced to support the Open Database enhancements. In a new step, the ODBM 
address space will be brought up.  
In IMS Version 10 and later, the Variable Export utili ty can be directly accessed as an option from the 
IVP Phase Selection panel, which makes it easier to import the IVP variables from a prior release of 
IMS.
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LSQA Storage Reduction
The IMS internal storage managing service is 
enhanced to: 

– Use 6464--bit storagebit storage i nstead of 24- bit pri vate LSQA for 
tracki ng certain types of storag e allocations

– For selected storage allocations, IMS no longer 
builds z/OS Contents Directory Entries (CDEs) 
control blocks

– This should i mpr ove availabilityavailability by r educi ng End of 
Memor y (EOM) type sys tem abends that r equir e an IPL to 
resol ve 

Improv ed 
Avai labil ity

Be awar e of this c hange if Be awar e of this c hange if 
you c urrently sc an CDEyou c urrently sc an CDE ’’s s 

to find a part icu lar p iece of to find a part icu lar p iece of 
storage storage –– in futur ein futur e
new storage areas new storage areas 

are l ike ly to us e STE are l ike ly to us e STE 
trackingtracking

The IMS internal storage managing service, IMODULE, is updated to use 64-bit storage, instead of 24-bit 
priv ate storage, for certain IMS functions. This enhancement should reduce the occurrences of end-of-memory 
(EOM) ty pe IMS abends that require an IPL of the z/OS system to resolve. 

IMS prov ides an internal IMS service called IMODULE, which IMS  modules use to allocate and release 
storage, and load and delete modules.  Today , IMODULE keeps track of both storage areas and modules by 
building a control block structure that is def ined by z/OS – CDEs and related blocks.  These z/OS blocks must 
architecturally reside in 24-bit private storage (LSQA storage).  24-bit private storage is a limited resource 
(limited to a maximum of sixteen megabytes, but more practically in the range of eight to ten megabytes).  With 
the large size of today’s address spaces, it is possible to allocate more storage areas in 31-bit storage than it is 
possible to track using 24-bit CDE structures.  When this happens in the IMS CTL or DLI address spaces, it is 
often the case that z/OS itself cannot get enough storage to perform recovery/termination manager (RTM) 
processing f or the address space.  This leads to “end-of-memory ” (EOM) type abends, where IMS is unable to 
cleanup its allocated common storage.  This often requires a z/OS IPL to clear up the “orphaned” common 
storage so that IMS can be restarted on that z/OS.

This line item creates a new internal IMS serv ice and control block structure for tracking storage.  The use of 
this new tracking serv ice for any given storage request is controlled by coding a new optional parameter on the 
IMODULE macro.  The storage tracking elements (STEs) are built in 64-bit storage for the CTL region and DLI 
region (no LSQA storage is used).  Other region ty pes continue to use the CDE tracking technique. 

The IMODULE GETMAIN storage requests for an internal type of IMS block called a “BCB IPAGE” are changed 
to use the new parameter to request tracking by IMS STEs, rather than by z/OS CDEs.  BCB IPAGE storage is 
heav ily used for many IMS internal processes and control block structures.  Often, run-away conditions lead to 
the allocation of many IPAGEs of storage, and can lead to the out-of -storage and end-of-memory conditions.  
Thus, moving this one ty pe of IMS storage to be tracked by STEs should address many of the common 
scenarios that end up leading to EOM and z/OS IPL situations.  Howev er, note that the design of the new 
IMODULE serv ice is such that other IMS storage areas could easily be changed in the f uture to be tracked with 
STEs, should the need arise.

For this line item, only DFSBCB IPAGE storage will be changed to be tracked with STEs; howev er, f uture use of 
STE tracking – particularly with new storage areas – will certainly occur.
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KBLA Enhancements

Knowledge Based Log Analysis (KBL A) Knowledge Based Log Analysis (KBL A) has the f ollowing small
usability usability enhancements:

– The abil ity to scro ll  ISPF  panelsscro ll  ISPF  panels to v iew data h idden due to exc eeding 24 l ines on a 
panel, or in ‘spl it screen’ mode is provided

– The ‘Define KB LA  Envir onm ent ’ panel and J CL is m odified to a llow the us er to allo cat e allo cat e 
data set sdata set s which sp an mult iple volu messp an mult iple volu mes

– Should avoid ‘‘out of spaceout of space’’ abends during log processing

Improv ed 
Manageabi lity

Improv ed 
Usabil ity

When you upgrade the KBLA utilities to support IMS Version 11, the following functions are added: 
•Data entry panel scrolling 
•Multi-volume KBLA output data set allocation
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/DIAGNOSE Command Enhancements

The f ollowing key words and options are added to the /DIAGNOSE/DIAGNOSE
command:

–– /DIAGNOS E SNAP BLO CK(/DIAGNOS E SNAP BLO CK( CS CDCS CD))

– Captures storage  information fo r the APPC/ OTMA S MQ S CD E xtension
control block

–– /DIAGNOS E SNAP MODULE(/DIAGNOS E SNAP MODULE( modnamemodname))

– Identifies the entry point add ress and captures p rolog information fo r the 
specified IMS module

–– /DIAGNOS E SNAP STRUCT URE(/DIAGNOS E SNAP STRUCT URE(st ructu ren amest ructu ren ame))

– Captures storage  information fo r the DFSSQS cont rol block storage fo r the 
specified shared queues structure

The output to the OLDS or trace data sets av oids the ov erhead of
capturing and transmitting a memory  dump

Improv ed 
Serviceabi lity

Improv ed 
Avai labil ity

The /DIAGNOSE command takes a snap shot of IMS system resources at any time without impacting 
availability. The output produced can be quickly transmitted to IBM Software Support, thus avoiding 
the overhead of capturing and transferring a memory dump. The following keywords and options are 
new to the /DIAGNOSE command: 
•BLOCK(CSCD) Captures storage information for the APPC/OTMA SMQ SCD Extension control 
block. 
•MODULE(modname) Identifies the entry point address and captures prolog information for the 
specified IMS module. The prolog information contains the current maintenance level for a module 
and can help you to determine if any maintenance is missing.
•STRUCTURE(structurename) Captures storage information for the DFSSQS control block storage 
for the specified shared queues structure.
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Transaction 
Manager 
Enhancements

There are also a number of specific IMS TM enhancements. 
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Type-2 Query TM Commands
The t ypet ype-- 2 QUER Y2 QUER Y commands are extended for TM  Resou rcesTM  Resou rces: 

–– QUERY LTE RMQUERY LTE RM - us ed t o query log ica l terminal (LTE RM) infor mation

–– QUERY NODEQUERY NODE - used to query VT AM node or term inal infor mation

–– QUERY USE RQUERY USE R - us ed to query ETO us er or ISC s ubpool infor mation

–– QUERY USE RIDQUERY USE RID - us ed t o query user ID infor mation

–– Filteri ng a nd wildcard s upport makes  it easier to ma nage y our IMFilteri ng a nd wildcard s upport makes  it easier to ma nage y our IMS plex S plex 
– Output of se veral t ype-1 commands is consolidated into a single type-2 

command 

Improv ed 
Manageabi lity

Improv ed 
Usabil ity

File  Action  Manage resources  SPOC  View  Options  Help       
IMS11                    IMS Single Point of Control            
Command ===>

Plex . .        Route . .            Wait . .
Response for: QRY NODE NAME(NODE21) SHOW(GLOBAL,CONV,LTERM,STATUS)

Node     MbrName CC  Gbl  Lterm    ConvID ConvTran ConvStat Status
NODE21   IMS1     0  Y                                      CONVACT,STATIC,RM,RMACTIVE,RMOWNED
NODE21   IMS1     0  Y    LTERM21A
NODE21   IMS1     0  Y    LTERM21B
NODE21   IMS1     0  Y                  1 TRAN1A   CONVHELD
NODE21   IMS1     0  Y                  2 TRAN1A   CONVHELD
NODE21   IMS1     0  Y                  3 TRAN1A   CONVACTV

QRY NODE NAME(NODE21) SHOW(GLOBAL,CONV,LTERM,STATUS)

This enhancement provides type-2 command support f or data communications resources. It provides QUERY 
command support for NODE, LTERM, USER and USERID. This enhancement improv es ease of use because 
the QUERY commands are enhanced commands which allow wildcards and f ilters that provide options not 
av ailable to type-1 commands. The new TM type-2 QUERY commands are an alternative, not a replacement, 
f or existing type-1 commands. The new commands enable you to manage your IMSplex environment more 
efficiently. 
The new TM ty pe-2 QUERY commands and their usage are: 
QUERY LTERM - used to query logical terminal (LTERM) information
QUERY NODE - used to query VTAM node or terminal information
QUERY USER - used to query ETO user or ISC subpool information
QUERY USERID - used to query user ID inf ormation
The diagnostic inf ormation that can be generated by using a single TM type-2 command is comparable to the 
diagnostic inf ormation that can be generated by consolidating the output of sev eral existing type-1 commands. 
In general, equiv alent ty pe-1 and ty pe-2 commands operate in the same manner. Issuing type-2 commands 
requires a Common Service Lay er with a minimum of an OM and SCI.
Query Node example:
There are two IMS systems in the IMSplex: IMS1 and IMS2.
The Resource Manager (RM) is maintaining status in the resource structure (STM=YES), and Shared queues 
are enabled. 
IMS1 is the command master, and because SHOW(GLOBAL) was specif ied, IMS1 is the only system that 
processes the command.
Any other IMS ignores the command (RC=4, RSN=x1000). NODE21 exists in the resource structure.  IMS1 
display s a global line which shows that the node is activ e in the IMSplex (RM, RMACTIVE, and RMOWNED 
status), and has a conversation active.  There are two lterms assigned to the node, and are displayed on 
separate output lines.  There are three conv ersations associated with the node, and are display ed on separate 
output lines.
IMS1 displays an additional global line f or each assigned LTERM, so 2 lines are displayed for the 2 lterms 
LTERM21A and LTERM21B.
IMS1 displays an additional global line f or each activ e conversation for the node.  3 lines are displayed, 
because the node has 2 held conversations and 1 activ e conversation.
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OTMA Enhancements

OTMA Resiliency SupportOTMA Resiliency Support
– Provides an interface fo r OTMA resource monitoring fo r ea rly flood detection and 

failure notification

–– Sick but n ot DeadSick but n ot Dead

– Allows communication of OTMA status to I MS Connect to assist with routing 
decisions  

– Heart beat message used to communicate resource status 

–– Available; D egrad ed; U nav ailab leAvailable; D egrad ed; U nav ailab le

Improv ed 
Manageabi lity

Improv ed 
Usabil ity

OTMA Resiliency Support - When an OTMA becomes unable to effectiv ely process the work submitted by an 
OTMA client (that is, sick, but not dead), the client application is usually unaware of the situation and continues 
sending work to the IMS. This situation could lead to flooded transactions and can result in an IMS outage that 
disrupts all client applications.
OTMA Resiliency Support prov ides a client-server protocol that allows OTMA to detect the sick-but-not-dead 
situations related to OTMA processing, identify the resources involv ed, take server actions if needed, and send 
out a protocol message to the client. This protocol message would then be processed by an OTMA client, such 
as IMS Connect or MQSeries, where the transaction can be redirected to another IMS. If there is no other 
suitable IMS to reroute the transaction to, the OTMA client could mark the IMS system “temporary unav ailable, 
try  again later”.

IMS Connect utilizes this OTMA f unction by processing these protocol messages, updating its data store entry, 
and recording new data store ev ents f or warning and sev ere status so that IMS Connect vendor applications 
and user exits can access the inf ormation and redirect the transaction requests to a different IMS if needed.  

Example 1: IMS Connect submits a lot of transactions to OTMA. Howev er, OTMA in IMS has experienced a 
slow-down issue and f ailed to process the transaction in a timely manner. Once OTMA detects that the 
message f lood lev el f or the IMS Connect reaches 80% of the threshold, the OTMA resource monitor will send 
an action message to inf orm IMS Connect. In addition, OTMA periodically sends out a “heart beat” message 
with the resource inf o. to IMS Connect. In this case, the “heart beat” message will indicate a warning condition 
with the flood status if the f lood condition still exists for the IMS Connect.  

Example 2: Both IMS Connect and MQSeries submit transactions to IMS. If the total number of un-completed 
send-then-commit (CM1) transactions reaches the warning level, OTMA resource monitor will send out an 
action message to inform them. Also, a heart-beat message which includes any flood control status will be sent 
out later.

Example 3: Due to the potential I/O hung or IMS TCB hung conditions, OTMA transactions may not be able to 
be enqueued and the OTMA transaction message block (YTIB) may not ev en be created. Howev er, an OTMA 
client such as IMS Connect may not know this condition and continues to submit transactions to IMS OTMA v ia 
the XCF interf ace. OTMA has been enhanced to detect the number of unprocessed OTMA XCF messages and 
send out an action message if a high number of XCF messages exist in OTMA.   
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OTMA Enhancements…
Commit Mode 0Commit Mode 0 (Commit-Then-Send) TimeoutTimeout

– Allows timeout f or a client application that issues:
– Commit-then-send (C M0) request
– Receiv es the output
– Does not respond to IMS with an ACK 

–– Failure to ACKFailure to ACK causes the TPIPE to hangTPIPE to hang
– No f urther output can be deliv ered on that TPIPE

IMS now detectsdetects this hang condition and causes a timeoutand causes a timeout
– CM0 output on the hung TPIPE is mov ed to a timeout message 

queue 
– TPIPE can be used f or other message traff ic

– Timeout v alue of  120 seconds120 seconds is enabled automaticallyautomatically when 
IMS is started

– Can be changed by :
–– /START TMEMBER TI MEOUT/START TMEMBER TI MEOUT
– DFSYDTx OTMA Descriptor
– Specify ing on client bid request

Improv ed 
Manageabi lity

Improv ed 
Avai labil ity

If  an ACK or NAK (positive or negative acknowledgement) is not receiv ed, commit mode 0 TPIPEs could hang 
and become unusable. Lots of output messages could then be queued to the TPIPE. The time-out f unction is 
needed f or CM0 TPIPEs so that the TPIPE can be usable. This is similar to the existing CM1 Timeout function.
If  a client application receives commit-then-send (CM0) output via an OTMA transaction pipe (TPIPE) and fails
to respond with an acknowledgement (ACK), the TPIPE in IMS will hang and the subsequent output on the 
TPIPE cannot be delivered. The IMS 11 OTMA CM0 ACK timeout enhancement will detect this hang condition 
and take the time-out action so that the CM0 output on the hung TPIPE can be moved to a time-out message 
queue and the rest of the output on the TPIPE can continue to flow.



IMS 11 Overview

© Copyright IBM Corporation 2009 60

60

IMS

IMS 11  © 2009 IBM Corporation

Type-2 OTMA Commands

Ty pe-2 QUERY command f or OTMA tran saction instance OTMA tran saction instance 
information:information:

–– QUER Y OTM AT IQUER Y OTM AT I used to monitor OT MA messag e wor kload

OTMA Routing DescriptorsOTMA Routing Descriptors
– Introduced in I MS 10 and e xte rnalize the routing definitions and specifications for 

callout messages without using IMS user exits – re quired a restart fo r changes

–– With IMS 11, d escripto rs can be chan ged  d ynamicallyWith IMS 11, d escripto rs can be chan ged  d ynamically
–– CREATE OTMADESCCREATE OTMADESC - used to c reate a ne w OT MA message ro uting descriptor

–– UPDATE OTMADESCUPDATE OTMADESC - used to modify an existing destination routing descriptor

–– DELE TE OTMADESCDELE TE OTMADESC - remove an e xisting destination routing descriptor

–– QUERY OTMADES CQUERY OTMADES C - used to display t he characteristics of a specific destination
routing descriptor

Improv ed 
Manageabi lity

Improv ed 
Usabil ity

D SOAPGW1  TYPE=IMSCON TMEMBER=HSW2 TPIPE=HWS2SOAP
D SOAPGW1  ADAPTER=XMLADPTR CONVERTR=XMLCNVTR  

The OTMA type-2 QUERY OTMATI command for monitoring workload enables you to view a 
summary of the number of messages in the OTMA send-then-commit (CM1) message queue. You 
can retrieve this information by issuing the command QUERY OTMATI and include parameters to 
filter the result information. If the SHOW parameter is used, the individual characteristics of each 
transaction instance block are displayed. You can view the length of time that a transaction instance 
has been in existence and the correlation ID of the input message. This information can help you 
determine if there are problems in processing OTMA input messages. 

Prior to IMS Version 11, if you wanted to make changes to the destination routing descriptors you 
had to wait for a scheduled outage or for IMS to be restarted. The OTMA type-2 commands for 
destination routing descriptors allow you to change the descriptors dynamically without interruption to 
a running IMS instance. You can dynamically add, update, delete and query destination routing 
descriptors while IMS is actively running by issuing these commands: CREATE OTMADESC, 
UPDATE OTMADESC, DELETE OTMADESC, and QUERY OTMADESC. In IMS Version 10, the 
definition of destination routing descriptors in the DFSYDTx PROCLIB member data set had to be 
entered in a specific order. In IMS Version 11, you no longer have to be concerned with order. You 
can input the entries in any order.
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Transaction Expiration Enhancements

Allows  you to set transactiontransaction expirat ion v alu es (in  second s)expirat ion v alu es (in  second s)
– IMS can avoid  processingavoid  processing transactions where the respo nse is  no  lo nger neede dwhere the respo nse is  no  lo nger neede d

Exp irationExp iration can be specifi ed b y tran sactionb y tran saction:
– In the  message prefix (for OT MA messages)
– By using the following type-2 commands

– CREATE TRAN
– CREATE TRAND ESC
– UPDATE TRAN
– UPDATE TRAND ESC

– By specify ing EXPRTIME on the  TRAN SACT  macro

– By including an expiration time  for the transaction i t creates in the Destinat ion Creation exit  (DFSIN SX0)

If an expir ati on value is  set i t is checked:
– By IM S when an  application issues its first GU  call

– For OTM A,  when the message is received from XCF  and again before the message is enqueued to IM S

– If the time specif ied in the ex pir ation va lue has passed, IMS discards th e tran sactionIMS discards th e tran saction
– Abend 0243 will be issued at applic ation Get Unique (GU) time if the trans action 

has expi red

IMS Connect is IMS Connect is 
enhanced enhanced 

to take advantage of to take advantage of 
Trans action Trans action 
Expir ationExpir ation

Improv ed 
Manageabi lity

Improv ed 
Usabil ity

IMS Version 11 has the ability to interrogate an expiration time associated with transactions and 
discard (not process) the transactions if the time specified has passed. By discarding transactions 
whose expiration time has passed, processing costs and CPU cycles are not spent for the unwanted 
transactions. The expiration time is specified in the TRANSACT macro, type-2 commands, or the 
OTMA message prefix. OTMA, IMS Connect, some type-2 commands, and the RDDS Extraction 
utility are enhanced to support the transaction expiration function. (The Resource Definition Data Set 
(RDDS) Extraction utility is enhanced to recognize the new transaction expiration attribute so that 
transactions with the attribute specified can be imported from or exported to the RDDS.)
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Shared Queues 
Affinity Routing Enhancement

Exit D FSM SC E0D FSM SC E0 is enhanced as  follows :
– To allow r out ing of Synchr onous APPC/ OTMA Share d Messa ge Que ueSynchr onous APPC/ OTMA Share d Messa ge Que ue transact ions to a 

back end I MSback end I MS when:

– Res ourc e Recovery S erv ice ( RRS ) or
– APPC/OTMA S har ed Q ueues s upport (AOS=y) are not active

–– This resolves the APPC/OTMA affinity restriction for This resolves the APPC/OTMA affinity restriction for 
some customerssome customers

– The IMSID affinity field in DFSMS CEP user par amet er list is increased from 4 to 8 byt es

– To support the XRF RSE NAME

– DFSMS CEB and DFSMS CEP c ontr ol b loc k siz es ar e inc reased to pr ovide m ore r oom for serv ice and 
future enhancem ents

QUER Y T R ANQUER Y T R AN command has a new status display value ( ST ATUS= LC LAFFIN) i f 
the tr ansacti on is r egistered for af fini ty

–– Makes it easier to ma nage a ffi nity r outingMakes it easier to ma nage a ffi nity r outing DFSMS CE0 s am ple DFSMS CE0 s am ple 
exit exit 

has exam ples of has exam ples of 
back end affin ity back end affin ity 

routingrouting

Improv ed 
Manageabi lity

Improv ed 
Avai labil ity

The capability and usability of the TM and MSC Message Routine and Control User exit routine 
(DFSMSCE0) is enhanced for IMS Version 11. The affinity support in DFSMSCE0 is enhanced in the 
following ways: 
•The DFSMSCE0 user exit can route APPC/OTMA synchronous messages to a back-end IMS when 
the Resource Recovery Service (RRS) or the APPC/OTMA Shared Queues support (AOS) are not 
active. This resolves the APPC/OTMA affinity restriction for some customers. 
•The IMSID affinity field in DFSMSCEP user parameter list is increased from four to eight bytes to 
support XRF. 
•A new status display value is added to the QUERY TRAN command that displays if the transaction 
is registered for affinity (STATUS=LCLAFFIN). This makes affinity routing easier to manage. 
•The DFSMSCEB and DFSMSCEP control block sizes are increased to provide more room for 
service and future enhancements to the DFSMSCE0 user exit.
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DBRC 
Enhancements

There are also enhancements for DBRC usage 
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BPE-Based DBRC Enhancement
An onlin e D BRC addr ess space can o ption allyo ption ally run usi ng the 
Base Pri miti ve Environment (BPE) enabling

– Multiple exits of the sa me typesa me type and the ability to refres hrefres h e xit routines
– DBRC e xits can be refreshed  wi thout taki ng I MS downwi thout taki ng I MS down

– Improved DBRC trace suppo rt

– Improved configuration using PROCLIB mem bers
– BPE configuration member

– Tracing definitions
– User exit definition membe r

– DBRC Securit y Exit - SECURITY, RECON I/ O Exit -
RECONI O and ne wne w Statistics Exit - STATS

– DBRC initialization member, DSPBIxxxDSPBIxxx
– IMSPLEX= I MSplex nam e 
– DBRCGRP= DBRC Group ID 
– VSAMBUFF= max. numbe r of buffe rs assigned to the 

VSAM LSR pool (instead of having to zap DSPBUFFS!* )

Simplified 
Administr ation

Improv ed 
Usabil ity

Improv ed 
Avai labil ity

*Note: Y ou w ould still ne ed DSPBUF FS f or y our  no n- onlin e an d n on -BPE DBRC add ress  sp aces

In order to take adv antage of sev eral of the services the Base Primitive Environment provides, we are adding an 
option to start DBRC on a BPE environment.   With BPE, we can provide improv ed user exit management and 
trace support.  This support is totally optional.  You either start DBRC with y our current procedures, or y ou can 
use a new startup JCL member that uses BPE.  This allows y ou to convert y our JCL over time. 

Unlike the current DBRC start-up JCL, the new startup JCL and procedures will have a PROCLIB DD statement 
which allows online DBRC to have proclib members to support certain functional capabilities. For example, a 
BPE conf iguration member can specify trace options as well as user exit members.  The user exit member 
def ines which user exits should be used by this DBRC. BPE prov ides a much better user exit interf ace than 
currently prov ided through DBRC.  For one thing, y ou hav e the ability to update user exits without shutting 
IMS/DBRC down.  Also, y ou can hav e more than one exit routine called.

SECURITY type exit replaces DSPDCAX0. The parameter list is mapped by DSPDCABK.
RECONIO ty pe exit replaces DSPCEXT0.  The parameter list is mapped by DSPRIOX.
STATS ty pe exit is new. The parameter lists are mapped by DSPBSTX, DSPBST1 and DSPBST2.

The STATS exit includes a lot of inf ormation on specific types of work done by DBRC, such as the number of 
indiv idual DBRC requests that are issued, number of VSAM requests made by DBRC and average time it takes 
to process a DBRC request.

We now allow y ou to def ine a DBRC Security Exit and RECON I/O Exit through the BPE EXITDEF proclib 
members.  If specified, they would be used instead of the current DSPDCAX0 and DSPCEXT0. The new exits 
would hav e a slightly different interf ace as the current exits. Basically, we plan on using an interface that is 
similar to other CSL user exits, and put the current parameters passed to the exits at the end of the new 
parameters in the same order. We plan on prov iding a new Statistics Exit that will prov ide such things as 
av erage request times, av erage wait times (for reserv e, and other things). We also plan on taking advantage of 
BPE tracing services.  For example, BPE external trace could be used for the online region instead of GTF 
tracing.  

A DBRC initialization member can be used to specify things like the DBRCGRP and IMSPLEX name. We are 
also adding the ability to specify VSAM LSR buffer usage f or the online DBRC instead of requiring you to zap 
DSPBUFFS.  Note: you would still need DSPBUFFS f or y our non-online DBRC image and non-BPE.
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RECON Security Override 
For nonnon--pr oducti onpr oducti on copi es of the R ECON

– You can optionally ove rride the i nheri tedi nheri ted securit y level

– Allowing access for testing or diagnostic purposes

– New optional sub param eter add ed to the CMDAUTH ke yword on INIT.RECON 
and CHANGE.RE CON commands

CMDAUTH(SAF|EXI T|BOTH|CMDAUTH(SAF|EXI T|BOTH|NONENONE, safhlq{,, safhlq{,rc nqualrc nqual})})

– Where: rcnqual must be a substring of the COPY1 RECON DSN

Simplified 
Administr ation

Improv ed 
Usabil ity

The RE CON Header & The RE CON Header & 
DBRC API RE CON DBRC API RE CON 

Status Block Status Block 
are incr eas ed are incr eas ed 

to support th is opt ionto support th is opt ion

Non-production copies of the RECON data set inherit the security level of the production RECON 
from which they were copied. This security characteristic poses a problem when someone who does 
not have the original authority level needs to access the RECON data set, such as for testing or 
debugging purposes. To solve this access problem:
•The CMDAUTH keyword on the INIT.RECON and CHANGE.RECON commands is enhanced in 
IMS Version 11 with the option to override DBRC security for non-production copies of the RECON 
data set.
•The RECON header record (DSPRCNRC) is enhanced with the new RCNQUAL field, 
RCNCMDRNQ, which tells DBRC if the RECON data set is a copy and whether command 
authorization should be enforced or not.
•The new apqrc_CmdRNQ field that contains the RCNQUAL value is added to the DBRC API 
RECON status block (DSPAPQRC).
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Unconditional Deletion of PRILOG Information
A new CL EANUP.RECONCL EANUP.RECON command

– To delete ob solete or expireddelete ob solete or expired rec overy-re lat ed inform ation from t he RECO N

– In cases where P RILOG r ecor d compr ession was unable to delete inact ive 
entries

– Can be issued from DS PURX00 or thr ough the DBRC Command A PI
C LEANUP.R ECON {RETPRD(time_ interval) | T IM E(time_stamp)}C LEANUP.R ECON {RETPRD(time_ interval) | T IM E(time_stamp)}

{DBRANGE(firstdb, las{DBRANGE(firstdb, lastdb)} {DBONLY}tdb)} {DBONLY}
{LASTIC} {LISTDL|NO L{LASTIC} {LISTDL|NO LISTDL}ISTDL}

– Parameter s on the command enable y ou to s pec ify:

– Either a rete nti on periodrete nti on period or an abs olute ti meabs olute ti me to whic h rec ov ery-r elat ed 
infor mation and log inf ormat ion is to be delet ed 

– The da tabas esda tabas es that ar e ass oc iated wit h the inactive information 

– Whether to just de lete data base rec ov erydata base rec ov ery--rela te d infor mati onrela te d infor mati on and not 
log infor mation

– That inf ormat ion that perta ins to the last av ailable i ma ge copylast av ailable i ma ge copy for a 
databas e can be delet ed 

– Whether data about the deleted information s hould be inc luded in the 
SYSPRINTSYSPRINT l isting

Simplified 
Administr ation

Improv ed 
Usabil ity

Obvious ly us e this with Obvious ly us e this with 
caution!caution!

Should not be Should not be 
nec essary nec essary 

if databas es ar e if databas es ar e 
image c opied r egularlyimage c opied r egularly

You can use a new DBRC command, CLEANUP.RECON, to delete old or expired recovery-related 
information from the RECON data set. The RECON data set contains information that is needed to 
recover databases. The PRILOG record in the RECON data set can grow to be very large. PRILOG 
record compression, which is the automatic deletion of inactive data set entries in the PRILOG 
record, sometimes cannot take place for various reasons. In these cases, the information must be 
deleted manually. 
With the appropriate authorization, you can use the CLEANUP.RECON command to remove 
obsolete information from the RECON data set. The CLEANUP.RECON command can be issued 
from within the Database Recovery Control util ity (DSPURX00) or embedded in a DBRC Command 
API request. The parameters on the CLEANUP.RECON command enable you to specify: 
•Either a retention period or an absolute time to which recovery-related information and log 
information is to be deleted. It is recommended to use small deletion periods when using this cleanup 
command. The smaller the deletion periods, the less time the RECON will be held. 
•The databases that are associated with the inactive information
•Whether to just delete database recovery-related information and not log information
•That information that pertains to the last available image copy for a database can be deleted
•Whether data about the deleted information should be included in the SYSPRINT listing.
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DBRC Migration and Coexistence

Prov ides CHANGE.RECON UPGRADE command support f or IMS 
Version 9 and IMS Version 10 RECONs

– For I MS Ve rsion 9 and I MS Version 10 customers upg rading to I MS 1 1

Upgrades existing RECONs to IMS Version 11

Supports new changes to IMS Version 11 DBRC RECON records

Allows users to migrate to IMS Version 11 and keep their current
RECON inf ormation

IMS Version 9 and IMS Version 10 subsy stems may  coexist with the
IMS Version 11 f ormat RECON

Improv ed 
Usabil ity

Migration to IMS Version 11 and coexistence support is provided for the DBRC RECONs.   An IMS 
Version 9.1 RECON or an IMS Version 10 RECON may be upgraded to IMS Version 11.  RECONs 
using Parallel RECON Access may also be upgraded.  IMS Version 9.1 and IMS Version 10.1 may 
coexist with an IMS Version 11 RECON provided the respective coexistence Small Programming 
Enhancements are applied to the lower releases.

The RECON header, Change Accumulation execution record, and database records have been 
increased in size. 
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Additional Items

Additional items are also being provided for IMS 11 and IMS 10 users 
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Additional items for IMS 11 and IMS 10 users 
-- Being provided in the service stream or in separate products 
Easing Integration 

DB Web Ser vices and D LIM odel U tility support
Synchr onous  Call out for i nvoki ng external applicati ons
Connecti vi ty enhancements for r econnect, r eroute, client opti ons and sessi ons , transacti on 
expirati on and monitoring, and user exi t support  to si mplify connecti vi ty.  
Connect M ulti-seg ment support  for SOAP Gateway to si mplify access
Mashup C enter IMS suppor t 
Websphere sMash IM S support
WebSpher e Tr ans formati on Extender ( WT X) IM S suppor t 
WebSpher e M essage Br oker ( WMB) IM S support
WebSpher e Busi ness Events  (WBE) and WebSpher e Business  Monitoring  (WBM) IMS support  

Easing Operations
Dynamic R esource Defini tion (DRD) Export/ Import , M aintenance Utilities 
New Singl e Poi nt of Operations  Contr ol ( SPOC) print options
Dynamic command for changing LOCKTME to Synchr onize with C hanging  Busi ness 
Conditi ons, without a System Outage.
RACF Mi xed case password Star tup Par m to enabl e use of what RAC F defines

Easing Growth
DBRC C hang e Accum and Command enhancements  to Mi ni mize Disrupti on and Improve 
Per for mance
Database Recover y Contr ol (D BRC) D ELET E.D B Per for mance enhancement
Fast Path (FP) D ata Entr y Database (D EDB) enhancements to Improve Flexi bility, Usability, 
Availability, and C apacity C onstr aints
Extended Address Volume ( EAV) support  for VSAM to pr ovi de disk s tor age cons trai nt  relief  

Key Message: These are many additional enhancements being provided for IMS 11 and IMS 
10 users. 
IMS 10 enhancements are being provided through the IMS 10 service process or as enhancements 
to separate related products.
Customers have asked for still  more IMS connectivity enhancements that extend access to IMS TM 
while reducing existing complexity and resource requirements. These enhancements can improve 
reliability and serviceability and enhance resilience, performance and availabil ity.  
Separate related products, like the WebSphere Transformation Extender (WTX), provide support to 
invoke IMS transactions while leveraging standards-based transaction support on distributed 
platforms of complex data formats and unique industry requirements. This support provides faster 
standards compliance and improved data quality with automated data validation using industry and 
regulatory standards.
I’l l expand on a few of these items.
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IMS Support for DS8000 EAV Volumes

Allows IMS customers to exploit the EAV av ailable in z/OS 1.10. 
– This support  allows  IM S VSAM datasets  to reside on these l arge vol umes. 

– Datasets  incl ude DED B databases , full func tion VSAM databases  and 
RECON  datasets

Prov ides relief  to customers running out of  z/OS addressable disk 
storage due to the f our-digit dev ice number limit (actually 65,280 
dev ices)

Does not change the existing size limits on IMS databases
– VSAM - 4G
– OSAM - 8G

Av ailable in IMS 10 & 9 through the serv ice process
– IMS 10 - PK72530  ( PTF – U K43020)
– IMS 9   - PK72529  ( PTF – U K43019)

IMS support for the DS8000 Extended Address Volumes is provided for VSAM in 
conjunction with z/OS 1.10 and allows IMS VSAM Datasets to reside on volumes that 
contain more than 65K cylindrs. Datasets include DEDB databases, Full Function VSAM 
databases and RECON datasets.   This support provides relief to customers running out of 
z/OS addressable disk storage due to the 4-digit device number limit. 
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And Continuing on in the IMS SOA Integration Suite 
For Simplified, Low Cost, Open Development/Deployment/Access

Providing Business Flexibility wi th Easier to Use Interfaces, APIs
Extends access to IMS applications/data 

– Ease access with Connect API for  Java and for C
Enhances IMS application dev elopment/deploy ment

– Expand Java Applicati on Devel opment  with JMS API for Java C allout
– Ease Application D evelopment and Data Admi nistr ati on with D LIM odel U tility pl ug-in 

Expanded Graphical D ata F uncti onality 
Enriches f unctionality  in SOAP, XML, and I MS WS* f or IMS 

– Extended Standards  and T ools for SOA with SOAP Gateway WS- Security
– Provi de business  ac ti viti es monitoring for competiti ve business envir onment with SOAP 

Gateway Busi ness Event support  for WebSpher e Busi ness Events  and WebSpher e
Business  Monitoring tools 

– Additi onal support  with WebSpher e/R ati onal tools

Simplifying Installation 
– Eases  Install ation wi th SM Pe and Installation M anag er support
– Si mplifi es Interface with GUI Ecli pse PlugIn
– Str eamli nes open source access

Key Message: IBM continues to enhan ce IMS, addressing customer requirements for simplified , lo w cost, op en 
development, dep lo yment and access.
IBM is providi ng IMS sol utions that ease i ntegrati on with new technolog y for a ser vice oriented architecture -- focusi ng on 
open, distributed connecti vity, expanded application devel opment access  support, extended Web Ser vices and connecti vity 
for SOA 
We are also providing solutions that help si mplify ins tallati on and management.
IBM is adding to the IMS SOA Integration Suite with independent components  that extend IMS access  and use industr y 
standard tools/interfaces to modernize/speed application devel opment/deployment, enrich functionality and ease installation 
and use.
It is a collecti on of IMS mi ddleware func tions  and tools that support your IMS on demand sys tems and your distributed IMS 
application environment.  Components are designed to enhance your use of IMS applications and data.  T hese components 
deli ver innovati ve new capabilities for your IMS environment that enhance connecti vity, expand application devel opment,  
extend standards and tools for a Ser vice Oriented Architectur e (SOA), ease i nstallation, and provide si mplified interfaces. I t 
includes the C onnect API for Java and for C (though C support is being provi ded through the service process), the JMS API 
open source used for IMS Java application callout, the DLI Model Utility plug in,  with its enhancements , and required open 
source, and the IMS SOAP Gateway for enhanced connec tivity to/from IMS applications and data al ong with its  open source 
and enhancements for WS-Security and Business Events. Also pr ovided are the Installation Manager and SMP/E support to 
ease installation on the distributed and z/OS platforms. 
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Additional 
Information 

Here is some additional information related to IMS 11 migration.
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What’s Changing in the IMS 11 Library?

Ov erall publications’ structure will rem ain largely  the same with f our 
exceptions:

–– Diagnosis Gui deDiagnosis Gui de and Diagnosi s Re ferenceDiagnosi s Re ference bo oks will be merge d into one 
Diagnosis Gui de a nd Refere nceDiagnosis Gui de a nd Refere nce

–– System Defi niti on GuideSystem Defi niti on Guide and S yste m De fini tion Re ferenceS yste m De fini tion Re ference will be merged into 
one Syste m Defini tion Guide and ReferenceSyste m Defini tion Guide and Reference

–– IMSplex Admi nistra tion Gui deIMSplex Admi nistra tion Gui de information will be merged into the Sys tem Sys tem 
Admi nis trati on Gui deAdmi nis trati on Gui de

–– Applic ati on Progra mmi ng Pla nni ngApplic ati on Progra mmi ng Pla nni ng info rmation will be merged into the 
Applic ati on Progra mmi ng Gui deApplic ati on Progra mmi ng Gui de

Improv ed 
Usabil ity

The structure of the library changed quite a lot with IMS Version 10. In Version 11 we will improve the 
content of information deliverables, but the overall l ibrary structure will remain largely the same, with 
the exception to the noted areas above. 
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Software Prerequisites

IMS Version 11 (5635(5635--A02) A02) MinimumMinimum Release Lev els
– z/OS V 1R9 (5694-A01 )

– High Level Assembler Toolkit Release 5Release 5 (5696 -234)

– IRL M 2.2 (d elivered with I MS 11)

– Please r efer to the Release Pla nni ng Gui de Release Pla nni ng Gui de for prer equisi tes for 
specific func tions

– DB2 V8 ( 5625-DB2),  V9 or l ater if  DB2 i s used
– CICS TS  V3.1 or  later i f CICS is used

IMS 11 operates under z/OS V1R9 (5694-A01) configurations, or subsequent versions, releases and 
modification levels unless otherwise stated, and requires the following minimum version, or release 
or modification levels:
•z/OS V1R9 (5694-A01) with DFSMS (a base element of z/OS V1R9). 
•RACF (included in a separately orderable SecureWay Security Server feature of z/OS V1R9), or 
equivalent, if security is used.
•IBM High-level Assembler Toolkit (5696-234), a separately orderable feature of z/OS.
•Note, CICS 3.1 no longer supports VS COBOL (see CICS 3.1 materials). CICS 2.3 is planned to be 
out of service shortly after IMS 11 GA.
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Migration and Coexistence

Migration/coexistence is supported f rom IMS 9 & 10 to IMS Version 
11 IMS Version 9

Coexistence APAR
IMS Version 10
Coexistence APAR

IMS Version 11 
Function

IMS Version 9
Coexistence APAR

IMS Version 10
Coexistence APAR

IMS Version 11
Function

PK23402
PK32970

NoneGlobal Online
Change

PK23402
PK32970
PK27280
PK30189

None System 
Management
Enhancements

PK30189 NoneIMSplex

PK24912
PK29938
PK00895
PK87088

None OTMA PK47172 NoneIMS Connect

PK61582 PK61583 ODBA PK66020 PK66022DBRC RECON
Data sets

Migration/coexistence is supported to IMS 11 from IMS 9 and IMS 10 environments  
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For more information

IMS 11 Release Planning Guide, GC19-2442
– Available from the Infor mati on Management Softwar e for z /OS® Solutions  Infor mation 

Center  at ht tp://publi b.boul der .ibm.com/i nfocenter/i mzic
IMS 11 Fact Sheet, GC19-2451
IMS 11 Redbook
IMS Family  Web site:

– http: //www.ibm.com/i ms
IMS Version 9 (5655-J38) considerations

– Withdrawn from Mar keti ng on September 7,  2009
See Announcement Letter 909-110 issued June 2, 2009 

– Disconti nui ng ser vice on N ovember 7, 2010
See Announcement Letter 909-187 issued Aug 4 2009

– Customers usi ng IM S Versi on 9 shoul d migrate to IMS Versi on 10 or lM S 11.

There is also additional information being provided in other sources, eg. the Release Planning Guide, 
Fact Sheet, Redbook. And the IMS web site has links to these and much more. 
Since IMS V9 has been withdrawn from marketing and services is being discontinued in November 
2010, customers using it should  migrate to IMS V10 or IMS 11. 
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IMS Version 11 is …

AutonomicIntegrat ed Open
… Just 

Great 
Really!

Innovativ e

IBM has tremendously enh anced IMS with IMS 11, making it a very integrated , innovative, autonomic, and open 
solution. IMS 11 is just great really!
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Important Disclaimer

© Copyrig ht IBM  Corporat ion  2009. Al l r ights reserved .
U.S.  Govern ment Users Restricted R ights - Use , du pl ication  or disclos ure restricted by G SA ADP Schedu le Co ntract 

with IB M Corp .

THE IN FORMATION  CONTAINED  IN THIS  PR ESENTATION  IS  PRO VID ED FOR INFORMAT IONAL PURPO SES 
ONLY. WHILE EFF ORTS WERE MADE TO  VERIF Y TH E COM PL ETEN ESS AND ACCURACYOF  THE 
INFORMATION  CONTAINED  IN THIS  PR ESENTATION , IT IS  PROVIDED “AS IS” WITHOUT WARRANTY O F ANY 
KIND, EXPR ESS OR IM PL IED.  IN ADDITION,  THIS INFORMAT ION IS BA SED ON  IBM ’S  CURRENT PRODUCT 
PLANS AND STRATEG Y,  WHICH ARE SUBJECT  TO  CHANGE BY IB M WITHOUT NOT ICE. IBM  SHALL  NOT B E 
RESPON SIBL E F OR ANY DAMAG ES ARIS ING OUT  OF  THE USE OF , OR OTHERWISE RELAT ED T O, THIS  
PRESENTATION  OR ANY OTHER  DOCUMENTAT ION.  NOTHING CONTA INED IN THIS PRESENTAT ION IS  
INTENDED TO,  NOR SHALL  HAVE TH E EFFEC T OF , CREAT ING ANY WARRANTIES OR R EPR ESENTATION S 
FROM IB M (OR IT S SU PPLIER S OR  LIC ENSORS) , OR AL TERING  THE T ERMS AND CONDITION S O F ANY 
AGREEM ENT OR  LIC ENSE GOVERNING THE U SE OF  IBM  PRODUCTS AND/OR SOFTWARE.

IBM, the IB M logo, ibm.com, and I MS a re trad emarks or registered trademarks of 
International Business Machines Corpo ration in the United States, othe r countries, or 
both. If these and othe r IB M tra demarked te rms are m arked on their  first occurrence in 
this information with a tradema rk s ymbol (® or ™), th ese symbols indicate U.S. registered 
or common law trademarks owne d by IB M at the time this information was published. 
Such trademarks ma y also be registered o r common law t radema rks in othe r countries. A 
current list of IBM t radema rks is available on the Web at “Copyright and trademark 
information” at www.ibm.com/legal/copyt rade.shtml

Other comp any, product, o r service names may be t radema rks o r service marks of others.


