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TM1 Server and Database Configuration
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Planning Analytics Architecture
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TM1 Database Server Configuration: TM1s.cfg

• Click here for documentation on Planning Analytics tm1s.cfg parameters

• Apart from parameters needed to start and operate the database (such as security 
authentication settings, port numbers, paths etc.), the TM1s.cfg should ONLY contain 
parameters that are

• Proven to be needed or beneficial for the installed PA release version
• Used to achieve a certain user experience / enable a feature

• Any other parameter changes (such as changes prompted by IBM support to circumvent a 
bug or other issues) should ONLY be temporary, because:

• Parameter changes are often of a type that will ‘throttle’ TM1
• If temporary parameter changes are kept in the tm1s.cfg, the database will over time 

be configured to run in an ‘outdated’ operating mode.

• Temporary parameters (such as parameter changes prompted by support) should be 
commented as such and should include an explanation of why they were added (logical 
reason, not just ‘as told by IBM support’)

https://www.ibm.com/support/knowledgecenter/en/SSD29G_2.0.0/com.ibm.swg.ba.cognos.tm1_inst.2.0.0.doc/c_parametersinthetm1s.cfgfile_n1503fe.html
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Tm1s.cfg parameter explanation

Recommended 
non-default 
parameters:

AllowSeparateNandCRules=T
ViewConsolidationOptimizationMethod=Tree
LoadPrivateSubsetsOnStartup=T
ReduceCubeLockingOnDimensionUpdate=T
PersistentFeeders=F vs. T

• Default is F. It is the proven practice to separate N- and C-level rules
• Array is default (legacy). Tree is typically faster
• Default is F. T will improve performance for end users with private subsets
• Default is F. T will significantly improve scalability and reduce contention
• Default is T, consider/test  setting to F and using MTFeeders (see below). For new TM1 databases, set to F and only 

turn on if/when needed.

Optional 
recommended 
non-default 
parameters

MTCubeLoad=T

MTFeeders=T
MTFeeders.AtStartup=T

MTCubeLoad.UseBookmarkFiles=T
IndexStoreDirectory=<IndexStoreDirectory>

• Default is F. Allows TM1 to use multiple threads/cores for Cube Load on Startup. Will likely allow for faster database 
startup. Click here for more information

• Default is F. Allows TM1 to use multiple threads/cores for feeder processing. Will likely result in significantly faster 
‘refresh’ & startup of database instances. Click here and here for more information. Note: use of MTFeeders functions 
is typically OK with conditional feeders that are based on attributes or regular lookup cubes.

• The use of Bookmarks/Bookmark files can speed up startup time significantly. It is recommended to compare startup 
time with or without use of Bookmarkfiles (after bookmarkfiles were created)

New default to 
be handled 
with Caution

MTQQuery=T (default)
vs.
MTQQuery=F

• Default=T. MTQQuery will use MTQ to query and ‘pre-’cache  C-level views used by TI-processes.  While this typically 
leads to performance improvements, it can also significantly increase RAM consumption for larger views. That is 
because a TI with MTQQuery=F / without MTQQuery will not load a view into RAM, but instead ‘cycle’ through a view 
in smaller blocks, not really increasing RAM usage much. Yet with MTQQuery=T, TM1 will attempt to query and load 
the entire C-level view into RAM prior to processing it via TI 
⇒ MTQQuery=T (default) can increase RAM use significantly
⇒ only use IF (i) size of views is managed (known to be small enough) and (ii) sufficient RAM is available, otherwise, 

use MTQQuery=F; with MTQQuery=T, use DisableMTQViewConstruct () for Tis for which you want to disable 
MTQQuery

Other ForceReevaluationOfFeedersForFedCellsOnDataC
hange
-> Leave at F (default), i.e. do not set to T

• Using ForceReevaluationOfFeedersForFedCellsOnDataChange=T can very significantly degrade TI processing and input
contribution performance.

• Only use ForceReevaluationOfFeedersForFedCellsOnDataChange=T if you have conditional feeders that change based
on regular data inputs and if the continuous re-evaluation is needed. Otherwise, do not use this parameter.

• Enabling this parameter is not necessary even for use of TM1 Applications/Contributor. The parameter is only needed
if TM1 Performance Modeler is used for cube rule modeling (it is not recommended to use TM1 Performance Modeler
for cube rule modeling or TI-process modeling).

TM1 Database Server Configuration: TM1s.cfg

https://www.ibm.com/support/knowledgecenter/SSD29G_2.0.0/com.ibm.swg.ba.cognos.tm1_inst.2.0.0.doc/c_viewconsolidation_optimizationmethod_1.html
https://www.ibm.com/support/knowledgecenter/en/SSD29G_2.0.0/com.ibm.swg.ba.cognos.tm1_inst.2.0.0.doc/c_tm1_inst_mtcubeload_usebookmarkfiles.html?view=embed
https://www.ibm.com/support/knowledgecenter/en/SSD29G_2.0.0/com.ibm.swg.ba.cognos.tm1_inst.2.0.0.doc/c_tm1_inst_mtcubeload.html
https://www.ibm.com/support/knowledgecenter/en/SSD29G_2.0.0/com.ibm.swg.ba.cognos.tm1_inst.2.0.0.doc/c_mtfeeders.html
https://www.ibm.com/support/knowledgecenter/en/SSD29G_2.0.0/com.ibm.swg.ba.cognos.tm1_rul.2.0.0.doc/c_multithreaded_feeders.html
https://www.ibm.com/support/knowledgecenter/en/SSD29G_2.0.0/com.ibm.swg.ba.cognos.tm1_ref.2.0.0.doc/r_tm1_ti_func_disablemtqviewconstruct.html
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TM1 Database Server Configuration: TM1s.cfg

• On MTQ:
• What is it? -> MTQ stands for ‘Multi-Threaded-Queries’. It allows TM1 to split a 

query into multiple chunks that then are processed in parallel CPU threads. 
Without MTQ, every TM1 query runs in a single thread, with MTQ, multiple 
threads can be leveraged, hence significantly improving performance.

• MTQ significantly improves performance and should typically be set to 
leverage all available cores. Caveat: While MTQ=ALL ensures that hardware is leveraged at its 
maximum, it is only a recommended setting provided that the HW-sizing is adequately matched with the 
demands of the TM1 Database(s) that are running on the machine. Operating TM1 databases with MTQ=ALL yet 
on machines with insufficient HW capabilities may over-tax the HW and lead to performance degradation.

• TM1 10.2 Default: MTQ OFF => Recommended setting in TM1 10.2.2 is MTQ=ALL
• PA / TM1 11 Default: MTQ=-1 / MTQ=ALL (all available cores). 
• If your HW supports Hyperthreading, ensure you enable it on the Bios and/or 

OS. A Hyperthreaded Core provides about 80% of the performance of a ‘real’ 
CPU core. Therefore, enabling Hyperthreading can improve performance by 
about 80%. 
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TM1 Database Server Configuration: TM1s.cfg

• On MTQ (continued):
• The MTQ value (MTQ=X, like MTQ=4) is the total thread pool for all users that the 

TM1 Server makes available for Multi-Threaded-Queries. 
⇒ Example: If you set MTQ=4 on an 8-CPU machine, only 4 threads will be used in 

Total for MTQ . If two users run a query that leverages 4 MTQ cores, one user 
will get 1 non-MTQ thread, and the other user will get 1 non-MTQ Thread plus 
4 MTQ Worker Threads. 

⇒ MTQ is not the MTQ pool per user, but for the TM1 Database server in total.
• An MTQ pool thread becomes ‘available’ to other users once it has finished. 

⇒ Example: If a query initially gets assigned 4 MTQ worker threads, this does not 
mean it will keep all those threads. One thread may finish and the query will 
continue with 3 worker threads. Or 2 threads will finish, but the TM1 MTQ 
engine will determine that the next ‘part’ of the query is best served with an 
additional 8 threads, resulting in 10 threads being used… 

⇒ As a particular MTQ worker threads is finished (right after ‘commit’ in 
TM1Top), the thread becomes available again, and it may be used by the same 
query (for a new worker thread), or by a different user query.
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TM1 Database Server Configuration: TM1s.cfg

• On MTQ (continued):
• MTQ is NOT dependent/reliant on the # of CPUs on the machine!

⇒ MTQ will leverage multi-core processing capabilities by splitting and resolving queries via parallel 
worker threads

⇒ If you set MTQ to ALL or leave it at the default (ALL), TM1 will set an MTQ thread pool equal to the 
number of cores on the machine.

⇒ You can  set MTQ to a value higher than the number of cores on the machine. You will see more 
worker threads than CPU cores. This is acceptable, even though on most hardware, it is typically not 
going to result in performance gains, yet at lower concurrency typically will also not lead to 
performance degradation. 

• The CPU time and resources given to a MTQ worker thread are entirely handled by the Operating 
System. 

• An MTQ worker thread will ONLY occupy an entire CPU core if the core is not busy otherwise. 
• TM1 simply initiates a parallel thread. Where and how this thread is being processed is handled by the 

Operating System.
⇒ it is typically best to leave MTQ at its default and hence have it leverage as many worker threads as 

there are CPU cores. 
Caveat: While MTQ=ALL ensures that hardware is leveraged at its maximum, it is only a recommended 
setting provided that the HW-sizing is adequately matched with the demands of the TM1 Database(s) that 
are running on the machine. Operating TM1 databases with MTQ=ALL yet on machines with insufficient HW 
capabilities may over-tax the HW and lead to performance degradation.
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TM1 Database Server Configuration: TM1s.cfg

• On MTQ (continued):
• If you have two or more TM1 databases on the same machine, it is still recommended 

to set MTQ to ALL, because: An MTQ worker thread does not occupy a CPU core. 
MTQ worker threads will share CPU cores where needed and where applicable. It is 
the Operating System that handles CPU time and resources. 
⇒ If you have two databases on an 8 core machine, each set to MTQ=8, and on each 

a user runs a query leveraging 8 MTQ threads, the 16 MTQ threads are balanced 
among the 8 cores on the machine, utilizing the HW in an optimal way. 

⇒ If only one user runs a query leveraging 8 MTQ threads, the HW is still used in an 
optimal way. 

⇒ But if you set MTQ=4 and just one user runs a query, the HW is utilized at only 
50%. 

⇒ If we extend these simple examples to many users and dozens to hundreds of 
threads (like in a typical, large TM1 environment), we can argue that every TM1 
database should be configured to run queries as efficiently as possible, leveraging 
the available HW as much as possible. 

⇒ Balancing HW utilization is the job of the Operating System
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TM1 Database Server Configuration: TM1s.cfg

• On MTQ (continued):
• On very powerful HW (high # of CPU cores) on smaller to mid-sized databases, it may 

not make much of a difference to set MTQ to a value that is lower than the total 
number of cores. 

• On very large Databases, a high MTQ # typically does make a big difference
⇒ It is a good practice to start with MTQ=ALL (= default). 
⇒ To evaluate if different MTQ settings improve performance, adopt a holistic testing 

approach:
• MTQ Worker Thread ≠ CPU Core  => An MTQ Worker Thread is ‘just’ a TM1 Thread.
• What is the peak load on each database?
• What is the Avg CPU utilization at Peak?
• Do we currently max-out our HW capabilities? (HW should be used as much as possible; 

HW idle time is not good, because it means ‘things’ could be running faster)
• How do the # of cores affect our end-user queries? This depends on the 

database/cubes: are they very large, do they leverage rules, … 
⇒ Analyze!
⇒ Is there an MTQ setting where using additional worker threads do not matter much 

anymore? If Yes, then this should be your max MTQ setting (i.e. do not go higher than 
where you see a tangible difference) 
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TM1 Database Server Configuration: TM1s.cfg

• On MTQ (continued):
Some additional considerations when evaluating MTQ Settings: 
• One could argue that setting MTQ to a slightly lower value than the # of cores will allow more 

CPU time to be available for TI-processing (for example). But: this is only true IF the total 
concurrency on the database(s) is sufficiently low (compared to the # of cores). Example: The 
Operating System is balancing 200 concurrent TM1 users (and their TM1 threads) among its 36 
cores. In such a context, setting MTQ to 36 or 34 or 30 will not really make a difference, 
because the CPU will be operating at maximum capacity regardless of the MTQ setting.

⇒ When considering to lower MTQ, take into account the overall concurrency on the database at 
peak time and the data volume that you are querying. 

⇒ If concurrency is high and the data volume high, a higher MTQ value typically results in better 
performance in that end-user queries will be faster.

⇒ When you operate multiple Databases on one server and each database has a high 
concurrency, lowering MTQ will not necessarily free up CPU time for processing etc., because 
the overall load on the environment is already high.

⇒ Lowering MTQ in environments where multiple TM1 Database Instances share the same 
hardware will only have a positive impact on performance if the concurrency on each database 
is sufficiently low such that HW resources are kept available for other TM1 databases (and if 
those other databases need the free CPU time.

⇒ When setting MTQ, do not optimize it for low concurrency times. Optimize it for when the 
database is used most. 
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• Recommendations:
• Remove Duplicate TM1s.cfg entries and entries that are not applicable
• Apply TM1s.cfg settings as per prior slides on TM1s.cfg
• For as long as IT manages the HW & SW environment and infrastructure / 

unless the Business Owns and Manages the HW & SW environment and 
infrastructure: 
⇒ Performance-related parameters should be configured identically for 

all databases (i.e. TM1 shall ‘operate’ identically in all environments)
⇒ Allow database-specific parameters only if they are related to 

enabling/disabling/modifying user experience & features, such as 
Time-Outs, EnableNewHierarchyCreation, EnableSandboxDimension, 
EnableTIDebugging, …

• Always check what the default parameter values are

TM1 Database Server Configuration: TM1s.cfg
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• TimeOuts: Cognos Analytics timeouts should be set to be smaller than TM1 Web and TM1 
Database Timeouts, 
⇒ CA Session timeout 

< PAW Session Time-Out
< TM1 Web & TM1 Web Applications timeout 
< TM1 Database timeouts (for TM1 Database Servers, keep in mind that there is a 

‘legacy’ client IdleConnectionTimeOutSeconds, and a Rest-API connection 
HttpSessionTimeout.

• Recommended TM1 Web Session Time-Out when using PAW: 60 minutes

• Planning Analytics Time-Outs Overview (TM1 DB Server, Web, Applications, PAW, …)

• New as of 2.0.6: TM1 Web HttpSessionTimeout

Planning Analytics: Configuring Time-Outs

https://www.ibm.com/support/knowledgecenter/en/SSD29G_2.0.0/com.ibm.swg.ba.cognos.tm1_inst.2.0.0.doc/t_tm1_inst_contrib_c8security_session_timeout_vals.html
https://www.ibm.com/support/knowledgecenter/en/SSD29G_2.0.0/com.ibm.swg.ba.cognos.tm1_prism_gs.2.0.0.doc/t_paw_troubleshooting_web_timeout.html
http://www-01.ibm.com/support/docview.wss?uid=swg22002419
https://www.ibm.com/support/knowledgecenter/SSD29G_2.0.0/com.ibm.swg.ba.cognos.tm1_nfg.2.0.0.doc/pa_nf_session_timeout_tm1_web.html
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• In network environments with high latency (high ping rate and/or many network hops),
it can be beneficial to increase the Request Timeouts and Execution Timeout for PAX in the 
PAX xml configuration files:

• Request Timeout in CommManagerSettings.xml: 

<setting name="RequestTimeout">300</setting>

• RestAPI Execution Timeout in CognosOfficeXLLSettings.xml

<setting name="MillisecondsTimeoutRecalc">300000</setting>

The default is for the execution timeout is 

300000, and by default, there is no entry 

for this setting. Note that this setting is in 

milliseconds, not seconds

Planning Analytics for Excel: Time-Outs
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How to find the location of the PAX xml config files:
i. In PAx, click on ‘Options’:

ii. In the top left corner, click on ‘IBM’, then scroll down and click on ‘View 
Logs’:

iii. In the window that opens, go up one folder

Planning Analytics for Excel: Time-Outs
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Query Caching: VMM & VMT – Where do I start?
• Query caching behaviour is configured per cube via the VMM & VMT value in the 

}CubeProperties cube, where 
 The VMM value defines the maximum amount of memory to be used for 

caching of Stargate views per cube (i.e. the memory pool in RAM that is made 
available for caching). If no VMM value is specified the default value is 128KB. 
The valid range is 16 – 42,934,943,296 kb (16-2^32kb).

 The VMT value defines the query time threshold (in seconds) as of which 
Stargate Views will be cached (default = 5 seconds). 

• What’s a Stargate View? A Stargate view is a calculated and stored subsection of 
a TM1 cube that is created when querying a TM1 cube, with the purpose of 
allowing quicker access to the cube data. A Stargate view is different from 
a TM1 view object in that it contains only the data for a defined section of a cube 
(current title elements and row and column subsets), and does not contain the 
formatting information and browser settings that are in a view object. 
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Query Caching: VMM & VMT – Where do I start?
VMM:

• For applicable cubes, it is a good practice to increase the VMM value to a new 
‘default’ value of between 1MB and 5MB (or higher). This will allow caching of 
relatively large as well as many views and improve performance accordingly.

• Running and monitoring representative sample queries via TM1 Operations 
Console will indicate when the Query Cache is leveraged (short query time 
and no MTQ activity) vs. if the cache is not being used (long query times & 
MTQ activity). One can also log stargate creation with

log4j.logger.TM1.Cube.Stargate=DEBUG
log4j.logger.TM1.Cube.Stargate.ViewStorage=DEBUG

ONLY use such loggers in DEV  or Test environments & for testing/evaluation 
purposes

• If the VMM value(s) are too low, A query may not be cached. In such a 
scenario, running the same query repeatedly will cause repeated query 
execution & calculation vs. retrieval from the cache. If such scenarios are 
common, i.e. if certain common queries will not be cached due to low cache 
size, increase the cache until the query result is retrieved from cache.

• Check the logs for stargate size(s) and increase VMM if needed. For larger 
cubes, a cache size in the high MB to GB range can be advantageous!
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Query Caching: VMM & VMT – Where do I start?
VMT:

• For smaller environments, keeping VMT at its default of 5 seconds is typically 
a good idea. 

• For larger environments, where MTQ is leveraged heavily and where many 
processors may get engaged, a decrease of the VMT threshold may be 
beneficial in that CPU intensive queries, even if short, will be cached and 
hence will employ only one CPUs once cached rather than many.
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Query Caching: VMM With MTQ
The use of MTQ typically will require an increase in VMM size. If VMM cache 
is set too low, even queries that were cached without MTQ use may not be 
cached anymore once MTQ is enabled. In such cases – to avoid unnecessary 
re-execution of MTQs - increase the VMM value until repeated query 
execution will not trigger MTQ activity anymore (indicating the cache is used).
⇒ Running and monitoring representative sample queries via TM1 

Operations Console will indicate when the Query Cache is leveraged (short 
query time and no MTQ activity) vs. if the cache is not being used (long 
query times & MTQ activity).

⇒ If the VMM value(s) are too low, a query may not be cached. In such a 
scenario, running the same query repeatedly will cause repeated query 
execution & calculation vs. retrieval from the cache. 

⇒ If such scenarios are common, i.e. if certain common queries will not be 
cached due to low cache size, increase the cache until the query result is 
retrieved from cache.
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Logging: Overview

• System and Performance Monitoring is an essential tools for the 

Analysis and Remediation of problems (actively  and retroactively)

• Click here for an overview of available tools, methods, etc. 

https://www.ibm.com/support/knowledgecenter/en/SSD29G_2.0.0/com.ibm.swg.ba.cognos.tm1_op.2.0.0.doc/c_systemandperformancemonitoring_n160007.html
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Logging: TM1 Server Logging

• Location: TM1s-log.properties file, in the same directory as the tm1s.cfg

• Only use DEBUG loggers if
• prompted by support or
• for temporary troubleshooting/testing or
• if the particular debug logger has a low or insignificant performance impact (such as 

the Lock.Exception debugger below)

• Recommended loggers: 
• log4j.logger.TM1.Lock.Exception=DEBUG

(useful for identifying locking issues and analyzing means to remediate)

• Available loggers

https://ibm.box.com/s/7e2cray9yfgdm7ke87shp4cfr3qujafq
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Logging: TM1 Database  Activity Logging

• Log Activity of Users to disk!

• TM1Top and/or Operations Console can both be configured to write/log TM1 database / 
user activity to disk

• Those activity logs are essential in telling a story of ‘what was going on / what happened’, 
and are the best tool in determining how to approach and remediate a problem.

• View the document on Operations Console for details or – if using TM1Top – consult the 
TM1top.ini documentation (see parameters LogFile and LogPeriod)

• TM1Top logging on PA Cloud

https://ibm.box.com/s/qswg9jorz2zs9cdnhzvo83z1sc2xby72
https://www.ibm.com/support/knowledgecenter/en/SSD29G_2.0.0/com.ibm.swg.ba.cognos.tm1_op.2.0.0.doc/c_configuringthetm1top.inifile_n160feb.html
https://www.ibm.com/support/knowledgecenter/SSD29G_2.0.0/com.ibm.swg.ba.cognos.tm1_nfg.2.0.0.doc/pa_nf_tm1top_replacements.html
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Cube Transaction Logging
• TM1 Data that is loaded or entered into a cube is not automatically committed to 

disk (the *.cub file) but retained in-memory only. 

• For Cubes with Cube Logging enabled (default) data changes will be logged in the 
TM1s.log file. 

• Cube Logging may be disabled for a particular cube by setting the cube’s 
‘Logging’ value in }CubeProperties to ‘No’: 

• Use the functions 
 CubeSaveData() to commit one cube’s data and/or
 SaveDataAll() to commit all data to disk. 
When CubeSaveData() or SaveDataAll() are called, all corresponding log 
entries will be removed from the TM1s.log file and the logs will be 
‘archived’ in new log files named tm1s<DateTimeStamp>.log such as 
tm1s20140210172014.log.
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Cube Transaction Logging
• SaveDataAll() and CubeSaveData() will acquire a write lock on the cube/database. It is 

hence not recommended to use SaveDataAll() and CubeSaveData at the end of each TI 
load process (because that will cause lock-contention with other load processes that load 
data to any cube (SaveDataAll()) or also load data to the same cube (CubeSaveData() in a 
parallel load scenario (see below).  There should be only one TI process that calls the 
SaveDataAll() function. Use a stand-alone, single, distinct chore to execute 
the SaveDataAll operation.

• Commit to disk prior to backups and/or at the end of a business day / at night. Do not 
commit to disk during regular working hours, as this may affect the user experience. There 
is no need to commit to disk more than once a day

• Undo operations will evaluate all applicable TM1 logs in the TM1 Log directory. If a large 
number of log files can be found in the Log directory, the UNDO operation may take a 
longer time (and may lead to a lock on the corresponding cube).

• For larger read-only cubes it is a good practice to disable cube logging as this will speed 
up data load performance. Because a read-only cube cannot be accidentally overwritten 
by users, cube logging is not needed for audit purposes. 

• For Plan/Budget and other input cubes, cube logging should however be enabled to allow 
for proper auditing to occur and to allow for data-recovery in case of outages. 
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Optimization of internal Cube Dimension Order 
(Cube Optimization)

The order of dimensions significantly affects cube memory requirements 
and query performance

• The affect on query performance tends to be more significant than the affect on 
RAM utilization, i.e. the relationship between memory requirements and query 
performance is not linear. 

For example, a 20% reduction in memory requirements may be indicative of a 
>1000% improvement in query speed.

⇒ Look at Cube Optimization as an essential tool and process
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Optimization of internal Cube Dimension Order 
(Cube Optimization)

So how do I optimize the cube dimension order to maximize performance?
 The TM1 ‘Cube Optimizer’ lets you re-arrange & evaluate a different, internal

order of dimensions in a cube and apply the new sort order to the cube if 
desired.

When you optimize the order of dimensions in a cube, TM1 does not change 
the actual order of dimensions in the cube structure. TM1 does change the 
way dimensions are ordered internally on the server, and because the cube 
structure is not changed, any rules, functions, or applications referencing the 
cube remain valid.

 You can have TM1 itself evaluate the cube and dimension structures and 
determine a system-generated optimal dimension sort order

Or you can manually optimize dimension sort order, allowing for further 
optimization beyond the system-generated optimal sort order:
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Optimization of internal Cube Dimension Order 
(Cube Optimization)
 To manually optimize dimension sort order: 
1. Divide the dimensions into two groups: sparse and dense dimensions. 
2. Order the dimensions as follows: smallest sparse to largest sparse, followed by smallest dense to largest 

dense.
3. Exceptions: It typically is better to put a very small, dense dimension before a very large but sparse 

dimension. For example, a dimension such as Version/Scenario (Act, FCST, Plan) that has only two or three 
elements is better positioned before a very large but sparse dimension, such as Product, which might have 
thousands of elements. => be flexible and experiment with different configurations.

4. The TM1 manual states that one “should optimize the order of dimensions in a cube only in a development 
environment while you are trying to determine optimal cube configuration”. This should be interpreted as 
follows: Determine the optimal cube order via tests in a production-like development environment. Then –
at a time of zero-concurrency – implement the tested new dimension order in your production 
environment.

5. If a dimension (such as a measures dimension) contains string elements, it needs to be the last dimension.
6. Very often, moving the measures (or last) dimension (if it does not include string elements) upwards (from 

the last position) can result in significant memory savings and performance gains. The TM1 system-
generated cube optimization will not consider moving the measures/last dimension. The impact of moving 
the measures/last will have to be evaluated manually.

7. If you find that moving the measures dimension upwards will render significant performance gains but you 
would like to use string elements too (for comments etc.), you may consider building a separate cube just 
for string measures.
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TM1 DB Configuration:
}HierarchyProperties
• The defaultMember for }hierarchy0 in }HierarchyProperties.cub is accessed and 

used if an MDX query against a cube does not include a dimension member 
specification.

• If the defautMember is empty, the member with index 1 is used (this member is 
NOT necessarily the APEX node of a hierarchy, it can be any element because it is 
the element that is/was created first when the dimension was updated/loaded)

• => It is recommended to define defaultMembers for all Dimensions
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Performance Modeler: recommended default settings 
(to prevent changes to TM1 Database if/when an admin logs into TM1 via Performance Modeler)

• Performance Modeler, upon login by an admin will attempt to modify (and 
recompile) rules right after login unless the following settings are set such 
that Performance Modeler is prevented from preventing the behavior:

• In }ElementAttributes_}ModelProperties, ensure that the value for 
‘AutoGenerateFeeders’ is 2. This setting will set the Performance Modeler 
setting ‘Generate Feeders Automatically’ to No

• To prevent Performance Modeler from generating feeders when 
modeling/creating new rules, Disable feeder generation explicitly per cube in 
}CubeAttributes by ensuring the setting for NoFeeders is 1 for every cube:
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General Architecture & Design:
Security
 Do not use rules in }CubeSecurity.cub, }DimensionSecurity.cub, }ProcessSecurity.cub, 

}ElementSecurity_<Dimension>.cub
 Cube Security (‘}CubeSecurity.cub’), Dimension Security (‘}DimensionSecurity.cub’), Process Security 

(‘}ProcessSecurity.cub’), and Element Security Data (‘}ElementSecurity_<Dimension>.cub’) should be processed via TI 
instead of cube rules. 

 If rules used, a security metadata change - for example due to a hierarchy change (with corresponding/resulting 
security changes for parent and/or child nodes) or due to a new element being added to a hierarchy (like a new 
archived version for which READ access now to be granted to all applicable groups) – will always require running the 
‘SecurityRefresh()’ command in TM1, effectively rendering all cached security settings invalid and hence 
renewing/refreshing all security credentials. 

 A security refresh on large models will typically lead to a multi- to many minute lock of all user activity due to TM1 
refreshing security access credentials for all active users and groups. 

 If security is manually entered or processed via TI (and hence directly stored in the corresponding security cube), a 
security refresh is not necessary for such security changes. The security changes will propagate automatically and with 
only very short locks.

 Optimize CellSecurity cubes by only using dimensions that are needed for determining cell security access credentials 
(see next slide for a utility to optimize cell security cubes via TM1 Architect)

 Be aware that CellSecurity by default may overrule ElementSecurity by allowing data access to cells without 
ElementSecurity access credentials. I.e. if a cell in CellSecurity is READ, but the Element is set to access NONE (empty), a 
user can still read the value in Excel by typing in the Element Name. Use }CubeSecurityProperties.cub and set 
CellSecurityMostRestrictive to Yes to only  allow Cell Security to restrict access further (and to prevent cell security 
from being able to ‘open’ access.

 For details, go to:
Proven Practices for Security Management and Auditability
Workflow with TM1 and Planning Analytics: Workflow Types, Design Options & Guidelines

https://ibm.box.com/s/poaxzm2w2womcyqwl0v0qld0vcexpxw2
https://ibm.box.com/s/siqaabor6jp9tws2qo96tuum1dp5cvbi
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Click here for a utility for the creation of optimized CellSecurity Cubes. Note: the utility does not save and re-attach cell 
security rules. Ensure that a backup of the existing cell security rules is available and attach the rules after the new cell
security cube was created. How to use the utility:
1) Add the cube name to dimension ‘TM1 Cube.dim’
2) To delete an existing cell security cube, 

a) go to }ElementAttributes_TM1 cube.cub and set value for attribute ‘Cell Security’ to N
b) then run process ‘CellSecurityCubeManagement.pro’

3) To create a new cell security cube, 
a) go to }ElementAttributes_TM1 cube.cub and set value for attribute ‘Cell Security’ to Y
b) then, in }ElementAttributes_TM1 cube.cub, configure the cell security cube dimensions like in the following 
screenshot:

4) then run process ‘CellSecurityCubeManagement.pro’
5) to re-create an existing cell security cube with different dimensions, first execute step 2 and then step 3

General Architecture & Design:
Security

https://ibm.box.com/s/0jso5kla6nqgat627dhfp9g3cogu7hm7
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General Architecture & Design:
Optimizing Processing Speed

1. Use CubeClearData() prior to a re-load of all data in a cube

2. Use ViewZeroOut() to zero-out sections of a cube

3. Separate TI-processing for 
a) Dimension Load/Update &
b) Data (Fact) Load/Update
Doing so will – via procedural separation of metadata and data-update procedures -
allow the load and update of cube data using parallel load threads, hence 
significantly improving cube load time.

4. Where applicable (i.e. for adding not yet assigned masterdata elements), use the 
new TM1 10 functions DimensionElementInsertDirect and 
DimensionElementComponentAddDirect directly in the TM1 data tab along with 
loading new data (unless the dimension is very large),

5. Utilize a Parallel Data Load Regime for loading very large amounts of data very 
rapidly:
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General Architecture & Design:
Parallel Data Load & Processing
• What is it?

In a parallel data-load regime, data is loaded and processed 
into one or multiple cubes via separate & parallel processing threads. 

• What is it good for?

• With parallel data load / processing / export, a cube can be processed 
using as many CPU threads as available and applicable, hence providing 
significant performance gains. 

• Using a parallel data load regime/framework, TM1 can process upwards of 
50.000 records per second per CPU core* 

• => Using 16 CPUs for parallel data load, this can result in an overall data-
load/update speed of roughly 48Mio records per second 

• => Using 16 CPUs for parallel data load, you can load/update roughly 2.88 
Billion  records (2.880.000.000) in one hour, or 1.000.000.000 in just 21 
minutes!

*: on high-performance CPUs at over 3Ghz
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General Architecture & Design:
Parallel Data Load & Processing

• In cases where parallel data load is to be used frequently/extensively, the use of 
TM1RunTI.exe or RunProcess to trigger multiple data load processes built to allow 
parallel execution and data load is the preferred method to initiate parallel data load. 

• Proven Practices on how to initiate and manage data load & processing threads using 
RunTI.exe and Unix, Linux & Windows scripting language are available per request.

• See Proven Practices for Parallel Data Load and Processing in TM1 for details. 
Templates/Assets can for parallel data load and processing can be downloaded here.

• Solution Assets such as the IBM Planning Analytics Solution for Allocations and 
Profitability Modeling already contain utilities for parallel data processing. 

• For information on how to manage TI processes using Cognos Command Center, please 
refer to the Cognos Command Center Online Documentation or to http://www-
01.ibm.com/support/knowledgecenter/SSPLNP_10.2.1/com.ibm.swg.ba.cognos.ag_ccc.
10.2.1.doc/c_ug_ccc_pi_tm1_overview.html for more information on TM1 Integration

https://www-01.ibm.com/support/docview.wss?uid=swg21566543&aid=1
https://www.ibm.com/support/knowledgecenter/en/SSD29G_2.0.0/com.ibm.swg.ba.cognos.tm1_ref.2.0.0.doc/r_tm1_ref_tifun_runprocess.html
https://ibm.box.com/s/v2r2np0ijarak8grs1spu17bae75v9ne
https://ibm.box.com/s/j2wqkpreyw4eoil3yya8oxrupv8k4dd3
http://www-01.ibm.com/support/knowledgecenter/SSPLNP/welcome
http://www-01.ibm.com/support/knowledgecenter/SSPLNP_10.2.1/com.ibm.swg.ba.cognos.ag_ccc.10.2.1.doc/c_ug_ccc_pi_tm1_overview.html
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General Architecture & Design:
Minimizing Contention

1. Use the new PA TM1s.cfg parameters to reduce contention
2. Use SaveDataAll() & CubeSaveData() only when and where needed: SaveDataAll() will acquire 

a write-lock on the database, CubeSaveData() will acquire a write lock on the cube. It is hence 
not recommended to use SaveDataAll()/CubeSaveData() at the end of each TI load process 
(because that will cause lock-contention with other load processes that load data to any cube 
(SaveDataAll()) or also load data to the same cube (CubeSaveData() in a parallel load scenario 
(see below). 

3. Use Unique Views and Subsets for TI processing used in the context of TI-processing. Any 
subset and view (and the subsets used by that view) that is used by a TI process should have a 
name that is unique to the user executing the process and the time the process is executed. 
Using subsets and views with unique names ensures that 
 The Subsets and Views can - if needed – be isolated and debugged without affecting other 

processing (be it by the same process or by different processes)
 No contention will occur between different TI processes creating and/or destroying subsets 

and views at the same time
 No contention will occur between the same TI processes creating and/or destroying subsets 

and views at the same time
4. Implement a synchronization & serialization framework for applicable TI processes (NOT for 

all processes – you want to be able to run in parallel what shall run in parallel)
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General Architecture & Design:
Minimizing Contention

4. Implement a synchronization & serialization framework for applicable TI processes! Why?
 The concurrent execution of Turbo Integrator processes that lock the same objects and block 

each other can lead to contention. 
 TI process contention typically expresses itself successive rollbacks and retries, also known as 

thrashing. Examples: 
a) Two or more TI processes may perform an update of one and the same dimension
b) The first process to acquire the dimension ‘lock’ will block the other process from 

continuing
c) The 2nd process will hence do a rollback of its actions before encountering the lock and 

then will attempt to start anew 
d) The 2nd process may possibly hit the same lock later should process 1 not have finished or 

have released the lock (again resulting in a roll-back, i.e. back to the beginning...).
e) Or the 2nd process will find that the lock was released, but: the 2nd TI process ,may obtain 

a lock on a different object that is needed by the first process (but later on, i.e. towards 
the end of the 1st process running

f) Now the 2nd process is locking the 1st process & the 1st process will do a roll-back...
⇒ Not only may there be roll-backs and retries, but the rollbacks and retries – depending on 

the TI procedures in place, may affect one another, resulting in two or more processes 
locking each other out.
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General Architecture & Design:
Minimizing Contention - a Lock Contention Example

4. Implement a synchronization & serialization framework for applicable TI processes! Why?
The concurrent execution of Turbo Integrator processes that lock the same objects and block each other can 
lead to contention. TI process contention typically expresses itself successive rollbacks and retries, also 
known as thrashing.  Examples: 
a) Two or more TI processes may perform an update of one and the same dimension
b) The first process to acquire the dimension ‘lock’ will block the other process from continuing
c) The 2nd process will hence do a rollback of its actions before encountering the lock and then will attempt to start anew
d) The 2nd process may possibly hit the same lock later should process 1 not have finished or have released the lock (again 

resulting in a roll-back, i.e. back to the beginning...).
e) Or the 2nd process will find that the lock was released, but: the 2nd TI process ,may obtain a lock on a different object that is 

needed by the first process (but later on, i.e. towards the end of the 1st process running
f) Now the 2nd process is locking the 1st process & the 1st process will do a roll-back...
⇒ Not only may there be roll-backs and retries, but the rollbacks and retries – depending on the TI procedures in place, may 

affect one another, resulting in two or more processes locking each other out.
Two Processes start at the same time & both process complete the metadata procedures and start the data tab:

When Process B encounters a lock (in the data tab, of dimension ‘ContentiontestA’) & consequently enters a wait state:

When Process A has finished and the lock on dimension ‘ContentiontestA’ has been released, Process B starts anew:
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General Architecture & Design:
Minimizing Contention

So what do we need to do to prevent thrashing?
⇒ Applicable processes should be kept from being executed in parallel and instead should only 

be allowed to be run in serial to avoid thrashing and excessive (or even endless) rollback 
actions. 

⇒ The same applies to simultaneous fact updates and dimension updates: if you are running a 
process that updates fact data you should not attempt to update the dimension master data 
using a different process as this will cause locking and rollbacks.

So how do we do this?
⇒ A semaphore logic needs to be employed to synchronize certain (applicable) TI processes to 

run in serial execution mode only. The synchronization logic will ensure that a process is told to 
‘wait’ at the very beginning of execution (before it would require a roll-back or data updates 
etc.) until the ‘lock’ that would prevent the process from continuing is released.

⇒ As of TM1 10, the SYNCHRONIZED() function allows for easy serialization of TI processes if 
needed:

• For TI processes that are built specifically to updated a certain dimension, add the following 
code to the beginning of the TI process (TI prolog): SYNCHRONIZED ( <DimensionName> );

• Proven Practice: Use Dimension Names as the lock names for SYNCHRONIZED()
• For TI processes that are parameterized such that multiple or varying cubes, dimensions or 

objects could be accessed and locked, implementation of a configurable TM1 TI-
Synchronization utility is recommended. The utility is to leverage the SYNCHRONIZED() 
function in combination with a configurable Lookup model to allow setting, maintaining 
and testing different serialization configurations in an ad-hoc/dynamic fashion. Click here
for Synchronization Utility Objects

https://ibm.box.com/s/bkem0p4qsczb7ed3q0ei57l55556gyxc
https://ibm.box.com/s/euluj72iqi9nga1yj52fklezvd2mu99l
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TM1 Web
&
Planning Analytics Workspace 
(PAW)
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Planning Analytics Local: 
TM1Web on Planning Analytics 
(from Apache to WebSphere Liberty)

• TM1 Web installation

• TM1 Web Integrated Login (configuration)

• TM1 Web Configuration Parameters

• TM1 Web & WebSphere Liberty Application Server configuration and performance tuning

• Advanced TM1 Web Logging

• TM1 Web-Sheet load optimization

• Increasing Heap Size in TM1. Important Note on Heap Size / Maximum Memory for 
WebSphere Liberty:
⇒ especially in environments where use of TM1 Web is not managed by IT but the TM1 Web 

environment is managed by IT, it is a good practice to set the Maximum WebSphere 
Liberty Memory to a significantly higher value that the default of 1.5 GB. 

⇒ When upgrading from TM1 Web 10.2.2 to TM1 Web PA, set the Maximum memory in WebSphere 
Liberty to the same value as Apache Tomcat was set to in TM1 Web 10.2.2. Note the 
recommended limits for PA 2.0.5 or lower and upgrade to PA 2.0.6 or higher if needed (it is NOT 
recommended to have a Java Heap set to larger than 24GB for Planning Analytics 2.0.5 and lower 
(which uses JRE 7). As of Planning Analytics 2.0.6 and higher (JRE 8), the limit may be increased 
but not recommend to be set larger than 56GB. The max Java Heap allowed while also 
maintaining -Xcompressedrefs is 24GB (2.0.5 and lower) or 56GB (2.0.6 and higher))

https://www.ibm.com/support/knowledgecenter/en/SSD29G_2.0.0/com.ibm.swg.ba.cognos.tm1_inst.2.0.0.doc/c_tm1_inst_installingtm1webonaseparatecomputer.html
https://www.ibm.com/support/knowledgecenter/en/SSD29G_2.0.0/com.ibm.swg.ba.cognos.tm1_inst.2.0.0.doc/c_tm1_ug_configuring_sso_with_spnego.html
https://www.ibm.com/support/knowledgecenter/en/SSD29G_2.0.0/com.ibm.swg.ba.cognos.tm1_inst.2.0.0.doc/c_tm1web_cfg_params_v10r2.html
https://www-01.ibm.com/support/docview.wss?uid=ibm10737313&myns=swgimgmt&mynp=OCSSD29G&mync=E&cm_sp=swgimgmt-_-OCSSD29G-_-E
https://www.ibm.com/support/knowledgecenter/SSD29G_2.0.0/com.ibm.swg.ba.cognos.tm1_nfg.2.0.0.doc/pa_nf_tm1_web_user_name_logging.html
https://www.ibm.com/support/knowledgecenter/SSD29G_2.0.0/com.ibm.swg.ba.cognos.tm1_nfg.2.0.0.doc/pa_nf_websheet_load_optimization.html
http://www-01.ibm.com/support/docview.wss?uid=swg22008559
http://www-01.ibm.com/support/docview.wss?uid=swg22008559
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• Installing Planning Analytics Workspace (PAW): Overview

• PAW Architecture and advanced Administration

Planning Analytics Local: 
Planning Analytics Workspace (PAW)

https://www.ibm.com/support/knowledgecenter/en/SSD29G_2.0.0/com.ibm.swg.ba.cognos.tm1_inst.2.0.0.doc/c_paw_install_workflow.html
https://ibm.box.com/s/65qbww3m39xu8ruk3p1o6uz23t893in6
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Organization, DevOps Optimization 
and Cloud-Readiness: 

Considerations for 
• Organization
• Operations Management & Orchestration 

-> Cognos Command Center
• Data Integration

-> Cognos Integration Server
• Performance and Regression Testing
• Migration



• Organization
• DevOps Optimization
• Assessment tools

IBM Internal

• Strategy & Organizational Advisory
• Analytics Center of Excellency (ACE) Workshop
• The Analytics Center Of Excellency (ACE) in an IBM Planning Analytics context: Focus Areas, 

Responsibilities & Roles
• Transitioning to Modern Self-Service Analytics: Workshop & Advisory
• Financial Analytics Infrastructure & Solutions Strategy Assessment 

• DevOps Optimization and Guidance:
• IBM Planning Analytics Developer Handbook: Sample Outline and Topics
• IBM Planning Analytics Performance Maintenance & Tuning Team: Mandate, 

Benefit, Responsibilities & Enablement
• Scenarios, Options, and Proven Practices for TM1 Code Migrations, 

Administrative Roles, Duties, and Procedures
• TM1 Operations Console, 
• Interpreting TM1Top and Operations Console Output
• Regression- & Performance Testing of TM1 & Planning Analytics Solutions: 

Recommendations & Guidelines
• PAW Local Operation and Administration
• Misc. PA Local installation and configuration

• Assessment tools:
• Financial Analytics Assessment Pre-Engagement Questionnaire
• FP&A Process Assessment Questionnaire
• IBM Planning Analytics - Project Scoping Questionnaire

Organization, DevOps Optimization, and Cloud Readiness

https://ibm.box.com/s/tpxp776a9r4bja2k5dr15tkt77t33sf7
https://ibm.box.com/s/lu9s25r02ky98iemj6hmpzv62ljf32iz
https://ibm.box.com/s/johv8um4nfm5efwk1as5jnielrgomscz
https://ibm.box.com/s/sn6uv3g1yhpppr8vbzuyrjdsmh6d53o7
https://ibm.box.com/s/qswg9jorz2zs9cdnhzvo83z1sc2xby72
https://ibm.box.com/s/afxsisi9bl9qhqcdozu7x5tlgrofmkgt
https://ibm.box.com/s/3w6v8aw2nohm2ezrjzx5gkpgtisnp71v
https://ibm.box.com/s/65qbww3m39xu8ruk3p1o6uz23t893in6
https://ibm.box.com/s/d041pt68vnxmfxu6l2bekjd593ukro00
https://ibm.box.com/s/7vbpuwtag0nr0w7g7e34jusdi3yo3xbn
https://ibm.box.com/s/fyzedojakbwah5xrwdts2jiqreyzly36
https://ibm.box.com/s/hl63nm3dagvlo2awfhe1ow8xs32q6v5b


Feature Advantage Out-of-the-Box Benefit

Integrated and 
Automated 
Extraction 

• Automates data extraction
• Extract TM1, Oracle Hyperion Essbase, 

HFM, SAP BW Fact-, Meta-, & Master-
Data

• Dynamically and Automatically 
generates
• RDBMS Target Schemas
• Files
• Target Dimensions and Cubes
• TM1 TI-scripts

• Establish and maintain a Dimension Meta- & Master-data backup & 
repository

• Automatically Integrate different (Meta)-Data formats
• Automate Meta-, Master- & Fact-Data export/import
• Integration and export/import from

• Cube Model to RDBMS (CIS Star Schema),
• Cube Model to Text File,
• Cube Model to Cube Model,
• CIS Star Schema to Star Schema
• CIS Star Schema to Text File
• CIS Star Schema to Cube Model

Hybrid-Cloud 
Support

Native, RestAPI-based support of TM1, 
Planning Analytics Local, Planning Analytics 
Cloud

• Out-of-the-box integration of Hybrid-Cloud TM1/PA Environments
• (on premise to on premise, on premise to cloud, cloud to on premise, 

cloud to cloud)
• Transfer/Replicate/Copy data between TM1/Planning Analytics 

instances

Performance 
Optimized

supports continuous, near real-time 
extraction & import Support for continuous planning & analysis in a Hybrid-Cloud environment

In the context of MDM, Master- & Meta-data Governance, Data-Integration & Transformation, IBM Cognos Integration Server 
provides out-of-the-box hybrid-cloud integration capabilities, hence minimizing compliance risk and improving IT-process efficiency

Cognos Integration Server



?
Cognos Command Center 
provides a solution for 
orchestrating recurring 
maintenance & administration 
tasks around Master-/Meta- & 
Fact-Data Management for TM1, 
hence unlocking significant 
DevOps productivity gains while 
establishing full procedural 
auditability

Cognos Command Center



• Orchestrates applications, 
either on-premise or in the 
cloud

• Libraries of business 
functions eliminating 
custom code

• Business friendly interface 
that supports mobility

• Central repository 
for compliance and audit

• Handshake with enterprise 
schedulers and web 
Services

• Each application with a 
command-line interface

Features:
 Email automation
 File automation (copy, move, delete,…)
 FTP, SFTP, FTPS automation
 Systems & Monitoring utilities
 IBM Cognos Integration Server 

integration (run CIS tasks)
 RDBMS: 
 SQL Server, 
 DB2, 
 Oracle DB

 IBM Cognos TM1: 
• Check TM1 Server
• Delete Server Object
• View & Filter Server Log, Audit Log, 

Transaction Log
• List Server Objects
• List Users
• List/Delete Views
• Manage BLOBs
• Read/Write Cell
• Run TI Chore, TI Process
• Start/Stop TM1 Server (Windows)

Cognos Command Center
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Cognos Integration Server & Cognos Command Center
Guides, Training, & Tutorial

• Click here to access a Cognos Command Center (CCC) deck 
which includes a thorough introduction and tutorial

• Click here to access a folder with CCC & CIS training courses 
(ppt decks and recordings)

• Click here for a document on how to use the CIS command 
line utility (highly recommended)

https://ibm.box.com/s/gjcs5mt06n0ovccyzuj138ca0yaticcw
https://ibm.box.com/s/6om2xwbsuxu1mge45h1djunp86j4qmo1
https://ibm.box.com/s/pohfm1yv7eh1o6ks8c3m60b3cok1vux1
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Performance and Regression Testing,
TM1 Rest API

FOPM Performance and Regression Testing: Proven Practices

Tools and methodologies for testing via TM1 Rest API: 
• Cucumber (click here for some guidance)
• IBM DeveloperWorks API Testing Framework Using BDD Approach 

Through Cucumber and Rest- Assured (involving Jenkins)

TM1 Rest API Materials:
• Introduction and Tutorial on the TM1 Rest API
• TM1 Rest API Developer Guide
• TM1 Rest API wrapped into Python
• Mastering the Rest API with Postman

https://ibm.box.com/s/3w6v8aw2nohm2ezrjzx5gkpgtisnp71v
https://www.ibm.com/support/knowledgecenter/en/SS9RXT_10.2.2/com.ibm.swg.ba.cognos.tm1_rest_api.10.2.2.doc/dg_tm1_odata_common_ops.html
https://cucumber.io/
https://www.baeldung.com/cucumber-rest-api-testing
https://developer.ibm.com/recipes/tutorials/api-testing-framework-using-bdd-approach-through-cucumber-and-rest-assured/
https://ibm.box.com/s/8ur5jc7avt6t4ki4hkx94n2c7805020j
https://www.ibm.com/support/knowledgecenter/en/SS9RXT_10.2.2/kc_gen/com.ibm.swg.ba.cognos.ctm1.doc_dev_toc-gen4.html
https://github.com/cubewise-code/TM1py
https://code.cubewise.com/blog/mastering-the-tm1-rest-api-with-postman
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Migra tions  
Separa tion of Roles , Duties  & Procedures

• Migrations: As of Planning Analytics 2.0.7, the recommended migration 
method is via Git source control: To learn more, see Managing TM1 
database assets with Git and an introductory guide to Planning Analytics 
Git integration.

• IBM Cognos TM1 & Planning Analytics Code Migrations, Separation of 
Roles, Duties & Procedures: Scenarios, Options & Proven Practices

https://www.ibm.com/support/knowledgecenter/SSD29G_2.0.0/com.ibm.swg.ba.cognos.tm1_rest_api.2.0.0.doc/c_tm1_restapi_model_deployment.html
https://ibm.box.com/s/ojwk0q8fmj0xiihr19lqzx15vbnh0blo
https://ibm.box.com/s/sn6uv3g1yhpppr8vbzuyrjdsmh6d53o7
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Configuring 
Planning Analytics Local
Security Authentication
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Configuring CAM Security for
• TM1, TM1 Web, PMHUB, PMPSVC
• Panning Analytics Workspace (PAx via PAW)
• Detailed Walkthrough and Guidance on CAM Security with PA

Security Authentication

http://www-01.ibm.com/support/docview.wss?uid=swg22000283
https://www.ibm.com/support/knowledgecenter/en/SSD29G_2.0.0/com.ibm.swg.ba.cognos.tm1_inst.2.0.0.doc/t_paw_configure_tm1_servers.html
https://www.ibm.com/communities/analytics/cognos-analytics-blog/cognosanalytics-and-planninganalytics-integration-walkthrough-part-3/
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Encryption
• Data Transmission Encryption
• Encryption at Rest (on Premises only)
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• SSL encryption via TLS 1.2 is enabled with TM1s.cfg parameter 
UseSSL=T

• Overview of TLS Data Transmission Security
• To configure custom (WBA-issued) SSL certificates, please refer to the 

following links:
• Using Custom TLS
• Planning Analytics 2.0 Local - Configure Custom SSL Certificates

SSL/TLS encryption of TM1/PA Data Transmissions

https://www.ibm.com/support/knowledgecenter/en/SSD29G_2.0.0/com.ibm.swg.ba.cognos.tm1_inst.2.0.0.doc/c_runningtm1insecuremodeusingssl_n120007.html
https://www.ibm.com/support/knowledgecenter/en/SSD29G_2.0.0/com.ibm.swg.ba.cognos.tm1_inst.2.0.0.doc/t_tm1_inst_tm1web_config_for_SSL.html
http://www-01.ibm.com/support/docview.wss?uid=swg21998325
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• Why ‘Encryption at Rest’? 

In its default state (and as per a common default practices for database objects), 
the data objects in a TM1 database data directory and the TM1 database log files 
are not encrypted. In the unencrypted state, the restoration of a TM1 database is 
possible just based on data directory files and - where applicable - transaction 
logs. Additionally, unencrypted TM1 objects can be read using a text editor.

=> Ideally, we would want to have the TM1 Database Objects be encrypted. That 
is what Encryption at Rest does:

• What is ‘Encryption at Rest’? 

Encryption at Rest provides the capability to encrypt TM1 objects and log files 
such that their content cannot be read and such that the objects themselves are 
insufficient to restore a TM1 database without having access to the encryption 
keys used by the TM1 server.

Click here for a comprehensive guide on how to configure, enable and manage 
TM1 Database Encryption at Rest

New with Planning Analytics: Encryption at Rest

https://ibm.box.com/s/6f7u8xsop8phvbj1heyldsuj0twkvjzz


55 4/3/2023

IBM Planning Analytics Proven Practices, Assets, 
Utilities, and Templates
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• Introductory Guidelines and Proven practices for TM1 and Planning Analytics 
Configuration, Architecture, and Design (or “An introductory architecture and 
design guide for building very large yet fast performing TM1/PA models”)

• Proven Practices for Version/Scenario Management,
• TM1 Multi-Threaded-Queries: Configuration Guidelines
• Guidelines & Proven Practices for IBM Planning Analytics and IBM Cognos TM1 Integration and 

Performance Optimization with Cognos BI and Cognos Analytics 
• Use Case, Benefits & Functionalities of a Cube, Dimension, Master-, Meta-, and Fact-Data Management & 

Maintenance Framework for IBM Planning Analytics
• TM1 Turbo Integrator Utilities for View- & Subset-Generation (download objects here)
• TM1 Turbo-Integrator Utilities for Dimension and Hierarchy Maintenance (utilities include TI processes to 

build PA V2.0 Hierarchies, using new PA V2.0 TI functions)
• Parallel Data Processing with Planning Analytics:_Methods, Options, Restrictions, and Templates

(download objects here) 
• Planning Analytics FX conversion: Transaction/Input Currency and Reporting Currency
• Planning Analytics V2.0 Hierarchies - Guidelines and Proven Practices
• and more

Proven Practices,
Assets, Utilities, 
Configuration & Design 
Guidelines for TM1 
Modeling and 
Configuration

Workflow

Security Management 
and Automation

Authentication

• Proven Practices for Security Management and Auditability
• Management of TM1 Security: An Introduction
• IBM Planning Analytics Security Management Framework
• Utility for CellSecurity Cube Optimization

• Workflow with TM1 and Planning Analytics: Workflow Types, Design Options & Guidelines

• IBM Planning Analytics Local: Security Authentication Modes

IBM Planning Analytics Proven Practices, Assets, 
Utilities, and Templates

https://ibm.box.com/s/c4rpia7r9lmmuxt48u27je15njsksjvl
https://ibm.box.com/s/zeym0s5wkla4vl2651fa4731q8cugxkh
https://ibm.box.com/s/kc4st4nlliy2y9oemcmbnil7wtnsv0b3
https://ibm.box.com/s/kd740jz013z2f6a7guw94jb1af68tkiu
https://ibm.box.com/s/txu71jhuq1golizys0xgpgkdyggm52g6
https://ibm.box.com/s/3fbyuw5yv79eybpsc2yb753of3kttern
https://ibm.box.com/s/5iygckp7lehc8iveiajl7xe9wap68g3e
https://ibm.box.com/s/grxjrcperzv8y2xvvvz88c1hnv58sqiu
https://ibm.box.com/s/v2r2np0ijarak8grs1spu17bae75v9ne
https://ibm.box.com/s/5iygckp7lehc8iveiajl7xe9wap68g3e
https://ibm.box.com/s/ox4el7nnqte2layp6mcscrf79pgtlppw
https://ibm.box.com/s/fqsxwpiokhhlju4dcku0l347bp5gjv53
https://ibm.box.com/s/ubsv1bh9vc7j0etbtar1uhy9lji656u6
https://ibm.box.com/s/sxufmem4hz6aohottx6tcf183zhc0un0
https://ibm.box.com/s/uj4phqnoajuzbhvv19thurca18vh7p24
https://ibm.box.com/s/tltnx97dyucs5w7uqb36eve3cu94xjht
https://ibm.box.com/s/y2swktkgf8hilr4vo7mrnohz4u8qmwi3
https://ibm.box.com/s/siqaabor6jp9tws2qo96tuum1dp5cvbi
https://www.ibm.com/support/knowledgecenter/SSD29G_2.0.0/com.ibm.swg.ba.cognos.tm1_inst.2.0.0.doc/c_tm1_inst_securityandauthenticationoverview.html
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Presenter Notes
Presentation Notes



https://ibm.box.com/s/77e8rvykarinweel63pj4eqxi9qr6j6e
https://ibm.box.com/s/77e8rvykarinweel63pj4eqxi9qr6j6e
https://ibm.box.com/s/77e8rvykarinweel63pj4eqxi9qr6j6e
https://ibm.box.com/s/9pntyffngy54j42fedb7as5yvbks1t2z
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IBM Planning Analytics Solution for Allocations and Profitability Modeling:
A Customer Story

Presenter Notes
Presentation Notes



https://quebit.wistia.com/medias/ie4nqisrsf?wvideo=ie4nqisrsf
https://quebit.wistia.com/medias/ie4nqisrsf?wvideo=ie4nqisrsf
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IBM Planning Analytics Solution for Workforce Planning by Employee
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Presenter Notes
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https://ibm.box.com/s/5li5lbn44ecfp3m9fbhp2a2yltfgw7s3
https://ibm.box.com/s/5li5lbn44ecfp3m9fbhp2a2yltfgw7s3
https://ibm.box.com/s/5li5lbn44ecfp3m9fbhp2a2yltfgw7s3


Thank You
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