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IBM Cognos Analytics and System Performance

All customers desire the capability to squeeze the maximum performance out of their IBM Cognos Analytics (CA)
investment.

IBM Cognos Analytics is but a part of a complex software and hardware environment. A single bottleneck in either the
software or hardware has a ripple effect for the entire system.

We have compiled a list of the most common software and hardware bottlenecks and how to monitor the system for them.

=  Process Threading:
= Too few threads and queuing can occur
=  Process Memory Sizing:
= Too little memory and OutOfMemory conditions can exist
= Too little memory and Garbage Collection can become costly

Nothing in the deck can minimize the impact of a sub-optimal Analytics model or poorly authored report spec.

© 2016 IBM Corporation
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IBM Cognos Analytics Basic Architecture

The following Services account for the core Analytics processes seen in system
process views and are generally tunable.

= Cognos Dispatcher — Java application responsible for routing requests through

the Analytics system and managing Analytics content Cognos Dispatcher
Processes (JAVA)

= Report Service — C++ application that manages interactive T Report Report
requests to execute reports (Process name BIBusTKServerMain.exe) [ Service Processes (C-++)

= Batch Report Service — C++ application that manages non-interactive requests n Batch Service
to execute reports (Process name: BIBusTKServerMain.exe) Processes (C++)

= Dynamic Query — Java application that manages Dynamic Query requests and Dynamic Query Process (Java)

returns the result to the requesting Service

n Cognos Graphics

= Cognos Graphics Service — Java application that produces S s )

graphics on behalf of the other services (Process name: cgsLauncher.exe)

Cognos Access Manager
Service Process (Java)

= Cognos Access Manager Service — Java application that handles user
authentication, authorization, and encryption (Process name: CAM_LPSvr.exe)

3 © 2016 IBM Corporation
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The following java/javascript based micro-services were new in Cognos Analytics.
They are embedded in the other java processes and are not necessarily readily

IBM Cognos Analytics Micro-Services

exposed for tuning.

« All CA micro services run in the “dispatcher” jvm
* Installed with all “app-server” install

Glass Framework
Admin Service

User Profile Service
Content Search Service
Modelling Service
Dataset Service
Scheduling Service

Notification Service

Glass Framework service

Admin service

User profile service

Content service

Search service
Modelling service

Dataset service

Scheduling Service

Notification service

© 2016 IBM Corporation
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Cognos Analytics Processes (Windows)

Cognos Analytics 11.0.7 system under load (Windows Platform):

Process

[#z] cogbootstrapservice. exe
= | Liavaexe

conhost.exe

(=] cosLauncher.exe

B conhost exe

S| java.exe
&8 conhost.exe

[5=] BlBusTEServert ain. exe
&8 conhost.exe

[&=] Bmittd D Providertd ain. exe
B conhost.exe

[&:] BIBusTK S ervertain.exe
&8 conhost.exe

[&:] BIBusTK S ervertain.exe
B conhost exe

[&:] BIBusTK S ervertain.exe
&8 conhost.exe

[5=] BlBusTEServertain. exe
&8 conhost.exe

[&:] BIBusTK S ervertain.exe
B conhost.exe

[&:] BIBusTK S ervertain.exe
&8 conhost.exe

[&:] BIBusTK S ervertain.exe
&8 conhost.exe

[&:] BIBusTK S ervertain.exe
|EE conhost.exe

PID
21184
21420
40408
14316
23060
24360
26344
22120
24032
40636
29500
12300
18292

2640
20076
20608
37332
28432
32828
31068
23652
24584
17600

2724
37856
36056
32824

CrRU

274

<0m

286

om

<0m

1.36

072

<0m

1.35

065

1.00

0.43

075

Frivate Bytes
15,004 K
18.682.933 K
1.424 K
17.533.380 K
1168 K
17.970,783 K
1176 K
295,976 K.
1176 K
16152 K
1164 K
286,536 K.
1168 K
2I1E1E K
1168 K
272420 K
160K
288,332 K
1172k
248,980 K.
1.328 K

267 B52 K.
1.332K
270,448 K
1.332K
233224 %
1.332K

“working Set  Command Line
26,224 K. "D:\BMA\cognoshc10_B4_HeliosR7_rs\binE4cogboatstrapservice. exe’’

5,502 488 K. Mredbindjava.exe +%4+UseCompressed0ops +3< +UseComprezsedlops -Dijava.net preferl Pv4Stack=true -<mx16384m -<mz8192m -<ms16384m -+<ms16384m -<gc...

EO36 K APACWWINDOWS \epstem3I2hconhost. exe x4

801,404 K D:MBMAcognoshc10_B4 HeliosR7_rs\binE4\cgsLauncher exe -option COG_ROOT=0: /BM/cognos/c10_E4_HeliosR7_rs idleTimeLimitSec=300 -vmargs Xmx16g ...

5,372 K ATACAWIND DWW S hsystem32\ conhost exe Dxd

7.528.440 K D:MBMAcognoshcl0_B4 HeliosR7_rs\irebbinhjava exe +ms16384m -+mx16384m -+mnxE144m >{mnzE144m -server <soma 00m <shareclasses cachedir=. favash...

5424 K ATACNWINDOWS \apstem32hconhost. exe x4

319,900 k. D:\BMAcognoshc10_B4_ HeliosR7_rs\binsBIBusTES erverd ain.exe threads=20 camssi=false COG_ROOT=0:/BM/cognos/c10_64_ HeliosR7_rs -

572 KATACNWINDOWS \apstem32hconhost. exe x4

28,836 K D:ABMYcognoshc10_B4_HeliosR 7_rshbin%B mtt DProvidertd ain.exe threads=10 camssl=false COG_ROOT=D:/|EM/cognos/c10_B4_HeliosR7_rs idleTimeLimitSec=...

5360 K APACNWINDOWS \epstem32hconhost. exe x4

308,052 K D:MBMAcognoshc10_B4HeliosR7_rs\bin“BIBusTKS ervertd ain.exe threads=20 camssl=false COG_ROOT=0D:/EM/cognos/c10_E4_HeliosR7_rs -

BATE K APACNWINDOWS \apstem32hconhost. exe x4

294,112 K D:MBMAcognoshc10_B4 HeliosR7_rs\bin“BIBusTKS ervert ain.exe threads=20 camssi=falze COG_ROOT=D:/IBM/cognos/c10_B4_HeliosR7_rs -

5,372 K APACAWIND DWW S system32h conhost. exe 0xd

292 672 K. D:MBMAcognoshc10_B4 HeliosR7_rs\bin“BIBusTKS ervert ain.exe threads=20 camssi=falze COG_ROOT=D:/IBM/cognos/c10_B4_HeliosR7_rs -

5372 K ATACNWINDOWS \apstem32hconhost. exe x4

283,752 K. D:ABM\cognoshe10_64_HeliosR7_re\bin\BIBusTKS ervert ain.exe threads=20 camssl=false COG_ROOT=D:/IBM/cognos/c10_64 HeliosR7_rs -.

BATE K ATPACNWINDOWS \epstem32hconhost. exe x4

272,252 K. D:MBMAcognoshc10_B4 HeliosR7_rs\bin“BIBusTKS ervert ain.exe threads=20 camssi=falze COG_ROOT=D:/IBM/cognos/c10_B4_HeliosR7_rs -

5428 K ATACNWINDOWS \epstem32hconhost. exe x4

288,432 K D:MBMAcognoshc10_B4 HeliosR7_rs\bin“BIBusTKS ervert ain.exe threads=20 camssi=falze COG_ROOT=D:/IBM/cognos/c10_B4_HeliosR7_rs -

5420 K APACNWINDOWS \epstem32hconhost. exe x4

292 516 K D:MBMAcognoshc10_B4 HeliosR7_rs\bin“BIBusTKS ervert ain.exe threads=20 camssi=falze COG_ROOT=D:/IBM/cognos/c10_B4_HeliosR7_rs -

5424 K ATACNWINDOWS \epstem32hconhost exe x4

259,136 K D:MBMAcognoshc10_B4 HeliosR7_rs\bin“BIBusTKS ervert ain.exe threads=20 camssi=falze COG_ROOT=D:/IBM/cognos/c10_B4_HeliosR7_rs -

5420 K APACNWINDOWS \apstem32hconhost exe x4

../bibustkzerver/B. ..

.‘bibustkserver/B...

fhibustkserver/B...

fhibustkserver/B...

fhibustkserver/B..

fhibustkserver/B...

fhibustkserver/B...

fhibustkserver/B...

fhibustkserver/B...

Drescription

|IEM Cognos Products: btsy
Java[Th] Platform SE binary
Conzole Window Host

|IBM Cognos Products: cgs
Canzale Window Host
Java[Th] Platform SE binary
Conzole Window Host

|BM Cognos Products: colmisc
Conzole Window Host
BrattA D Providertd i

Conzole Window Host

|IEM Cognos Products: colmisc
Conzole Window Host

|IEM Cognos Products: colmisc
Conszale Window Host

|IEM Cognos Products: colmisc
Conzole Window Host

|BM Cognos Products: colmizc
Conzole Window Host

|IEM Cognos Products: colmisc
Console Window Host

|IEM Cognos Products: colmisc
Conzole Window Host

|IEM Cognos Products: colmisc
Conzole Window Host

|IEM Cognos Products: colmisc
Console Window Host

© 2016 IBM Corporation
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Cognos Analytics Processes (Unix / Linux)

Cognos Analytics 11.0.7 system under load (Power/Linux):

spert
TimeLimi

dump : T
null
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Report Service Tuning

Key things to considering when tuning Report Service:
= If Report Service processes are not enough for the work load on the system than queuing can occur.

= Queuing of requests negatively impacts the Analytics system,

=  Would affect both Interactive Report Service and Batch Report Service.
=  Affects Dynamic and Compatible Reporting Engines.

= Monitoring via Cognos Administration

a i 0 [¥] Mo metric score

E Queue - Report service
Latency 00:00:00.015

Mumber of queue requests 80‘:/ 39 users in queue
- 39

Queue length

Queue length high watermark el Waltlng 12s
Queue length low watermark 1 /
00:00:12.076

Time in queue &
Time in queue high watermark 00:00:48.223

© 2016 IBM Corporation
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Report Service Tuning

= The threading model in Cognos Analytics 11 Report Server defaults to 8 low affinity threads and 2 high affinity threads

= With 2 Report Server processes there is 16 low affinity thread (default value).

= |f 24 requests are issued to report service, 16 get served and 8 get queued.

24 current Report
Execution requests

8 parallel Report Executions

4 Report Executions in queue

8 parallel Report Executions

4 Report Executions in queue

= Increase the number of Report Server processes through Cognos Administration:

Set properties - ReportService

General Settings Permissions
Category 3 Name 3
& Tunng Masdmium niumber of processes for the report semace during Non-peal: period

& Tunng Masamum number of processes fior the report senvice during peak period

es

H—

Solution - Increase the
Report Service Process to
3to prevent Queuing!

© 2016 IBM Corporation
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Batch Report Service Tuning

Similar to the Report Service. The Batch Report Service handles job report execution. The number of processes has a

significant affect on batch report execution

= Too few Batch Report Service processes will lead to report execution requests waiting in the Queue.

Set in IBM Cognos Administration:

Set properties - BatchReportService

General Settings Permissions
[]| |category< |Name | value | Acqu
[ & Tuning Maximum number of processes for the batch report service during non-peak period 2 Yes
[ & Tuning Maximum number of processes for the batch report service during peak period 2 Yes

4 parallel Batch Report Executions

20 current Batch Report 6 Batch Report Executions in queue

Execution requests

4 parallel Batch Report Executions

Solution - Increase the Batch 6 Batch Report Executions in queue

Report Service Process to 5
to prevent Queuing!

© 2016 IBM Corporation
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Set properties - DeliverySeryice

!

|:| & Tuning

| category % | Hame

Batch Report Service Tuning

The number of Delivery Service connections may need to be increased for heavy Batch environments that write to disk:

Maximum connections for delivery service during non-peak period
[ £& Tuning

Maximum number of delivery service connections during peak period

By default in CA11, Burst Report execution are as follows.

The work gets “chunked” across multiple Batch processes.

Batch Report Service threads.

| value | Acqu
4 Yes

4 Yes

Assume a Burst Reports with 8000 report and 4 Batch Report processes. The work would be chunked across 8

8000 Burst
/ Reports

Batch Report Batch Report Batch Report Batch Report
Service Process 1 Service Process 2 Service Process 3 Service Process 4

10

N

| 1000 reports | | 1000 reports || 1000 reports | 1000 reports | | 1000 reports | 1000 reports | | 1000 reports | 1000 reports |

© 2016 IBM Corporation
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Report Server: 32-bit vs. 64-bit

=  Two Query Engines in Cognos Analytics: Compatible and Dynamic.
= Report Server Configurations Supported:

= Compatible: 32-bit Report Server

= Dynamic : 32-bit Report Server & 64-bit Report Server

-ﬁ\lBM Cognos Configuration - dal-phastos.ottawa.ibm.com
" Eile  Edit  Wiew Actions Help
| e & |
Explorer Environment - Group Properties
| BB Local Configuration |ame [value
|+ E Dispatcher Settings |
Canfiguration Group * External dispatcher URI ()| Fttp:f fdal-phastos: 9300/ p2pd/serviet/disp...
9 @mggmg F Internal dispatcher URI (&) hutp/fdal-phastos @300/ p2pd/ sarvietfdisp...
File Dispatcher password il
0 % 1BM Cogno... External |Wx port 0
EE HeliosR7 External |Mx credential Fr_———
T Portal Services [ Report Server execution made (3] o+ o I~
o [2 securiy - Other URI Settings S2-bit
@Aulhemucanon * Dizpatcher URI for external applica.., @ 64-bit
¥ [D] # Content Manager URIs (&) Pt/ dal-panther: 3300/ pZpd/senilet
Cognos Fomt Settings
IEI LDAR # Prysical fonts locations _.fhinffants
¢ B Cryptoaraphy Fiysical forts map <click the edit buttans =]
. (] cognos __Fonts to embed (hatch report servi. | <clickthe editbutonz ¥]

= User end performance comparable between the two Report Server Configurations.
= 64-bit Report Server could reduce the memory footprint on a system by using less report server processes.

= 32-bit Report Server process is Large Address aware. This means that now the 32 bit applications can grow to a larger

size (up to 4 GB OS dependent).
11 © 2016 IBM Corporation
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Report Server: 64-bit

The memory footprint of Report Server can be reduced by varying the affinity and session cache settings for the number of 64
bit Report Server processes. For example, these configurations handle the same number of work:

125 processes, 8 low and 2 high threads, session cache of 20
=  Memory: ~350MB per process = over 40GB

25 processes, 40 low and 10 high threads, session cache of 100
=  Memory: ~700MB per process = under 20 GB

10 processes, 100 low and 25 high threads, session cache of 250

=  Memory: ~1.3GB per process = under 15GB

Calculate the session cache by taking the low and high affinity threads and
multiple by two

Affinity settings configured in Cognos Administration

Session configured in the rsvpproperties.xml on disk in the configuration
folder

Awerage Transaction Time (sec)

1.800

1,600

1.400

125 64-hit Report Server Processes
1 64-bit Report Server Process

10 64-bit Report Server Processes
25 64-bit Report Server Processes

© 2016 IBM Corporation
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WebSphere Liberty Profiles (WLP) for Analytics

The WebSphere Liberty Profiles bundled in Cognos Analytics 11.0.7 is Liberty version 16.0.0.4
= Located in the CA installation at <root>/wlp

There are two WebSphere Liberty Profiles
= CognosServer (Dispatcher JVM): <root>/wlp/usr/servers/cognosserver

= Dataset-Service (CA 11.0.6+) (Query Service JVM): <root>/wlp/usr/servers/dataset-service

Non-optimal settings for the JVM'’s can lead to:
= OutOfMemory conditions
= Frequent or long Garbage Collection pauses
= ‘timeout’ or ‘unresponsive’ application

= Overall poor performance

© 2016 IBM Corporation
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WLP for CA: CognosServer

= The CognosServer JVM is configured in Cognos Configuration

= The default WLP settings for CA 11 CognosServer (Dispatcher) java process:

= JVM Settings

= Initial Heap Size (Xms) = 1GB or 1024MB

= Maximum Heap Size (Xmx) = 4GB or 4096MB

= Xgcpolicy:gencon is set by default

= http://javaeesupportpatterns.blogspot.com/2012/03/ibm-jvm-tuning-gencon-gc-policy.html

= Xcompressedrefs is set by default (IBM Java in the <root>/bin64/bootstrap_wlp_<os>.xml)

= Thread Pools: coreThreads (100) / maxThreads (1500)

@ 1BM Cognos Configuration - drl-pipit.ottawa.ibm.com
File Edit View Actions Help

& Portal Services

14

| » 2
m HeliosR7 - Configuration - Resource Properties
E Local Configaration [Name [ [vaue
+[B Eméror%ment‘ R | Type \WebSphere Liberty Profile

! %L;ggi%;ramn roup |* Ping timeaut In seconds 240

DFile | Stop wait time in seconds 50
+ BIBM Cognos services |* Maximum memory for Websphere Liberty Profile... 4096
vanced properties coreThreads...
| Ad d i Thread:

- MName | Vale
[] |coreThreads 1500
[l |maxThreads 1500

© 2016 IBM Corporation
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WLP for CA: Dataset-Service

= The dataset-service JVM is configured in Cognos Adminstration
= The default WLP settings for CA 11 dataset-service (Query Service) java process:
= JVM Settings
= Initial Heap Size (Xms) = 1GB or 1024MB
= Maximum Heap Size (Xmx) = 4GB or 4096MB

= Xgcpolicy:gencon is set by default
= http://javaeesupportpatterns.blogspot.com/2012/03/ibm-jvm-tuning-gencon-gc-policy.html

= Xcompressedrefs is set by default

- Category &  MName % Yalue
M & Tuning Mirimum query execution time befare a result set is considered For caching (milliseconds) 50
r @ Tuning Initial 2y heap size For the query service (ME) (Requires QueryService restart) 1024
[T & Tuning T heap size limit For the query service (MB) {Requires QuerySarvice restart) IBJ.EQ
M & Tuning Initial WM Aursery size (MB) (Requires QueryService restart) IU
M <& Tuning T rursary size limit (MB) (Requires QuaryService rastart) IU
M <& Tuning WM garbage collection policy (Requires QueryService restart) IG@I‘IETE’tiJI‘Id ’I
™ & Tuning Additional 1M arguments For the query servics (Requires QueryService restart) I
T <& Tuning Murmber of garbage collechan cyeles oubput to the varbose log (Requires QueryServics restart) 1000
15 T <& Tuning Dizable I/ verbose garbage callection logging (Requires QueryService restart) [

Acquired
Wes

Wes

© 2016 IBM Corporation
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Dataset-Service / Query Service

Threading is handled dynamically by the Query Engine. The number of Interactive Report Services and Batch Report
Services affect the thread count.

DQ automatically provides logs (dq_verbosegc_<timestamp>.log) to help determine if your values are set correctly and allow
for easy debugging.

Located in the <root>/logs/XQE folder

Dynamic Cubes

Cognos Dynamic Cubes is an extension of IBM Cognos Dynamic Query that leverages substantial in-memory data
assets as well as aggregate awareness in order to achieve high performance interactive analysis & reporting over
terabytes of warehouse data.
The JVM must be tuned correctly in order to obtain optimal performance depending on:

=  The size of the data it consumes

=  The expected workload

Sizing Recommendations for Dynamic Cubes is available online: http://www.ibm.com/developerworks/library/ba-pp-
performance-cognos10-page635/

© 2016 IBM Corporation
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Cognos Graphics Service (CGS) Tuning

= Threading for the Cognos Graphics Service is configured in Cognos Administration: 50 threads per process.

Set properties - GraphicsService

Entries: 1 - 10 >

[[1] | category < | Name $ | value | Acquired
[ £ Tuning I Mumber of low affinity connections for the graphics service during non-peak period 50 Yes |

[ £& Tuning Mumber of high affinity connections for the graphics service during peak period 1 Yes

[ £ Tuning | Mumber of low affinity connections for the graphics service during peak period 50 Yes |

= Default JVM size of 1GB with no JVM arguments applied.
Unix / Linux

= JVM values and arguments configured in cgsServer.sh in the <root>/bin and <root>/bin64 locations. JVM arguments are set
after $JAVA_OPTS: $JAVA_OPTS —Xmx2g —Xms2g —Xmn1lg —Xcompressedrefs —Xgcpolicy:gencon

Windows

= JVM values and arguments configured in cgsService.xml in <root>/webapps/p2pd/WEB-INF/services. JVM arguments are set
between child-proc-cmd tags after vmargs (2 places in the same file):

<child-proc-cmd>-vmargs</child-proc-cmd>
<child-proc-cmd>Xmx2g</child-proc-cmd>
<child-proc-cmd>Xms2g</child-proc-cmd>
<child-proc-cmd>Xmnlg</child-proc-cmd>
<child-proc-cmd>Xcompressedrefs</child-proc-cmd>
17 <child-proc-cmd>Xgcpolicy:gencon</child-proc-cmd> © 2016 IBM Corporation
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= Cognos Analytics logging changed in CA 11.0.7.

18

Cognos Analytics Logging

= The purpose of this logging change is to help in diagnosing complex problems by collecting related logs from easily

accessible web-based menus

= Before enabling diagnostic logging, the Cognos Administrator can review and update size limit and maximum

number of files to keep

= Enable through the CA portal at Manage > Configuration > System, select the “Diagnostic Logging” tab

https://www.ibm.com/communities/analytics/cognos-analytics-blog/how-to-use-logging-in-cognos-analytics-11-0-7/

Here is quick overview on some of the main log files.

Log file Changes
cogaudit. log New
cognosserver.log MNew
dataset-service log New
p2pd_messages.log unchanged
dg_messages.log unchanged
pogo_<date= log replaced
*session_<id=.log MNew

Description

Renamed from previous ‘cogserverlog’. Contains the audit information
Log messages from dispatcher (cognosserver liberty server)

Log messages from dataset service (dataset-service liberty server)
Log standard error and output from cognosserver

Log standard error and output from dataset-service

Log data are now written into one of new files

Generated when enabling session logging. Log either
session_<id=_cognosserver or session_<id=_ dataset-service

© 2016 IBM Corporation
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Performance in Cognos Analytics 11

New Features

© 2016 IBM Corporation
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Data Sets

Dataset testing was conducted using FM modeled data developed against EAPPS data base (DB2) (~200,000 rows x 48

Columns)

The below configuration was used for both interactive and not interactive testing using both external object store and a

traditional db2 content store.

Interactive Reporting: The reports being executed in the background were a mix of reports, including a dashboard based on
the dataset. Data set refresh was performed in parallel while interactive use load was executing.

Non-Interactive Reporting: The reports being executed in the background were not in anyway associated to the dataset.
Data set refresh was performed in parallel while non-interactive use load was executing.

Bl Configuration: 1 Content Manager, 1 Report Server writing to a DB2 Content Store DB or External Object store

Content Manager Dispatcher JVM 8GB
Core Threads 1500/1500
Report Server Dispatcher JVM 8GB
Core Threads 1500/1500
Dynamic Query JVM 8GB
Cognos Graphics Service 8GB

Report Service
Batch Report Service

10/10 processes
32/32 processes

© 2016 IBM Corporation
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impact to interactive users or reports.

Data Sets — Interactive Reports

Testing mixed interactive reports while performing a dataset refresh in the background, there appears to be no performance

Upon investigation, there does however appear to be a performance impact on the dataset refresh times. As users were
added, both reporting and the dataset refresh scaled predictably.

The results were similar when using both a db2 content store or external content store

G600

Build Name | Scenario
w N tn
8 &8 8
1 | |

8
|

100 —

Interactive Load

Dataset Refresh Times while Under Load

DataSetRefresh

20uszer_mixedDataSet
SOuser_mixedDataSet
A0user_mixedData=et

dataszetRefreshTime

S3ET .56
40515
4935 .49
o347

DatasetRefresh

A40user_mixedDataSet 30user_mixe

20user_mixeclD. ..
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Data Sets: Non-Interactive Reports

= Testing homogeneous non-interactive reports while performing a dataset refresh in the background, there appears to be no

performance impact to interactive users or non-interactive jobs.

= Upon investigation, as with interactive reports, there does however appear to be a performance impact on the dataset

refresh times. Dataset refresh was performed in parallel while non-interactive use load was executing.

= The results were similar when using both a db2 content store or external content store

Non-Interactive Load

heliosR4_16090915_Ch_base

avErae
Auser_customer_burst_40k_pddf_cm_dom 1,544
Tuser_masterdob_40_large_btml_cm_classic 1,530
Auser_masterdob_40_large_hbtml_cm_dogm 1,619
user_masterdob_40_large_pdf_cm_classic 1,576
Auser_masterdob_40_large_pdf_cm_dgm 1,584

Interactive Dataset Refresh Times while Under Load

Scenario | Datase Refreshi=s)
! DetaSetRefresh 37238
T lser_customer_burst_ank_pef_cm_dom | a0 21
Auser_masterdob_40_large_himl_cm_cdogm 541 .03
Auser_masterdob_40_large_ podf_cm_classic 556.73
Auzer_masterdob_40_large_pdf_cm_dgm 55719

22

heliozR4_1609091 5_DataSetRefresh_bkognd

average]

1,368
1,581
1,620
1,571
1,603

Dniff
11 .4%
-3.3%
-01%
0.3%

-1.2%
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Search
4GB JVM vs 8GB JVM

= Search service is handled by the Content Manager Dispatcher JVM process. By default the dispatcher JVM process is set to
4GB, so by increasing the JVM Memory of a factor of 2X from the default value of 4GB we are seeing an increase in
transaction performance over default as user load increases. Overall performance increase from 15%-21% or 0.2 seconds
(low user load) — 15 seconds (high user load)

£ Average

16042614_HeliosR2_Search_100KObj_JVM4GE_WP_Scale 16042614_HeliosR2_Search_100K0bj_JVM3GE_WP_Scale

I Averages | Std Dev | Margin of Error | Base Lower Range | Base Upper Range Pass Fail | % Pass | I Average % Diff (sec) Std Dev | Margin of Error | Build Lower Range | Build Upper Range Pass Fail % Pass
10user testScenario 0.76 T 78 19,670 0.75 2.24% (0.0s) 063 +-0.01 074 0.76
20user testScenario 1.3 0.96 1.29 1.24 23,440 114 1531% (0.23) D.88 +-0.01 1.13 1.15
40user testScenario 343 1.52 ) 48 18,115 283 21.18% (0.6s) 1.30 +-0.02 28 285
80user_testScenario 8.94 2.61 8.85 9.04 14185 745  20.10% (1.3s) 3.51 +- 7.38 7.50 17,010
160user_testScenario 20.42 5.25 +-0.20 2022 20.62 12,835 18.65 9.47% (1.8s) 468 +-0.08 18.58 18.73 14,030
320user_testScenario 47.88 15.75 +- 0.64 47.24 48.52 11,660 4388 8.88% (3.9s) 14.45 +-0.25 4373 4423 12,850
S40user testScenario 114.01 55.08 +- 2.42 111.58 116.43 11,425 0D 100.00% G898 1518% (15.0s) 4571 +-0.78 98.20 59.78 13,145 0 100.00%

| Total 196.77 85.69 3.45 193.31 200,22 111,540 0 173.78 71.20 0.39 172.58 174.98 126,240 0

4GB JVM vs 16GB JVM

= By Increasing the JVM Memory of a factor of 4X from the default value of 4GB we are seeing an increase in transaction
performance over default as user load increases. Overall performance increase from 16%-44% or 0.3 seconds (low user
load) — 16.1 seconds (high user load)

Therefore, if using high concurrent user load while performing searches we would recommend a JVM setting of at least 8GB for

optimal performance.
23 © 2016 IBM Corporation
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Dashboards, Stories and Guided Journeys

= Dashboards and stories are tested against content that is created off of datasets, modules and uploaded files.

= Dashboards and stories use only the java processes. They do not use the BIBusTKServerMain process.

Sscene_more ... ableCustomers

Awidget_bar_ ... 00rows10060ls

b

®

Customer Lifetime Value (GLTV)

)
D

d [ ¢

Customer Lifetime Value (GLTV)

0:09.9 7 0:09.9 Scene 2 of &

24

Education

Bl Bacheior

B Colege

M Doctorate

Wl Hioh School or Below

B Master

EF 253

Loyalty (Months Since Policy Inception)

Loyalty (Months Since Policy Inception)

) >

MEENC!

<l

©SV_1000rows100c0ls.05v

Date

2000-01-02

2000-02-02

Region

30,000

Revenu

South America | Parag

North America

United States

50,000 70,000 80,00

0 (Sum)

2488

1091.2307682307683

o 10,000 30,000 50,000 70,000

Profit (Sum)
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Charting: RAVEL vs. RAVE2

= In general Rave2 performance is better than Ravel.
= Most of the performance gains were seen with the first opens for the test cases.
= Memory usage is identical between Ravel and Rave2.

= %CPU increased for some Rave?2 reports. This is due to the cgsLauncher process.

11.0.5 Ravel vs. Rave2 Report Execution Comparison
First Opens

[ 16110411 _Ravel
O 16110411 _RaveZ

B0 —

=]
=1
|

Avg transaction time (sec)
5
|
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Monitoring Cognos Analytics
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Interactive Performance Assistant (IPA)

= New in Cognos Analytics 11.0.7!

= Enable and use Interactive Performance Assistant to view query and rendering performance on report objects in Cognos

Analytics.

= https://www.ibm.com/communities/analytics/cognos-analytics-blog/interactively-view-report-performance/

Paper size;
(Default) 2

[ <]

Paper orientation:
(Default) 2

Data mode:
All data =

Language:

(Default) =
Afrikaans

Afrikaans (South Africa)

Albanian

Albanian [Albania)

Amharic o

Rows per page:

¥ Prompt
Include accessibility features
Enable bidirectional support

| ¥ Include performance details
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Execution Time: 664 ms

Calfornia Cities: 292 Customers: 7,128

100,000,000 ® QUANTITY_B o 35000000
\
) momox £ 3,000,000,000
) 2 2.500,000,000]
-
E 60,000,000 =, 2,000,000,000)
z ¢
S 40,000.000] £ 150000000
o = 1,000,000,000;
20,000,000 d
g 500000000)
o 0
1 2 3 4 1 2 3 4 1 2
QUARTER_L
xecution Time: 193 ms Execution Time: 200 ms @
PROFIT_MARGIN_AMT_B 1999
o1 [ o o4 o5 o6
Pool & Spa Group 4,069,895.06 2,131,656.67 462382338 3,861,686.84 5.751,834.55 11,382,447.56
Suface Water Group 672,6867 85073912 81826241  1,096,03505 163482418 272878111

Execution Time: 30699 ms @

)

Aug 25, 2017
[[Fotal Execution Time [Request Id: yivhGsywsM4418giMis8lygdjg41Cq2

gjlgG]: 47924 ms_ @)

(o
QUARTER_L

5.986,683.89

914,606.88

3

4

2,978,537.87
1,122,365.86

® NET_BILLING_AMOUNT_8

10

203843849 4,512,412.08
1,73544965  1,464,966.26
TOtal(CUSTOMER_CAT1_L) 4,747,263.73 2,982,395.79 5442,105.79 4,957,721.89 7,386,658.73 14,111,228.67 6,901,290.77 4,100,903.73 3,773,888.14 5,977,27834 6,439,120.05 5544,431.53

4,900,284.07
1,538,835.98

Total( YEAR_L)

55,808,355.81
16,465,931.35
72,364,287.16
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Monitoring Tools: IBM JVM Tools

IBM Meonitering and Diagnostic Tools

IBM provides tooling and documentation to assist in the understanding, monitoring, and problem
diagnosis of applications and deployments running IBM Runtime Environments.

Health Center

The Health Center is a lightweight tool that menitors active IBM Virtual Machines with minimal
performance overhead. The Health Center suggests live tuning recommendations for Garbage
Collection, profiles methods including call stacks, and highlights contended locks.

Learn more about the Health Center.

Interactive Diagnostic Data Explorer

Interactive Diagnostic Data Explorer (IDDE) is the strategic tool for allowing interactive analysis
of JVM problems using post mortem artifacts such as core files or javacores. It is lightweight,
allowing you to guickly get information from the artifact you are investigating where you aren't
sure what the problem is and you want to avoid launching resource intensive analysis.

Learn more about the IDDE.

Memory Analyzer

The Memory Analyzer brings the diagnostic capabilities of the Eclipse Memory Analyzer Tool
(MAT) to the IBM Virtual Machines for Java. Memaory Analyzer extends Eclipse MAT using the
Diagnostic Tool Framework for Java (DTFJ) which enables Java heap analysis using operating
system level dumps and IBM Portable Heap Dumps (PHD).

Learn more about the Memory Analyzer.

Download the Memory Analyzer using the IBM Support Assistant Workbench.

IBM Extensions for Memory Analyzer

The IBM Extensions for Memory Analyzer offer both additional capabilities for debugging
generic Java applications, and capabilities for debugging specific IBM software products by
building knowledge of those products into the extensions.

Learn more about the |BM Extensions for Memory Analyzer.

Garbage Collection and Memory Visualizer
The Garbage Collection and Memory Visualizer (GCMV) helps visualise the memory footprint,

garbage collection behaviour and performance of Java and MNode.js applications using verbose
garbage collection output. The Garbage Collection and Memory Visualizer provides
recommendations for tuning the application.

Learn more GCMY.

Dump Analyzer

The Dump Analyzer analyzes a formatted system dump and produces a report including
suggestions on how to resolve the problem.

Learn more about the Dump Analyzer.

Download Dump Analyzer using the IBM Support Assistant Workbench.

IBM Diagnostic Tool Framework for Java

The Diagnostic Tool Framewaork for Java (DTFJ) is a Java application programming interface
(AP1) used to support the building of Java diagnostics tools.

Learn more about the BM Diagnostic Tool Framework for Java.

www.ibm.com/developerworks/java/jdk/tools
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Monitoring Tools: GC Logs

JVM Memory and GC Policies

« Enabling GC logging is a low impact method of measuring JVM sizing and Garbage Collection policies. Undersized
JVMs can lead to OOM situations or excessive garbage collections and high JVM pause times.

* For Dispatcher and CM, edit <root>/bin64\bootstrap_wlp_<OS>.xml and add the following line to the Java arg list

* For CGS, edit \webapps\p2pd\WEB-INF\services\cgsService.xml or cgsServer.sh on UNIX and add to the JVM
arguments (in two locations in the file!)

<param condName="§{java vendor}" condValue="IBM">-Xverbosegclog:../logs/disp gc.log</param>
<child-proc-cmd>Xverbosegcleg: ../logs/cgs_gc.log</child-proc-cmd>

+ For Dynamic Query and Dynamic Cubes, GC Logging is on by default in a file named
dg_verbosegc_%timeStamp%.log
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Monitoring Tools: IBM Support Assistant

1&]|=|8] =
/., TBMSupport Assistart X
<« C | A bEps:flocahost: 1094 3/isas/#view=tools r
IBM Support Assistant Team Server Administration = Language
Cases M Scan this Case ® -
Files @@ Tools lis Reports [ overiew  J§symploms @ Knowledge
Q
|:=;';Emer keyword Filter Reset
SonBy| |, || Tag| AllTags - ]
J Classtoader Analyzer [Desktop] S Select atool from the list to display details about the tool.
'] Filetiet Optcal Storage And Retrieval 8
(OSAR) Cable Tool [Desktop] Read more about additional tools available to install into IBM
Garbage Collection and Memory ¥@ Support Assistant.
Visualizer (GCMV) [Desktop] z
T Garbage Collection and Memory ‘%;
Visualizer (GCMV) [Eclipse] -
'] Serbage Colledtion end Memory v
Visualizer (GCMV) [Report] e
T Health Center [Desktop] v
T Health Center [Eclipse] @
'} HeapAnatyzer [Downloadable] 8%
'} 10DE Server Link Generator [Web] vE
Interactive Disgnostic Data Explorer (IDDE) .
¥ [Desktop] v
Interactive Diagnostic Data Explorer (IDDE) ’
T [Eclipse] e
'} Memory anatyzer [Desktop] g v
‘T Memary Analyzer [Report] v
I Memory Anahvzer I¥ebl L L el
30 @ 1BM Corp. 2011, 2016

www-01.ibm.com/software/support/isa/

The desired toolset is ‘IBM Monitoring and Diagnostic Tools for Java’

IBM Monitoring and Diagnostic Tools for Java™ - Dump Analyzer

IBM Monitoring and Diagnostic Tools for Java™ - Garbage Collection and Memory Visualizer for ISAvd
IBM Monitoring and Diagnostic Tools for Java™ - Health Center

IBM Monitoring and Diagnostic Tools for Java™ - Interactive Diagnostic Data Explorer

IBM Monitoring and Diagnostic Tools for Java™ - Memory Analyzer

IBM Monitoring and Diagnostic Tools for Java™ - Memory Analyzer 64bit

Quick steps to use the tool:

* Highlight the ‘Garbage Collection and Memory Visualizer' tool and hit
‘Launch’ and browse to the garbage collection log using the ‘Remote
Artifact Browser’

 Arguably the most useful view is ‘Heap size’, ‘Pause time’, and ‘Used

heap (after collection)’ chosen from the File menu ‘VGC pause’ and ‘VGC
heap’
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IBM Support Assistant: GC Logging Analysis

+ Classic example of the IBM Support Assistant helping determine ‘ideal’ JVM size

olLeft graph shows a properly tuned JVM with GC occurring approximately every 2 hours with a pause time of
under 35 seconds.

oRight graph illustrates a JVM running an undersized Java Heap. GC occurs every 10 minutes with a pause time
of over 40 seconds.

Healthy Analytics System

Tuned JVM (using Xms/Xmx = 100 GB) Small JVM (using Xms/Xmx = 50 GB) i ,
Concurrent collection count 1
100 sa0 " Forced coliection count :0
- ! N ; ! e
J | e o lGlobaI collections - Mean garbage collection pause (ms) 543 Il
o ) 7 " ‘ | { { Global colections - Mean interval between collections (ms) | 1534407
_ Vil P vt | rdydvayadIn Global collections - Number of collections 1
§ P § 00 [ N T Global collections - Total amount tenured (MB) 1421
. ' i : ‘ 3 Largest memory request (bytes) (6813808
od foo Number of collections triggered by aliocation failure 16
o 1 Nursery collections - Mean garbage collection pause (ms) 469
e ‘ 100 . Nursery collections - Mean interval between collections (ms) 163418
100 o Nursery collections - Number of collections 16
* vespased 50 Nursery collections - Total amount fipped (MB) 11615
" oo " A, Nursery collections - Total amount tenured (MB) 433
000 030 10 1 20 230 300 10 0 430 50 53 60 63 70 IN 80 S48 00 612 o 616 ™ 700 2 Pr n <
Proportion of ime spent unpaused (%) 99 38
Rate of garbage colection (MB/menutes) 127
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Operating System Monitoring

* Important to use tools that allow for unattended monitoring of resource utilization over time. For example:
o PerfMon for Windows
o Nmon on AIX/Linux (use Nmon Analyser to process Nmon output)

* Read the Cognos Analytics documentation for any OS specific settings that may need to be applied.

+ Bottlenecks in the system resources can lead to frustration in the Analytics community due to:
o Inconsistent performance
o Unexpected error messages

* As hardware and software evolve, system bottlenecks tend to shift. The four most common system bottlenecks are:
o CPU
o Memory for both the entire system and key Analytics processes
o Network utilization
o Disk for read, writes, and waits
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Operating System Monitoring

If CPU is a bottleneck:
o  Shift Analytics services to other servers in the system that may have available CPU
o Consider adding additional CPU resources or an additional server
o Monitor Run Queue
If memory is a bottleneck:
o Turn off services and processes to free up memory
o Add more memory to the system or shift Analytics services to servers with more available RAM
o Do not rely on Virtual Memory. Absolute performance killer!
If network appears to be a bottleneck:
o Check that the NIC card is using the full bandwidth available

o Ensure the server resolves localhost locally first and not to the DNS first (netsvc.conf)
o Ensure routers in the Analytics system are not overtaxed

If disk might be a bottleneck:
o Check that file system logging is turned off or minimized (mount)

o Consider using fast storage to host disk intensive Analytics services
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