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About This Book

This softcopy book is available only in PDF and BookManager formats. This book is
available on the IMS Version 9 Licensed Product Kit (LK3T-7213). To get the most
current versions of the PDF and BookManager formats, go to the IMS Web site at
www.ibm.com/ims and link to the Library page.

This book describes the task of operating an IMS system and the administrative
task of planning for IMS operations and recovery. This book is written for IMS
operators, system programmers, and database administrators who are responsible
for design, operation, and recovery procedures for their installation.

Although batch considerations are discussed, this book is oriented primarily towards
online operations. The term “online” applies to all IMS environments: DB/DC,
DBCTL, and DCCTL.

Summary of Contents

This book is divided into several parts, each written with a different reader in mind:

Part 1, “IMS Operations: Concepts and Tools,” on page 1| introduces the concepts
and tools described throughout this book. This part is intended for all readers.

|Part 2, “Operating an IMS Subsystem,” on page 21| describes the task of
operating IMS. The focus of this part is on understanding IMS operations and
designing operating procedures. This part is intended for IMS system
programmers.

[Part 3, “Developing Operating Procedures,” on page 305|describes the types of
procedures that you need to develop to operate IMS, who uses them, and the
type of information that you must develop for your end users.

[Appendix A, “IMS Support of Devices,” on page 355/ describes IMS support for
various devices.

The ['Bibliography” on page 387| contains a list of the publications listed in this
book.

When this book uses the word “you,” it is referring to the primary reader of each
part.

Prerequisite Knowledge

IBM® offers a wide variety of classroom and self-study courses to help you learn
IMS. For a complete list, see the IMS home page on the World Wide Web at:
www.ibm.com/ims.

...For Operators
Before using this book, you should understand:
* Basic IMS concepts
* Your installation’s IMS system

...For System Programmers
Before using this book, you should understand:
* Basic IMS concepts
e The IMS environment

© Copyright IBM Corp. 1974, 2003 xiii
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* Your installation’s IMS system

* Administration of the IMS system and databases
+ MVS™ control programs

* VSAM Access Method Services

How to Read Syntax Diagrams

Each syntax diagram in this book begins with a double right arrow and ends with a
right and left arrow pair. Lines that begin with a single right arrow are continuation
lines. You read a syntax diagram from left to right and from top to bottom, following
the direction of the arrows.

Conventions used in syntax diagrams are described in[Table 1}
Table 1. How to Read Syntax Diagrams

Convention Meaning

You must specify values A, B, and C.
»—A—B—C »«| Required values are shown on the main path
of a syntax diagram.

You have the option to specify value A.
> »<«| Optional values are shown below the main
LAJ path of a syntax diagram.

You must specify value A, B, or C.

o =

L
You have the option to specify A, B, C, or
> »« | hone of these values.
A
| B—
L

You have the option to specify A, B, C, or
A none of these values. If you don't specify a
value, A is the default.

v
\ 4
A\
A

XiV  Operations Guide
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Table 1. How to Read Syntax Diagrams (continued)

Convention

Meaning

r’—
Y

A
L B—|
L ¢

Y
A

You have the option to specify one, more
than one, or none of the values A, B, or C.
Any required separator for multiple or
repeated values (in this example, the
comma) is shown on the arrow.

’_,ﬁ

Y »<

T «

You have the option to specify value A
multiple times. The separator in this example
is optional.

»—| Name i »><

Name:

A ] |

Sometimes a diagram must be split into
fragments. The syntax fragment is shown
separately from the main syntax diagram, but
the contents of the fragment should be read
as if they are on the main path of the
diagram.

Punctuation marks and numbers

Enter punctuation marks (slashes, commas,
periods, parentheses, quotation marks, equal
signs) and numbers exactly as shown.

Uppercase values

Keywords, their allowable synonyms, and
reserved parameters, appear in uppercase
letters for z/OS. Enter these values exactly
as shown.

Lowercase values without italics

Keywords, their allowable synonyms, and
reserved parameters, appear in lowercase
letters for UNIX. Enter these values exactly
as shown.

Lowercase values in italics (for example,
name)

Supply your own text or value in place of the
name variable.

b

A b symbol indicates one blank position.

Other conventions include the following:

* When entering commands, separate parameters and keywords by at least one
blank if there is no intervening punctuation.

» Footnotes are shown by a number in parentheses, for example, (1).
» Parameters with number values end with the symbol #.

» Parameters that are names end with 'name’.

» Parameters that can be generic end with the symbol *.

Syntax Diagram Example
Here is an example syntax diagram that describes the hello command.

About This Book XV
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v
A

»»—hello
L‘ Name ’J L| Greeting ’J

T

Greeting:

(2)
f—,—vyour_greeting I

Notes:
1 You can code up to three names.

2 Compose and add your own greeting (for example, how are you?).

According to the syntax diagram, these are all valid versions of the hello command:

hello

hello name

hello name, name

hello name, name, name

hello, your greeting

hello name, your_greeting

hello name, name, your greeting
hello name, name, name, your_greeting

The space before the name value is significant. If you do not code name, you must
still code the comma before your_greeting.

How to Send Your Comments

Your feedback is important in helping us provide the most accurate and highest
quality information. If you have any comments about this book or any other IMS
information, you can do one of the following:

* Go to the IMS home page at: www.ibm.com/ims. There you will find an online
feedback page where you can enter and submit comments.

* Send your comments by e-mail to imspubs@us.ibm.com. Be sure to include the
name of the book, the part number of the book, the version of IMS, and, if
applicable, the specific location of the text you are commenting on (for example,
a page number or table number).

Change Indicators

XVi

Operations Guide

Technical changes are indicated in this publication by a vertical bar (]) to the left of
the changed text.
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Summary of Changes

Changes to This Book for IMS Version 9

This edition is a draft version of this book intended for use during the Quality
Partnership Program (QPP). Contents of this book are preliminary and under
development.

New information on the following enhancements is included:

« New commands throughout the book and in the new[Appendix B, “IMS Type-1]
[and Type-2 Command Equivalents,” on page 381) These new commands are:

— QUERY AREA

— QUERY DB

— UPDATE AREA

— UPDATE DATAGRP
— UPDATE DB

* VTAM Multinode Persistent Session (MNPS) as a replacement of XRF
USERVAR, in ['Warm Start” on page 89)['Emergency Restart” on page 90,and in
|Chapter 15, “Extended Recovery Facility (XRF),” on page 237|

» Command authorization for DBRC commands submitted as online (/RM)
commands, in [‘lssuing DBRC Commands” on page 103 |

* Support for type-2 commands in IMSplexes without the use of RM, in
[‘Making Online Changes,” on page 121

* RACF enhancements to replace the Security Maintenance utility (SMU), in the
following sections:
— [‘Changing the System Definition Online” on page 123
— [“nstalling TCO” on page 186|
— ['Using Type-1 AOI” on page 198
— [‘Using Type-2 AOI” on page 200|

+ A new section, ['Global Online Change after XRF Takeover and DBCTL Standbyf
[Emergency Restart” on page 127|

¢ Changed recovery recommendations for shared VSO areas, in
[‘Recovering from IMS Failures,” on page 153]

 Support for Knowledge-Based Log Analysis (KBLA), in[‘Recovering a Log” on|
[page 158 and [‘Using IMS System Log Ultilities” on page 95|

» Support for HALDB Online Reorganization with restrictions documented in

Chapter 3, “Commands for IMS Tasks,” on page 29 |[Chapter 15, “Extended|

Recovery Facility (XRF),” on page 237 [ and [Chapter 16, “Remote-Site Recovery|

(RSR),” on page 265|

* The /START DATABASE command, which now activates online forward recovery
(OFR), eliminating the need to run multiple /START AREA commands. See
[Chapter 16, “Remote-Site Recovery (RSR),” on page 265.|

Library Changes for IMS Version 9

Changes to the IMS Library for IMS Version 9 include the addition of new titles, the
change of one title, and a major terminology change.

© Copyright IBM Corp. 1974, 2003 XVii
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New and Revised Titles
The following list details the major changes to the IMS Version 9 library:
« |IMS Version 9: HALDB Online Reorganization Guide and Reference|

The library includes a new book: |[IMS Version 9: HALDB Online Reorganization|
|Guide and Reference This information is available only in PDF and
BookManager formats.

» |IMS Version 9: An Introduction to IMS|
The library includes a new book:|IMS Version 9: An Introduction to IMS|

» The book formerly titled IMS Version 8: IMS Java User’s Guide is now titled
[Version 9: IMS Java Guide and Referencel

Terminology Changes
IMS Version 9 introduces new terminology for IMS commands:

type-1 command
A command, generally preceded by a leading slash character, that can be
entered from any valid IMS command source. In IMS Version 8, these
commands were called classic commands.

type-2 command
A command that is entered only through the OM API. Type-2 commands
are more flexible and can have a broader scope than type-1 commands. In
IMS Version 8, these commands were called IMSplex commands or
enhanced commands.

Accessibility Enhancements

Accessibility features help a user who has a physical disability, such as restricted
mobility or limited vision, to use software products. The major accessibility features
in z/OS products, including IMS, enable users to:

» Use assistive technologies such as screen readers and screen magnifier
software

» Operate specific or equivalent features using only the keyboard
» Customize display attributes such as color, contrast, and font size

User Assistive Technologies

Assistive technology products, such as screen readers, function with the IMS user
interfaces. Consult the documentation of the assistive technology products for
specific information when you use assistive technology to access these interfaces.

Accessible Documentation

Online information for IMS Version 9 is available in BookManager format, which is
an accessible format. All BookManager functions can be accessed by using a
keyboard or keyboard shortcut keys. BookManager also allows you to use screen
readers and other assistive technologies. The BookManager READ/MVS product is
included with the z/OS base product, and the BookManager Softcopy Reader (for
workstations) is available on the IMS Licensed Product Kit (CD), which you can
download from the Web at www.ibm.com.

Keyboard Navigation of the User Interface

Users can access IMS user interfaces using TSO/E or ISPF. Refer to the zZ0S
V1R1.0 TSO/E Primer, the zZOS V1R1.0 TSO/E User’s Guide, and the z/0OS
V1R1.0 ISPF User’s Guide, Volume 1. These guides describe how to navigate each

XViii  Operations Guide
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interface, including the use of keyboard shortcuts or function keys (PF keys). Each
guide includes the default settings for the PF keys and explains how to modify their
functions.
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Chapter 1. Introduction to IMS Operations and Recovery

For any large system, operations and recovery go together: operations refers to the
day-to-day activities involved in keeping the system running smoothly, and recovery
refers to the activities required to bring a failed system back online. A book about
operations would be incomplete if it did not describe what you need to do for
recovery, when the system (or some part of it) runs into problems.

Another important task related to operations is planning for both day-to-day
operations and for recovery. Part of the task of planning is developing procedures
that specify the roles of the IMS™ operators and system programmers. These
procedures clarify the responsibilities of each of these roles.

This chapter introduces both operations and recovery for IMS and describes some
of the tools provided by IMS and MVS for both tasks.

Understanding the Operations Task

The task of planning for operations has two major parts:
» Selecting functions and tools
» Developing operating and end-user procedures

First, you must decide how to use the tools IMS provides for operating your system.
This includes choosing, for example, whether to use dual logging when setting up
your log, how often to make backup copies of your database, and whether to use
DBRC to control recovery of databases.

Second, you must develop procedures for operating and using IMS. Operating
procedures must tell operators how to:

» Start and restart IMS

* Control IMS

* Make online changes to modify IMS
e Shut down IMS

* Run various IMS utilities

* Recover from IMS and other failures

These procedures are primarily for the master terminal operator (MTO), who
operates IMS from the master terminal. They are secondarily for the people who
assist in keeping IMS running smoothly, such as the recovery specialist who works
with many of the more complex IMS recovery problems.

End-user procedures tell end users how to:

* Operate their terminal

» Establish a connection to IMS

» Communicate with IMS (using their specific applications)
* Terminate a connection to IMS

* Respond to any error conditions they encounter

This book is not an exhaustive treatment of operations. More detailed information
on various aspects of operating your system is provided in other IMS books.

© Copyright IBM Corp. 1974, 2003 3
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Related Reading:

* [IMS Version 9: Command Reference gives guidance level information and detail
about the commands that are used to operate IMS.

« |IMS Version 9: Utilities Reference: Database and Transaction Managei and [IM§
Version 9: Utilities Reference: Systern give guidance level information and detail
about the various utilities that are available with IMS. |IMS Version 9: DBRQ
|Guide and Referenced includes information about the Database Recovery Control
utility, which processes DBRC commands.

« |IMS Version 9: Administration Guide: System| gives guidance level information
about how to set up and administer an IMS system.

Understanding the Recovery Task

This section introduces basic IMS recovery concepts and tools to provide a
framework for the more detailed information in later chapters. Recovery is the
largest and most complex part of operations. For this reason, any discussion of
operations is primarily a discussion of recovery.

What Is Recovery?

Recovery is the task of restoring a failed system to normal operations. Recovering a
system can involve:

» Databases

» User requests to process data

* Programs that do the processing (application programs)
* Output sent to users

A recoverable system ensures:
« Data is not lost
* Incomplete changes to a database are not saved

Data can be lost in two ways. It can be physically lost—the disk or tape on which it
resides can be damaged or misplaced. Or it can be “logically” lost—the data
becomes incorrect or loses its relationship to other data. A system that ensures data
integrity ensures that data cannot be lost or saved incompletely.

Example: A System without Recovery

4  Operations Guide

To show how things can go wrong, consider a hypothetical system that has no
recovery mechanisms. A user requests a transaction that handles a customer order.
Part of the application program’s work is to:

» Decrease the stock-on-hand number in the database
* Add the cost to the customer’s outstanding bill
* Add the amount to a daily-total-sales accumulator

Effects of System Failure

What if the system fails between the time the stock-on-hand number is decreased
and the charges are allocated? If the user thinks the transaction is complete, the
customer bill record and the total sales record in the database will be incorrect. If
the user thinks the transaction failed and reruns it, the stock-on-hand number will
be decreased a second time, and that record will also be wrong. In either case,
data integrity has been lost.
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Effects of Program Abend
What if the program begins changing records in the database and then terminates

abnormally (abends)? The result is the same as the result described in
[System Failure” on page 4} a half-changed database. And a half-changed database
is one whose integrity has been lost.

Effects of an I/O Error
Suppose the program tries to read the stock-on-hand record and encounters a

device error. Because of some I/O problem, the record cannot be obtained.
Therefore, the program cannot run, and the customer order cannot be filled. In
addition, any other work that depends on this record can no longer be completed.

Also, what if the program has already changed some records expecting that it could
read and update this other record? Again, the overall integrity of the data has been
lost, because it is only partially updated.

Effects of Queue Loss
In large systems, work requests are often saved (queued) and processed later,

when the workload permits. Output that the programs send back to the requesters
(or others) is also often queued and sent later, when the workload permits.

If the system fails between the time a request is entered (input) and the time it is
taken off the queue and executed, the request might be lost. The same is true for
queued output: If the system fails between the time the application program
supplies its output and the time that output can be taken off the queue and actually
sent, those results might be lost.

Requirements for a Recoverable System

In order for a system to be recoverable, it must protect the database from
half-complete (and, therefore, incorrect) changes. It must be able to deal with the
physical loss—unavailability or disappearance, in part or in whole—of the database.
Also, it must protect the input and output queues from being lost.

The Mechanisms of Recovery in IMS

Successful recovery depends on two things:
* Having a safe point to return to, a known point of integrity. This is a point at
which you know data is correct and make a record of it.

» Keeping track of what processing has been done since that safe point.
If these two types of information are gathered, recovery is almost always possible.

IMS is designed to be recoverable and has a number of mechanisms to help you in
these areas. Some function automatically; others require your involvement.

Synchronization Points and Backup Copies

A synchronization point, or sync point, is a marker in time. It is a point in processing
you can return to and start over from, a safe point. It is a known point of integrity, a
safe place from which to rebuild.

There are two types of sync point. IMS itself creates periodic sync points (called
system checkpoints), in which it records the current status of the system. In
addition, application programs can cause sync points. These are points at which the
work done by the application is assumed to be complete.

Chapter 1. Introduction to IMS Operations and Recovery 5
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You can make backup copies of databases, and these copies can serve a function
similar to the function of sync points.

Definition: An image copy is a backup copy of your data. Like a photograph,
image copies are static and represent the state of the data at a particular instant in
time. You can return to the image copy and restart processing.

Similarly, you can have IMS make backup copies of the message queue data sets,
which contain the input and output messages. IMS system checkpoints usually do
not include copies of the current state of the databases or queues.

Using Logs for Recovery

Logs are lists of activities, lists of work that have been done, and lists of changes
that have been made. By knowing the state of the system when things were all
right, and knowing what the system has done since then, you can recover it in the
event of a failure.

In the online environment, IMS keeps a log called the online log data set (OLDS).
The OLDS resides on a direct access storage device (DASD) and is later written to
another data set called the system log data set (SLDS). The SLDS can reside on
DASD, tape, or mass storage. In the batch environment, log records are written
directly to an SLDS. IMS also keeps another log called the restart data set (RDS).
The RDS contains information needed to restart IMS. IMS automatically handles the
reading and writing of all of its logs.

Backout (Backward Recovery)
After you gather recovery information on the logs, there are two main ways of using
it.

Definitions: Forward recovery involves reconstructing information and re-applying it
to the database, and backward recovery (usually known as backout) involves
removal of bad or incomplete information.

With forward recovery, you reconstruct information or work that has been lost, and
add it to the database. With backout, you remove incorrect or unwanted changes
from information. For an IMS subsystem, you perform the task of forward recovery
(IMS does supply utilities to help). Backout of transactions (and their associated
database updates) is handled automatically by IMS. Backout usually does not
require your involvement, but an application program can control backout
processing for its own transactions. Backout of batch programs can be done either
automatically or using an IMS utility.

Recovery During Restart
IMS can recover from many types of failures during restart. In some cases, the

recovery is automatic, for example, backout of transactions and the associated

database updates. In other cases, you request a type of recovery on the restart
command, for example, you can tell IMS to rebuild the message queues from a
previous backup copy.

Recovery Utilities and Services
IMS has a number of utilities and services to help you recover and maintain a
recoverable system:

» Database-related utilities: Use these utilities to make image copies of your
databases, to accumulate and sort records of database changes, to speed up
recovery, and to recover databases.
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» System-related utilities: Use these utilities to help you manage the system by
managing and recovering the log data sets or generating analysis reports.

* Transaction-Manager-related utilities: Use these utilities to help you manage and
control your data communications and transactions.

Database Recovery Control
The IMS Database Recovery Control (DBRC) facility makes it easier for you to

recover IMS databases by extending the capabilities of IMS utilities for database
recovery. DBRC can help recover both DL/l databases and Fast Path data entry
databases (DEDBs). DBRC offers two levels of control: log control and share
control.

When you use log control only, DBRC controls the use and reuse of OLDSs for
IMS.

When you use share control, DBRC:

» Controls the use and reuse of OLDSs for IMS

* Records recovery-related information in the Recovery Control (RECON) data set
» Assists in recovering databases

* Generates job control language (JCL) for recovery-related utilities

* Registers and controls the scheduling of databases

Automated Operations and Recovery
The IMS automated operator interface (AOI) allows application programs to issue

IMS commands. It can also intercept IMS messages routed to the MTO. You can
use it to develop procedures tailored to your installation and to automate some
parts of the recovery process. This facility is described in |[Chapter 13, “Automated]
[Operations,” on page 185

In an IMS complex with the Extended Recovery Facility (XRF), AOI runs on the
active IMS subsystem, and after an XRF takeover, AOI runs on the new active
subsystem.

Recovery in an IMS DBCTL Environment

The IMS DBCTL environment allows one or more transaction management
subsystems, such as CICS®, to access DL/I databases and DEDBs. These
transaction management subsystems are known as coordinator controllers (CCTLS).
A CCTL communicates with the DBCTL subsystem using an interface called the
database resource adapter (DRA). Connections or paths between a DBCTL control
region and a CCTL are created as part of CCTL initialization. These connections
are called threads.

Because the CCTL is a separate subsystem, failures are isolated between the IMS
DBCTL subsystem and the CCTL. That is, failure of the DBCTL subsystem does not
generally cause the CCTL to terminate. Likewise, failure of a CCTL does not
generally cause failure of the DBCTL subsystem. Generally, the only time a CCTL
failure can affect the DBCTL subsystem is if the CCTL had one or more threads
executing in DL/I at the time of its failure).

An IMS DBCTL subsystem cannot restart from log data not created by a DBCTL
subsystem. Likewise, non-DBCTL IMS subsystems cannot restart using log data
created by a DBCTL subsystem. In other words, restarts of an IMS DBCTL
subsystem must use log data produced by that system. You can, however, perform
database recovery using a combination of log data sets created by other
subsystems: IMS DB/DC, batch, or DBCTL.

Chapter 1. Introduction to IMS Operations and Recovery 7
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Because DBCTL requires the DBRC log control facility, you must use DBRC with
DBCTL. Log records produced by an IMS DBCTL system are compatible with an
IMS DB/DC system (except for subsystem restart).

Recovery in an XRF Complex

IMS XRF provides an alternate IMS subsystem that monitors the log data of the
active IMS subsystem and takes over the processing load of the active subsystem if
it experiences a failure. Everything about non-XRF recovery mechanisms is also
true in an XRF complex, but with XRF, IMS can do more to reduce the time that
data is unavailable to users after an abnormal event occurs.

You can specify conditions that trigger an automatic takeover, such as:
» A failure of the IMS control region

+ A total failure of 0S/390®

* A single central processor complex (CPC) failure

* An IRLM failure that requires an IMS STATUS exit routine

+ A Virtual Telecommunications Access Method (VTAM®) failure that requires an
IMS TPEND exit routine

You can also manually initiate an XRF takeover in a non-failure situation to
introduce planned changes to your system with minimal disruption to users.

For a complete description of XRF, see [Chapter 15, “Extended Recovery Facility|
[((XRF),” on page 237

Steps in the Process of Recovery
The process of recovery includes two major tasks:
* Planning—what you do before a problem occurs
* Reacting—what you do to fix a problem after it has occurred

The task of planning for IMS recovery can be further refined:
* Set up logging

» Establish checkpoints

* Make backup copies

» Create procedures and assign responsibilities

The task of reacting can also be further refined:

* Notice error

* Shut down IMS (only if necessary)—can be a full or partial shutdown

» Diagnose and fix (or possibly bypass) error

» Use recovery utilities and services (if necessary)—can be run online or offline
* Restart IMS (or the now fixed part of IMS)

Of course, real recovery is rarely as straightforward as these two lists suggest.

Complications in Recovery

If you could always recover a system simply by knowing where you started and
keeping track of what you have done since then, it would be easy. Unfortunately,
complications often arise, not only in the data and applications, but in the
mechanisms of recovery themselves.

8 Operations Guide
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The IMS logs (on DASD or tape) are just as subject to I/O problems as any other
data set. You can run out of space, or develop physical problems with the drive.
The internal IMS modules involved in recovery are totally dependent on the
operating system and hardware; if the system crashes for any reason (for example,
power failure, abend, hardware malfunction), the recovery processing performed by
these modules might be incomplete.

So, recovering from a problem can be a two-part process: first you must recover the
IMS recovery tools themselves, then you can recover the data and applications.

What IMS Cannot Recover

IMS can automatically recover from some errors, and IMS provides mechanisms to
allow you to recover from many more errors, but there are some errors IMS cannot
recover. Generally, these unrecoverable errors are of two types:

» Application logic or input errors

* Operational errors, including misuse (accidental or malicious) of the IMS recovery
facilities

Application Logic or Input Errors

When you detect an error caused by an application program that is running,
backing out the faulty data is fairly simple. But if that program is given the wrong
input or is constructed with logic errors, you might not be able to detect such
problems because the program will run to completion. After the application program
has finished running (or has committed its data), the faulty data can be used by
other programs, and the problem can spread throughout your system.

IMS has no automatic or guaranteed way to back out committed data. You might be
able to back out the data manually (for example, by editing individual records in the
affected databases), but such a process is likely to be difficult. And the more time
that passes after the original errors are introduced, the more programs are likely to
have used the bad data, and the less likely your chances of success. Moreover,
output that has been produced or actions taken as a result of the faulty data will
already be outside the boundaries of the databases.

Recommendation: To minimize application logic or input errors, you should
extensively test new applications (both individually and in an integrated system test)
before bringing them online. Extensive validation of user input by application
programs also helps minimize input errors.

Operational Errors
Successful recovery requires both proper operation of IMS on a daily basis and
proper use of the recovery facilities. This proper use includes such things as:

» Using the correct data sets

* Avoiding improper job cancellations during regular operations
* Regularly maintaining the logs

» Using the correct log volumes in the correct sequence

* Using the appropriate utilities at the appropriate time

You should have no difficulties in operating IMS properly, and later sections in this
book explain how to set up the necessary procedures and guidelines. However, if
you operate IMS, its recovery facilities, or both, improperly, IMS might not be able
to correct problems introduced by such improper use.

Chapter 1. Introduction to IMS Operations and Recovery 9
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Overhead of Recovery
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Although the value of recovery is obvious, it is not without cost. Logging, for
example, takes time and space: some amount of processing time is required when
a log record is created, and each log record uses space on a data set. Each
checkpoint written also takes time and space, as does each backup copy made.

Having a basic recovery scheme is a practical necessity, not really a matter of
choice. However, you do have a choice about how elaborate to make your recovery
scheme.

Generally, the more extensive recovery preparations you build into your daily
operations, the faster you can bring your system back into production after an error
occurs. The trade-off is between speed of recovery and the daily overhead of
recovery maintenance. You also need to consider the cost of having your online
system down.

In judging this trade-off, consider how frequently errors occur that require recovery.
Errors will certainly occur, but rare errors merit less recovery preparation than those
that occur more frequently. You decision about the extent to which you prepare for
recovery mechanisms should be based on knowing your installation’s needs and
priorities, and weighing them against each other.
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IBM provides a number of tools for operations and recovery. The tools that are
included with IMS are discussed in this chapter. They can be grouped into the
following categories:

Logging

Synchronization Points

Backup

Shutdown of the IMS system

Restart

Backout

Automated Operations

Related Reading: Another very important tool that comes with IMS is Database
Recoveri Control (DBRC), which is described in |IMS Version 9: DBRC Guide and

IBM also offers a number of IMS database productivity tools. IMS Support Tools is a
set of database performance enhancements for your IMS environment. These tools
can help you automate and speed up your IMS utility operations. They can also
assist you in analyzing, managing, recovering, and repairing your IMS databases.
You can learn more about these tools on the Web at
http://www.ibm.com/software/data/ims/about/imstools/.

Logging
The log makes recovery and restart possible. As IMS operates, it constantly records
its activities on the log. The log records:
* When IMS starts up and shuts down
* When programs start and terminate
* Changes made to the database
» Transaction requests received and responses sent
» Application program checkpoints
» System checkpoints

Recovery is possible because IMS records these activities on the log. [Figure 1 or]

illustrates how logging works in an IMS online environment; logging in a
batch environment is simpler.

© Copyright IBM Corp. 1974, 2003 11
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Figure 1. Overview of the Logging Process

IMS externalizes log records by writing them to an Online Log Data Set (OLDS). To
enhance performance and to optimize space on OLDSs, incomplete or partially
filled buffers are written to a Write Ahead Data Set (WADS) when necessary for
recoverability. The WADSs are high-speed DASD data sets with a high write rate.
Only complete log buffers are written to OLDSs. When the log data is on an OLDS,
the equivalent WADS records are ignored.

IMS uses a set of OLDSs in a cyclical way, which allows IMS to continue logging
when an individual OLDS is filled. Also, if an 1/0O error occurs while writing to an
OLDS, IMS can continue logging by isolating the defective OLDS and switching to
another one. Once an OLDS has been used, it is available for archiving to a
System Log Data Set (SLDS) on DASD or tape by the IMS Log Archive utility. The
utility can be executed automatically through an IMS startup parameter (ARC=).

When IMS is close to filling the last available OLDS, it warns you so you can
ensure that archiving completes for used OLDSs or add new OLDSs to the system.
You can also manually archive the OLDSs to SLDSs using the IMS Log Archive
utility. An SLDS can reside on DASD or tape. After an OLDS is archived, it can be
reused for new log data. You use SLDSs as input to the database recovery
process.

When you archive an OLDS, you can request that IMS write a subset of the log
records from the OLDS to another log data set called the recovery log data set
(RLDS). An RLDS contains only those log records required for database recovery.

While IMS is running and logging its activities, it takes periodic system checkpoints,
and writes the checkpoint notification to another data set called the restart data set
(RDS). IMS uses the RDS when it restarts to determine the correct checkpoint from
which to restart.

In a batch environment, IMS writes log records directly to an SLDS, and does not
use either the OLDSs or WADSSs. Just as in the online environment, batch SLDSs
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can reside on DASD, tape, or mass storage. If the SLDS is on DASD, you can use
an IMS utility to copy log records from DASD either to tape or to other DASD.

Synchronization Points

Strictly speaking, all you need to be able to restart a system after a failure is the
log: as long as you start out correctly and log everything you do thereafter, you can
always recover. Restart in this case would require the system to read every log
record ever written for the system. The more time that has passed since the first
time you started the system, the more log records will have been written, and the
more time-consuming the restart will be.

Definition: A synchronization point, or sync point, is a known point of data or
system integrity. It is a point in time at which all of the changes made to the
database are complete. If a failure makes restart necessary, you can begin
reprocessing from the most recent sync point.

The value of having a sync point is that when IMS restarts, it can ignore all logs
created before the sync point was taken. If your sync points are infrequent, they
become less valuable because the amount of log data IMS has to read during a
restart increases. Thus, you should establish periodic sync points. Then, if a
problem arises, you do not need to examine as much of the log, because you
established the last sync point relatively recently.

IMS uses two types of sync points: those taken by IMS itself (called system
checkpoints), and those taken by individual application programs running under IMS
(called application program sync points or application program commit points).

System Checkpoints

IMS automatically takes periodic system checkpoints, so if it is necessary to restart
IMS, it can begin at the last checkpoint (or an earlier one if the work done before
the checkpoint was not complete).

The interval between system checkpoints is measured by how many log records
IMS writes, so the checkpoints are a measure of activity rather than elapsed time.
You select the interval between system checkpoints when you install IMS.

As with most choices involving preparation for recovery, the overhead of taking
frequent checkpoints must be weighed against the advantages of faster recovery.
Because IMS does not suspend work to take a checkpoint, decreased transaction
speed is not a significant overhead factor.

Recommendation: Do not suppress system checkpoints to improve system
performance because emergency restart must always go back at least two system
checkpoints (or back to a prior restart).

The IMS MTO can also request an additional system checkpoint at any time by
issuing a /CHECKPOINT command.

IMS takes a system checkpoint when any of the following occur:
* IMS starts
* Aregular interval has elapsed

* The MTO enters a command (/DBRECOVERY, UPDATE DB STOP (ACCESS)
OPTION(FEOV), /CHECKPOINT, or /SWITCH OLDS CHECKPOINT)

Chapter 2. Tools for IMS Operations and Recovery 13
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e |MS shuts down

Application Sync Points

IMS system checkpoints help you recover the IMS subsystem, but you also need to
be able to restart application programs if they fail. IMS allows application programs,
both batch and online, to take sync points.

An application program sync point has two purposes:

* It marks an intermediate completion point—a place at which the work finished so
far is judged to be correct. Any future recovery can take place from this point.

» It frees locks held on database records the program has updated and enqueues
any output messages the program created. IMS can send enqueued messages
to their destinations.

Application program sync points are sometimes called commit points. By taking a
sync point, the program is committing itself to the accuracy and completeness of
what it has done, and releasing the data for use by other applications.

Backup

A backup copy of a data set serves the same purpose for a recoverable system as
a checkpoint: it defines a place from which you can restart processing. IMS
provides utilities to allow you to make several types of backup copies:

» Database backup copies
* Message queue backup copies
» System data set backup copies

Database Backup Copies

14  Operations Guide

When IMS takes a regular system checkpoint, it records internal control information
for DL/l and for Fast Path, but it does not record any of the contents of the
database. If the database is lost, examining the last system checkpoint does not
allow you to recover it. The system log can tell you what changes have occurred,
but without the original database itself, recovery can be impossible.

Recommendation: Make a backup copy of all databases after you initially load
them. You should also make new backup copies at regular intervals. More recent
backup copies require fewer log change records to be processed during recovery,
and thus the time needed for recovery is reduced.

IMS provides several utilities for making backup copies of a database:
* Image copy utilities
The IMS database image copy utilities allow you to take a “snapshot” of a

database before and after changes have been to the database. These snapshots
are called image copies.

Definition: An image copy is an as-is image of a database. The image copy
utilities do not alter the physical format of the database as they copy it. Image
copies are backup copies of your data that help speed up the processes of
database recovery and backout.

The image copy utilities are Database Image Copy utility (DFSUDMPO),
Database Image Copy 2 utility (DFSUDMTO), and Online Database Image Copy
utility (DFSUICPO).

* The HISAM Reorganization Unload utility (DFSURULO)
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This utility allows you to process an entire HISAM database in one pass (the
image copy utilities process each database data set individually) while it is
unloaded and reorganized. This utility runs while the database is offline.

After you unload the database, you use the HISAM Reorganization Reload utility
(DFSURRLDO) before bringing the database back online. If you do not reload the
database, an application program can use the database, but will use the old
organization of the data set. Your backup copy will not match the log records
produced for the database, and you will not be able to use the backup copy to
recover the database without damaging your data integrity.

You can run these utilities with or without DBRC. You can also use various MVS
utilities to make your backup copies, but these utilities do not interact with DBRC,
which could cause integrity problems depending on how your IMS system is
defined.

Message Queue Backup Copies

Messages (the transaction requests entered by end users, and the responses going
back to them) are stored on queues before being processed. If you are not sharing
the IMS message queues, messages are stored in the message queue data set,
which resides partly on disk and partly in virtual storage. In a shared-queues
environment, IMS messages are kept on a coupling facility. When IMS takes a
regular system checkpoint, it does not record the contents of the message queues,
just as it does not record the contents of the databases.

When you shut down IMS normally (rather than abnormally), any changed
messages in virtual storage (not on a coupling facility) are automatically written to
the disk portion of the message queue data set. Therefore, if you periodically shut
down IMS, there is little or no need to backup the message queues manually.

When you run IMS for extended periods without shutting it down, you might want to
back up the message queues periodically. In a non-shared-queues environment,
use the /CHECKPOINT SNAPQ command to back up the message queues; this
command does not shut down IMS.

In a shared-queues environment, you must periodically back up the shared queues.
Use the /CQCHKPT command to copy IMS messages to the Common Queue Server’s
structure recovery data set.

Backing up the message queues reduces the time required for recovery if problems
arise with the message queue data sets.

System Data Set Backup Copies

In addition to making database backup copies and message queue backup copies,
you should also make backup copies of the IMS system data sets. These include
the ACB library (IMS.ACBLIBx) and the MFS library (IMS.FORMATX).

IMS does not provide any special utilities or commands to make backup copies of
system data sets. You can, however, make periodic backup copies using MVS
utilities, such as IEBCOPY. You can make these copies at the same time you make
periodic backup copies of MVS system libraries. You may also find it convenient to
back up the system data sets and databases at the same time.

When you make online changes, you should make backup copies of the active data
sets after you switch the inactive and active data sets.

Chapter 2. Tools for IMS Operations and Recovery 15
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You should also periodically back up RECON data sets using the BACKUP.RECON
command.

Shutdown of the IMS System

Certain problems are severe enough that they cause the IMS subsystem to fail. In
these cases, IMS shuts itself down. In other cases, however, IMS keeps running, so
you must shut it down manually before you can perform recovery. You can
shutdown either part of the IMS subsystem (partial shutdown), or you can shut
down all of it (full shutdown).

Recommendation: Because a primary goal is to keep IMS function available to
users, you should only use a full shutdown when a partial shutdown does not
recover the system.

When only a part of IMS is malfunctioning, you might be able to shut down only that
part and leave the rest of IMS functioning productively. For example, a faulty
database can be taken offline (made unavailable to application programs), while
IMS and the other databases continue processing. Or a terminal that is
malfunctioning can be detached, while all other functions continue unaffected.

To shut down only part of IMS, use a command that stops the component that is
malfunctioning.

You can also shut down IMS in a controlled manner. A controlled shutdown is
desirable because it saves current information in the system, and allows an easy
and accurate restart of the system at a later time.

Shut down IMS using the /CHECKPOINT command with one of the following
keywords: FREEZE, DUMPQ, or PURGE.

Restart
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Generally, the way you restart IMS corresponds to the way you shut it down, or the
way it fails.

 If you only shut down part of IMS (for example, take a database offline or detach
a line), you need to restart only that part.

* If you shut down all of IMS or if IMS fails, you need to restart the whole IMS
subsystem.

After recovering a failed component, you can restart it. For example, if you take a
database offline because of an I/O error and then recover it, you can again make it
available to applications.

To restart only part of IMS, use a command that starts the component that is
stopped.

Before you can restart the entire IMS subsystem, you must first perform all
necessary recovery. You can then restart IMS in one of three ways:

* Normal restart initializes an IMS subsystem that has not failed. A normal restart
can be either a cold start which restarts IMS without reference to any previous
execution of IMS, or a warm start which restarts an IMS subsystem that was
terminated using a /CHECKPOINT command. The normal restart command is
/NRESTART.
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» Emergency restart initializes an IMS subsystem that has failed. During an
emergency restart, IMS resets transactions and active regions, and restores
databases and message queues to the most recent sync point. You must
manually restart batch and batch message processing (BMP) regions. The
emergency restart command is /ERESTART.

» Automatic restart reduces MTO intervention and can make restart faster because
IMS automatically chooses the appropriate restart command. The operator does
not enter a restart command; instead you specify automatic restart by coding
AUTO=Y in the JCL for the IMS control region.

Backout

When IMS or an application program fails, you need to remove incorrect or
unwanted changes from the database. Backward recovery or backout allows you to
remove these incorrect updates. The three types of backout are:

1. Dynamic backout
2. Backout during emergency restart
3. Batch backout

IMS performs the first two types of backout automatically, and you initiate the last
one manually.

IMS automatically (dynamically) backs out database changes in an online
environment when any of the following occurs:

* An application program terminates abnormally

* An application program issues a rollback call

* An application program tries to access an unavailable database
» A deadlock occurs

In a batch environment, you can specify that IMS should dynamically back out
database changes if the batch job abends, or issues a rollback call.

During restart processing after a system failure, IMS determines if any application
programs were executing at the time of failure and if they made changes that need
to be backed out. Before IMS restarts, it scans log records for these changes, and
then backs out the changes from the affected databases. If IMS runs out of memory
while scanning the log, you could get a message telling you to back out the
changes manually.

You can use the IMS Batch Backout utility (DFSBBOO0O) to remove database
changes made during execution of a DL/I or DBB region or an online program. You
can use the utility to back out changes since the last checkpoint. You can select a
specific checkpoint if the batch region does not use data sharing, and if it is not a
BMP. For BMPs, do not specify a checkpoint because the utility always backs out
BMPs to the last checkpoint on the log.

If dynamic backout or backout during emergency restart fails, IMS stops the

databases for which backout did not complete, and retries the backouts when you
restart the databases.

Chapter 2. Tools for IMS Operations and Recovery 17
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Automated Operations

Automated operations are tools and techniques that help you improve your
installation’s productivity. As your system grows more complex and your message
traffic increases, automating certain tasks can increase your system’s efficiency.
You can use automated operations to:

e Minimize errors
* Increase availability
» Expedite problem diagnosis and prevention

IMS provides the following tools to help you automate your operations:
» Time-Controlled Operations (TCO)

» Automated Operator Interface (AQI)

*+ REXX SPOC API

IMS operations can also be automated using NetView®. Because NetView functions
independently of IMS, it can gather information and issue commands that are not
available to IMS.

Related Reading: For more information about NetView, see Tivoli NetView for
z/0OS Installation: Getting Started or Tivoli NetView for z/OS User’s Guide.

Advantages of Automation

Many of the jobs that operators perform are simple, repetitive tasks, such as
monitoring the system and issuing recovery commands. You can often automate
these jobs and thereby free the operator for more complex activities, such as
implementing operational procedures.

In the IMS environment, TCO and AOI can improve your operator productivity by:

* Improving operator productivity and accuracy. Automating operator tasks
simplifies procedures, reduces operator input, and minimizes operator errors. For
example, TCO can reduce operator input by automatically monitoring system
status, starting message regions and telecommunication lines, and notifying
users of system status.

» Expediting problem determination. An operator’s primary job is to bypass or fix
problems quickly. If adequate information about a problem is not available, it may
not be possible for the operator to fix it quickly. Automated operations are
especially suited for problem determination. For example, TCO can automatically
gather necessary information and do diagnostic analysis so that a problem can
be quickly identified and corrected.

Deciding What to Automate

18 Operations Guide

Identifying operations that can be automated and implementing them requires a
sound understanding of your installation’s operations. You must collect and analyze
various resources to identify which tasks are good candidates for automation.
Resources you should analyze include:

» System logs

* Problem management reports

» Record of calls to the help desk
* Operators’ notes

Repetitive and predictable tasks are good candidates for automation.
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The process of automating operations should be an iterative one. After you have
developed and used automated procedures, you should evaluate them and, in the
process, consider whether any new tasks can be automated.

Chapter 2. Tools for IMS Operations and Recovery 19
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Chapter 3. Commands for IMS Tasks

lists IMS tasks and the operator commands that you issue to accomplish
these tasks. For detail on the commands themselves, see |IMS Version 9,

[Command Reference

Related Reading: See [‘List of Commands with Similar Functions for Multiple]

[Resources” on page 105 for a list of commands that perform similar functions for

different resources.

Table 2. IMS Tasks and Commands

Task

Command

Abending IMS

F job,STOP
F job,STOPxxx
F job,FORCExxx

Abending IMS with a dump

F job,DUMP
F job,DUMPxxx

Abending IRLM

F irlmproc,ABEND

Aborting global online change on all IMSs in
an IMSplex

TERMINATE OLC

Aborting online reorganization in an OM
environment

TERMINATE OLREORG

Aborting online reorganization in a non-OM
environment

ITERMINATE OLREORG

resources

Activating VTAM nodes /IACTIVATE

Activating MSC links /ACTIVATE

Adding information to the RECON data set |/RMNOTIFY
Allocating a conversation with an LU name |/ALLOCATE
and TP name

Altering assignments for IMS resources /MSASSIGN
Altering relationships between IMS /ASSIGN

Assigning a user structure to a nonexistent
node

/OPNDST NODE x USER y

surveillance

Cancelling an input message /CANCEL
Cancelling an output message /DEQUEUE
Changing IMS resources /CHANGE
UPDATE
Changing IMS Fast DB Recovery /CHANGE

Changing online reorganization RATE or
data set disposition in an OM environment

UPDATE OLREORG

Changing online reorganization RATE or
data set disposition in a non-OM
environment

/UPDATE OLREORG

Changing the RECON data set /RMCHANGE
Changing the ready state for a terminal /COMPT
component /RCOMPT

© Copyright IBM Corp. 1974, 2003
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Table 2. IMS Tasks and Commands (continued)
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Task Command
Checkpoint, taking /CHECKPOINT
Class, assigning /ASSIGN

UPDATE TRAN SET(CLASS)

Cold start of components of IMS /ERESTART

Cold start of IMS INRESTART
Connecting to a restarted IRLM F job,RECONNECT
Coupling facility structures, listing status /CQQUERY

CQS checkpoint, initiating /CQCHKPT

CQS structure checkpoint, requesting /CQSET

Creating records in the RECON data set /RMINIT

DBRC, commands for JTRMXXXXXX
Deallocating a user for an ISC node IQUIESCE
Delivering asynchronous output from an LU |/ALLOCATE

6.2 device

Deleting affinities from VTAM

/CHECKPOINT

Deleting IMS resources /CHANGE
/CHECKPOINT

Deleting information in the RECON data set |/RMDELETE

Deleting security /IDELETE

Destination of messages, setting ISET

Directing output to a component of a /ASSIGN

PTERM

Disconnecting a VTAM terminal /CLSDST
/RCLSDST

Displaying IMS Fast DB Recovery status F fdbrproc,STATUS

Displaying IMS resources and status IDISPLAY

QUERY STATUS

Displaying IMSplex member status or
attribute information

QUERY MEMBER

Displaying IRLM status

F irmlproc,STATUS
LALLD

JALLI

JMAINT

,STOR

,TRACE

Displaying the LTERM name of the MTO

/RDISPLAY

Displaying members of the IMSplex

QUERY IMSPLEX

Displaying OLCSTAT data set information

QUERY OLC LIBRARY (OLCSTAT)

Displaying status of a database or area /IDISPLAY DB
/IDISPLAY AREA
QUERY DB
QUERY AREA

Displaying status of online reorganization QUERY OLREORG

Dumping MSDBs /DBDUMP

UPDATE DB STOP(UPDATES)
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Table 2. IMS Tasks and Commands (continued)

Task Command
Ending special modes /END
Exclusive mode for a terminal, setting /EXCLUSIVE
External subsystem, entering commands for [/SSR

Fast DB Recovery surveillance, changing /ICHANGE
Formatting a terminal screen /FORMAT
Generating JCL for utilities /RMGENJCL
IMS monitor, starting or stopping /ITRACE

Initiating IMS Fast DB Recovery of tracked
databases

F fdbrproc,RECOVER

Initiating a session with a terminal

/OPNDST

Initiating an online reorganization in an OM

environment

INITIATE OLREORG

Initiating an online reorganization in a
non-OM environment

/INITIATE OLREORG

IRLM, abending

F irlmproc,ABEND

IRLM, changing MAXCSA

F irmlproc,SET,CSA=nnn
, TRACE=nnn

IRLM, displaying status

F irmlproc,STATUS
LALLD

JALLI

SJMAINT

,STOR

,TRACE

IRLM, reconnecting to

F proc, RECONNECT

IRLM, releasing locks

F irlmproc,PURGE,imsname

IRLM, setting timeout value

F irlmproc, START,TMOUT=n F
irlmproc,STOP, TMOUT

IRLM, starting S irmlproc

IRLM, stopping P irmlproc

IRLM, tracing S irmlproc, TRACE=YES
TRACE CT

ISC node shutdown /IQUIESCE

ISC session cold start /ASSIGN

Language Environment® (LE) attributes and | UPDATE LE

parameters, changing DELETE LE

Limit count for a transaction, setting /ASSIGN
UPDATE TRAN SET(LCT)

Listing information in the RECON data set  |/RMLIST

Logging off from a terminal /RCLSDST

Logging on to IMS from a VTAM terminal /OPNDST

LTERM to node, assigning /ASSIGN

LTERM to PTERM, assigning /ASSIGN

LTERM to user or ISC half session, /ASSIGN

assigning

Chapter 3. Commands for IMS Tasks
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Table 2. IMS Tasks and Commands (continued)

Task Command

Message control error exit routine, activating |/ DEQUEUE

Modifying IMS resources /MODIFY

Modifying IMS resources globally for an INITIATE OLC

IMSplex

MTO, displaying LTERM name, line, and /RDISPLAY

node

MFS format, using on a terminal /IFORMAT

MFS test mode for terminals, setting ITEST

Online change, performing INITIATE
/MODIFY

Output errors, testing for /LOOPTEST

Output segments for application program, /ASSIGN

assigning

Output to secondary MTO, sending /SMCOPY

Preventing updates to a database /DBDUMP
/DBRECOVERY

UPDATE AREA STOP(ACCESS)
UPDATE DATAGRP STOP(ACCESS)
UPDATE DB STOP(UPDATES)
UPDATE DB STOP(ACCESS)

Priority for a transaction, assigning /ASSIGN
UPDATE TRAN SET(NPRI)
RACF®, controlling /SECURE

Reconnecting to a restarted IRLM

F job,RECONNECT

Reconnecting to coupling facility structures

F job,RECONNSTR

Recovering databases using the database
recovery service

/RECOVER

Releasing IRLM locks

F irlmproc,PURGE,imsname

Remote takeover, initiating /RTAKEOVER
Removing IMS from a VTAM generic /CHECKPOINT
resources group /ISTOP

Removing an IMS from the IMSplex

/CHE FREEZE or DUMPQ or PURGE
LEAVEPLEX

Resetting values set during IMS system
definition

/ASSIGN
UPDATE

Restarting a component of IMS

JOPNDST

/RELEASE

IRSTART

ISTART

JUNLOCK

UPDATE TRAN START(Q,SCHD,TRACE)
UPDATE AREA START(ACCESS)
UPDATE DATAGRP START(ACCESS)
UPDATE DB START(ACCESS)

UPDATE DB SET(LOCK(OFF))

Restarting IMS after failure

/ERESTART

Restarting XRF alternate subsystem

/ERESTART
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Table 2. IMS Tasks and Commands (continued)

Task Command
Resuming a conversation /RELEASE
Scheduling a suspended transaction /DEQUEUE

UPDATE TRAN START(SUSPEND)

Secondary MTO, sending output to

/SMCOPY

Security, controlling /SECURE
Security, deleting /IDELETE
Sending messages to terminals or other /BROADCAST

IMS subsystems

Setting timeout value for IRLM

F irimproc, START,TMOUT=n F
irlmproc,STOP, TMOUT

Sharing startup JCL between IMS /ISTART
dependent regions
Shutting down CQS P cgsproc

Shutting down the Common Service Layer
(CsL)

F sciproc, SHUTDOWN CSLLCL/CSLPLEX
(CSLLCL or CSLPLEX is required)

Shutting down IMS

/CHECKPOINT

Shutting down an ISC node /QUIESCE
Shutting down OM P omjob
Shutting down RM P rmjob
Shutting down SCI P scijob
Signing on to IMS from a non-VTAM /IAM
terminal
Signing on or off IMS terminals /SIGN
Starting CQS S cqgsproc
Starting IMS INRESTART
/ERESTART
Starting IMS Fast DB Recovery S fdbrproc
Starting IMS resources /ISTART

UPDATE TRAN START(Q,SCHD,TRACE)
UPDATE AREA START(ACCESS)
UPDATE DATAGRP START(ACCESS)
UPDATE DB START(ACCESS)

Starting IRLM S irmlproc
Starting a line, link, node, PTERM, or user |/RSTART
Statistics, recording to IMS log /CHECKPOINT
Stopping database access /LOCK

/ISTOP

UPDATE AREA STOP(SCHD)
UPDATE DATAGRP STOP(SCHD)
UPDATE DB SET(LOCK(ON))
UPDATE DB STOP(SCHD)

Stopping IMS resources

/ISTOP

UPDATE AREA STOP(SCHD)
UPDATE DATAGRP STOP(SCHD)
UPDATE DB STOP(SCHD)
UPDATE TRAN STOP(Q,SCHD)

Chapter 3. Commands for IMS Tasks
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Table 2. IMS Tasks and Commands (continued)

Task Command
Stopping input to a line, link, or terminal /PURGE
Stopping input messages with a transaction |/PURGE

code

UPDATE TRAN START(SCHD)STOP(Q)

Stopping IMS Fast DB Recovery

F fdbrproc,DUMP
F fdbrproc,STOP

Stopping IMS Fast DB Recovery tracking

F fdbrproc, TERM

Stopping IRLM

P irmlproc

Stopping an LTERM, node, program,
PTERM, or transaction

/LOCK SET(LOCK(ON))

Stopping a transaction /ISTOP
UPDATE TRAN STOP(Q,SCHD)
Stopping output to a line, link, or terminal /PSTOP
Stopping output to a programmable remote | /MONITOR
station
Stopping scheduling of a message with a /PSTOP

transaction code

UPDATE TRAN STOP(SCHD) START(Q)

Subsystem, external, entering commands
for

/ISSR

Suspending a conversation /HOLD
Switching data sets for XRF /SWITCH
Terminating 1/O for terminals /IDLE
Terminating preset mode /RESET
Terminating special modes /END
Terminating a conversation JEXIT

Test mode for terminals, setting ITEST
Testing for output errors /LOOPTEST
Tracing IMS resources /ITRACE

UPDATE TRAN START(TRACE)

Tracing IRLM S irmlproc, TRACE=YES
TRACE CT

Transport Manager Subsystem, defining Define

Transport Manager Subsystem, displaying Display

Transport Manager Subsystem, setting Set

Transport Manager Subsystem, starting Start

Transport Manager Subsystem, stopping Stop

Undoing /ASSIGN /IASSIGN

/NRE CHECKPOINT 0
UPDATE TRAN

Undoing /EXCLUSIVE /END
/ISTART
Undoing /HOLD /RELEASE
[EXIT
Undoing /IAM /IAM
Undoing /IDLE IACTIVATE
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Table 2. IMS Tasks and Commands (continued)

Task

Command

Undoing /LOCK

JUNLOCK
UPDATE DB SET(LOCK(OFF))

Undoing /LOOPTEST

/END

Undoing /MSASSIGN /MSASSIGN
/NRE CHECKPOINT 0
Undoing /SET /RESET
Undoing /START, /RSTART, /PSTART, /STOP
/PURGE, or /IMONITOR
Undoing /START, /STOP, /COMPT, /IRSTART
/RCOMPT, /PSTART, /PURGE, or
/MONITOR
Undoing /START, /MONITOR, /RSTART, /PURGE
/STOP, or IPSTART
Undoing /START, /MONITOR, /RSTART, /PSTOP
/STOP, or /IPURGE
Undoing /START, /RSTART, /STOP, /PSTOP, | MONITOR
or /IPURGE
Undoing /TEST /END
/1AM
/ISTART
Unloading an area from a data space /NVUNLOAD
Verifying local transactions and LTERMs IMSVERIFY
with remote transactions and LTERMs
Verifying IMSASSIGN IMSVERIFY
Warm start of IMS INRESTART
Writing a message to the IMS log /LOG
XRF, switching data sets /SWITCH

Important: In an IMSplex, type-2 commands are issued to the Operations Manager,
which then routes the commands to the subsystem IMSplex members. When
commands are issued globally in an IMSplex, they can behave differently from

commands that are issued to single IMSs. For more information on commands in

an IMSplex, see the [IMS Version 9: Common Service Layer Guide and Reference|

and the |IMS Version 9: Command Reference}

Restrictions: Some restrictions apply to IMSs running HALDB Online

Reorganization (OLR):

» The following commands cannot be processed against a HALDB partition on an
IMS system while OLR is running against that partition on the same IMS system:

— /START DB

— /DBRECOVERY DB

— /DBDUMP DB

— /STOP DB

— UPDATE DB START(ACCESS)

— UPDATE DB STOP(ACCESS|SCHD|UPDATES)
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The following commands cannot be issued against a HALDB master while OLR

is reorganizing any of its partitions:

/DBRECOVERY DB

/DBDUMP DB

/START DB with ACCESS=UP

UPDATE DB START(ACCESS) SET(ACCTYPE(UPD))
UPDATE DB STOP(ACCESS|UPDATES)

Related Reading: For more information about these commands, see IMS Versio
pport, see[IMS

9: Command Reference] For more information about HALDB OLR su

Version 9: HALDB Online Reorganization Guide and Reference,
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Chapter 4. Using IMS Application Program Sync Points

As described in [‘Synchronization Points” on page 13|IMS application programs can
(and should) take checkpoints. This explains how these checkpoints and system
sync points affect IMS operations.

The Commit Process

During an application’s sync-point processing, IMS creates a log record to establish
commitment of database changes and availability of output messages. The commit
process is not complete until IMS physically writes this log record to the OLDS
because an incomplete set of database change and message records exist on the
log for system restart.

The commit processes work differently for DL/l and Fast Path applications. For DL/I,
IMS makes database changes in the buffer pool at the time of a DL/I call, and may
or may not write them to disk before the commit point. If you restart the system,
IMS backs out these uncommitted changes by using the log. IMS stores inserted
message segments in the message queue and must similarly discard them.

For Fast Path, the approach is different. IMS keeps all changes in storage until it
physically logs the commit record. Only then does IMS write database changes to
DASD and send output messages. Because no changes appear on external storage
(except for the log) until the commit record is written, IMS does not need to perform
backout processing for the database—IMS only needs to discard the updates in
storage. With Fast Path, system restart ensures that IMS writes committed updates
to DASD and sends output messages.

Relationship Between Checkpoints and Sync Points

IMS keeps track of all checkpoints and sync points. IMS usually uses a sync point
during recovery, but returns to the checkpoint in the following situations:

» For a full recovery in the DB/DC environment, IMS returns to the earliest of either
the checkpoint prior to the current checkpoint or the checkpoint prior to the first
uncommitted application program update.

» For a full recovery in the DBCTL environment, IMS always returns to the
checkpoint before the first uncommitted application program update.

* For a full recovery in the DCCTL environment, IMS always returns to the
checkpoint before the latest system checkpoint.

* In the DB/DC or DCCTL environments, if a BUILDQ is requested on the restart,
IMS returns to the last SNAPQ or DUMPQ checkpoint. IMS returns to this
checkpoint even if it is older than the checkpoint normally needed for the restart.

In[Figure 2 on page 38, for example, if a system-wide failure occurs in the DB/DC
environment just after the MTO takes a system checkpoint but just before program
Beta commits (assuming program Alpha has not made any updates since its last
commit), IMS must return to the system checkpoint before Beta started.
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L Restart system from this checkpoint

Figure 2. Independence of System Checkpoints and Application Sync Points

Synchronization Point Processing in CPI Communications-Driven

Programs

For CPI Communications-driven programs running under Advanced
Program-to-Program Communications for IMS (APPC/IMS), the application
programs control their own sync-point processing. An application program can issue
certain CPl Resource Recovery calls: SRRCMIT calls to commit data and SRRBACK
calls to back out data. The IMS-managed (local) protected resources include:

+ IMS TM message-queue messages
e |IMS DB databases
» DB2 UDB for z/OS® databases

The highest level of synchronization supported for a conversation is SYNCPT, so
CPI Communications-driven applications can have protected conversations.

IMS can be either the sync-point manager or the resource manager, depending on
the setting of the sync-point level. For SYNC_LEVEL=NONE or CONFIRM, IMS is
the sync-point manager, but for SYNC_LEVEL=SYNCPT, RRS/MVS is the
sync-point manager and IMS is the resource manager.

Two-Phase Commit in the Synchronization Process

38 Operations Guide

Application programs in a DBCTL, DCCTL, DB/DC, APPC/IMS, or OTMA
environment can be involved in a two-phase commit process to record a sync point.
At the completion of a two-phase commit, the resource manager commits database
and message changes. The two phases are:

1. Phase 1, in which the sync-point coordinator directs sync point preparation and
asks the connected resource managers whether updates to connected
databases can be committed.

The sync-point coordinator can be:
* An IMS DB/DC subsystem for its resource managers and attached
databases.

* An IMS DCCTL subsystem for attached databases.
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* A Coordinator Controller (CCTL) subsystem for units of work associated with
the CCTL region. IMS DB acts as a resource manager when connected to a
CCTL and also when accessed by ODBA application programs via the Open
Database Access (ODBA) interface.

* 0S/390 Resource Recovery Services/MVS (RRS/MVS) for its protected
conversations with APPC/IMS applications programs or OTMA clients. IMS
acts as a resource manager when connected to RRS/MVS.

2. Phase 2, in which the sync-point coordinator directs commit or abort processing
and states that the resources must either be committed or aborted.

In the DBCTL environment, if an application program makes no update DL/I
calls or makes only inquiry-type DL/I calls, the CCTL requests a “forget”
response to Phase 1 (if forget processing has been enabled). This means that
only a limited Phase 2 occurs for that application program because no database
resources have been altered. See [IMS Version 9: Customization Guide for
details on how to enable forget processing.

The sync-point coordinator can request an abort without a Phase 1.

Figure 3 shows the two phases of the sync-point cycle for an IMS DBCTL
environment and describes the activities taking place.

Sync-Point Coordinator Resource Manager
Sync-point coordinator
receives sync-point
request (Note 1)
Begins Phase 1 > inf—flight unit
prepare PREPARE request ot recovery
FORGET (if CCTLis ~ Enters Phase
sync-point coordinator)
Writes to a log
Retains locks
x
Sync-point coordinator  Response to PREPARE
¢ Vrites to alog request (Note 2) in-doubt unit
- f recove
Begins Phase 2 I o recovery
COMMIT request
X
Enters Phase 2
commit Writes to a log
Response to Releases locks commit
COMMIT request
Sync-point coordinator
writes to a log
b 4 b 4
Notes:

1. If the resource manager indicates that it cannot commit the updates, the
sync-point coordinator should abort the unit of recovery, and the rest of
this figure does not apply.

2. If the sync-point coordinator tells the resource manager to commit the
updates, then it must commit.

Figure 3. Two-Phase Commit Process
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Unit of Recovery

A unit of recovery (UOR) is the work done by a thread (connection between a
resource-manager control region and a sync-point coordinator) during a sync-point
interval, that is between two sync points.

In-Flight Unit of Recovery

The unit of recovery is said to be in-flight from its creation or its last sync point until
the resource manager logs the end of Phase 1. If a resource manager fails before

or during Phase 1 and is subsequently restarted, IMS aborts all database updates.

In-Doubt Unit of Recovery for DBCTL Connected to CCTL

From the time that the resource manager issues its response to the PREPARE
request (the completion of Phase 1), to the time it receives a COMMIT or ABORT
request from the CCTL, units of recovery are said to be in-doubt. When the
resource manager is restarted after a failure, it tells the CCTL which in-doubt UORs
exist, if any. The CCTL then takes action to resolve these in-doubt UORSs. This is
called resolve in-doubt processing, or resynchronization. If a CCTL cannot resolve
all in-doubt UORs, you can use IMS or CCTL commands to display the units of
recovery and take appropriate actions for committing or aborting them.

Recovery Tokens for DBCTL Connected to CCTL
A recovery token is a 16-byte identifier for each unit of recovery. The resource

manager validates the recovery token to protect against duplication of units of
recovery. In the DBCTL environment, you can display the recovery token using the
IMS /DISPLAY CCTL command. The recovery token is the primary identifier used by
DBRC, which performs unit-of-recovery management. DBRC keeps track of
backouts that are appropriate for the Batch Backout utility to perform.

Recoverable In-Doubt Structure: An IMS DBCTL subsystem builds a recoverable
in-doubt structure (RIS) for each in-doubt UOR when any of the following occurs:

* A CCTL fails
* A CCTL thread fails
* A resource manager fails

The resource manager uses a recoverable in-doubt structure during reconnecting to
the CCTL if in-doubt UORSs existed when either the CCTL or the resource manager
failed. IMS logs all recoverable in-doubt structures during system checkpoints.

A recoverable in-doubt structure contains the following information:

* The recovery token in a residual recovery element (RRE)

* Changed data records in an in-doubt extended error queue element (IEEQE)

* An indication of data that is inaccessible because of unresolved in-doubt UORs

» Links to other recoverable in-doubt structures using extended error queue
element (EEQE) queue elements (EQELS)

DBCTL Single-Phase Commit

40 Operations Guide

A CCTL communicating with just one resource manager (IMS DBCTL subsystem)
can request a sync point using just a single phase. If the CCTL communicates with
more than one resource manager, it must use the two-phase commit process.

When the CCTL decides to commit a UOR, it can request a single-phase sync
point. Single-phase commit can affect the recoverability of in-doubt data. A
transaction is only in-doubt for the short time between the sync-point request and
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DBCTL's commit. IMS can recover in-doubt data after a thread failure during
single-phase commit, but cannot recover in-doubt data after a subsystem failure.

Sync-Point Log Records

During the two-phase commit process, IMS creates log records to establish the
commitment of database changes (see |“The Commit Process” on page 37|). All of
these log records can be used by the IMS Change Accumulation and recovery
utilities.

All online log records involving the sync-point cycle contain a recovery token. This
token ensures that IMS can recover and restart each unit of recovery. The
sequence of log records for a unit of recovery reveals the sync-point cycle that it
followed.

IMS logs the following records during the sync-point process:

X'08' Schedule record

X'07' Unschedule (terminate) record

X'0A08' CPI Communications-driven application program schedule record

X'0A07" CPI Communications-driven application program unschedule
(terminate) record

X'5937' Fast Path start commit

X'5938' Fast Path start abort

X'5610' Start of Phase 1

X'5611" End of Phase 1

X'3730' Start of Phase 2 Commit

X'5612' End of Phase 2 Commit

X'3801' Start of abort

X'4Co1' End of abort

X'5607' Start unit of recovery

X'5613' Recoverable in-doubt structure created

X'5614' Recoverable in-doubt structure deleted

Sync Points with a Data-Propagation Manager

When using a data-propagation manager (such as the IMS DataPropagator™) to
update DB2 UDB for z/OS databases synchronously with IMS DL/l databases, the
updates to the DB2 UDB for z/OS databases are committed (or aborted) at the
same time as the IMS updates. This provides consistency between the database
management subsystems. IMS DB/DC, DCCTL, and DBCTL (BMP regions only)
support the IMS Data Capture exit routine.

Restriction: In an IMS DBCTL environment, the data-propagation manager is only
available for BMP regions.

For more information about the IMS DataPropagator, go to the following Web URL:
http://www.ibm.com/software/data/dpropnr.
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Chapter 5. Understanding IMS Logging

This chapter describes how and what IMS logs, and explains how logging affects
IMS operations. See|‘Logging” on page 11| for an introduction to IMS logging.

The IMS Log Data Sets

This section describes the OLDS, WADS, SLDS, RLDS, RDS, RECON data set, the
MVS log data set used for CQS, the CQS system checkpoint data set, and the
CQS structure checkpoint data set.

Online Log Data Set

IMS uses the OLDS only in the online environment. The OLDS contains all the log
records required for restart, recovery, and both batch and dynamic backout. The
OLDS holds the log records until IMS archives them to the SLDS.

Define all of the OLDSs in the IMS procedure library (IMS.PROCLIB) using the
OLDSDEF statement. The OLDS must be preallocated on a direct-access device. You
can also dynamically allocate additional OLDSs while IMS is running by using the
/START OLDS command.

IMS uses the Basic Sequential Access Method (BSAM) to write log records to the
OLDS, and the Overflow Sequential Access Method (OSAM) to read the OLDS
when IMS performs dynamic backout. Although referred to as a data set, the OLDS
is actually made up of multiple data sets that wrap around, one to the other. You
must allocate at least three, but no more than 100, data sets for the OLDS.

You can specify that the OLDS use dual logging, which is the duplication of
information on two logs. When you use dual logging, an I/O error on either the
primary or secondary data set causes IMS to close the nonerror OLDS and mark
the error OLDS in the Recovery Control (RECON) data set as having an 1/O error
and a close error. IMS then continues logging with the next available pair. For dual
logging, the minimum number of data sets is three pairs, and the maximum number
is 100 pairs.

IMS uses as many OLDSs as you allocate. IMS issues a message each time it
changes the current OLDS. This message identifies the OLDS being closed and the
next OLDS to be used.

When any of the following events occur:

* IMS fills an OLDS

* An I/O error occurs

* You issue one of the following commands:
— /DBDUMP DB
— /DBRECOVERY DB
— UPDATE DB STOP(UPDATES) OPTION(FEOV)
— UPDATE DB STOP(ACCESS) OPTION(FEOV)

IMS does the following:
* Opens the next OLDS
* Notifies DBRC and the MTO that it is using a new OLDS
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* Closes the current OLDS (both primary and secondary if you are using dual
logging)

When IMS is using the last available OLDS, it alerts the MTO that no additional
OLDS space is available. If archiving has not finished by the time all of the OLDSs
are full, IMS waits until OLDS space becomes available. IMS will not log to an
OLDS containing active data that is not yet archived. You must run the Log Archive
utility to free the OLDS space. After IMS uses the last allocated OLDS, it reuses the
first OLDS, if it has been archived.

You can use the /STOP command to stop and dynamically deallocate an OLDS.
When stopped, that OLDS is no longer involved in the wraparound process.

Recommendation: Stop an OLDS when an error occurs that requires that OLDS
to be recovered.

Restriction: You cannot stop the current OLDS. You cannot stop any OLDS when
two or fewer OLDSs are currently available.

Similarly, you can use the /START command to start and dynamically allocate an
OLDS. IMS retains the status of an OLDS (in-use, stopped, and so on) from one
restart to the next.

Jobs to archive OLDSs might not complete in the order in which the OLDSs were
created. For example, one OLDS might not yet be archived, but a subsequent
OLDS might already be archived. When this occurs, IMS issues message DFS32591
and uses the next available OLDS.

The DBRC RECON data set contains information about the OLDSs for each IMS
subsystem. Information in the RECON data set indicates whether an OLDS is
available for use or contains active log data that must be archived.

Write-Ahead Data Set
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IMS uses the WADS only in the online environment. The WADS contains a copy of
committed log records that are in OLDS buffers, but that have not yet been written
to the OLDS. In order to maximize log efficiency, IMS uses a log write-ahead
function to write partially filled, padded blocks to the WADS (rather than the OLDS).
IMS continually reuses WADS space after writing the appropriate log data to the
OLDS.

The log write-ahead function ensures that all log records are on the log before IMS
writes changes to a database. IMS updates a database in any of the following
situations:

* When IMS needs to reuse the database buffer (if this is before commit)
* During commit
* During VSAM background write

If IMS fails, you use the log data in the WADS to complete the content of the OLDS
and then close the OLDS as part of an IMS emergency restart or as an option of
the Log Recovery utility. If you close the OLDS during emergency restart, you must
include the WADS in use at the time of the failure.

You must preallocate and format the WADS on a DASD device that supports count
key data (CKD) architecture. Format a WADS using the FORMAT WADS | ALL
keywords on either the /NRESTART or /ERESTART commands. All WADSs must be on
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the same device type and should have the same space allocation. You can also
dynamically allocate additional WADSs using the /START WADS command.

You can change any of the following specifications for the WADS during an IMS
restart:

* Number of WADSs

* Sequence of WADSs

» WADS names

* Use of single or dual WADSs

Recommendation: To eliminate potential resource contention, place the WADS on
a low-use device that is different from the device you use for the OLDS.

If you place the WADS on the same device as one of your OLDSs and use
full-track blocking for the OLDS (in which a block is equal to a full track), the device
should be able to handle infrequent OLDS seeks. Contention can still occur.

If the WADS and OLDS are on the same device, the Log Archive utility or dynamic
backout can cause severe contention between an OLDS being archived and an
active WADS.

System Log Data Set

IMS uses the SLDS in both the online and batch environments. In the online
environment, an SLDS contains archived OLDS data. In the batch environment, an
SLDS contains current log data.

Each execution of the Log Archive utility creates an SLDS. One SLDS can contain
data from one or more OLDSSs. You use an SLDS as input to the database recovery
utilities (Database Recovery, Database Change Accumulation, and Batch Backout).
You can also use an SLDS during an emergency restart of IMS. SLDSs can be
stored on DASD, tape, or other mass storage.

DBRC maintains information about SLDSs in the RECON data set:

* For batch subsystems, DBRC maintains SLDS information in the PRILOG and
SECLOG records.

» For online subsystems, DBRC maintains SLDS information in the PRILOG and
SECLOG records only if you do not specify an RLDS when you run the Log
Archive utility. Otherwise, DBRC maintains SLDS information in PRISLD and
SECSLD records.

The Log Archive utility tells DBRC which OLDS it is archiving and which SLDS it is
creating. The IMS online system can reuse OLDSs that have been archived.

Generally, you want to copy all the log records from the OLDS to the SLDS, but you
can specify specific records. If you want to omit some types of log records from the
SLDS in order to save space, include the NOLOG keyword when you run the Log
Archive utility. The SLDS must always contain those records that might be needed
for database recovery, batch backout, or IMS restart. The records that you can omit
are:

X'10' Security violation records
X'45'  Statistics records written during checkpoint

X'5F' Call trace record
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X'67' Communications (SNAP) trace records
X'69' Unauthorized ID record (for 3275 display terminal)

IMS dynamically allocates an SLDS during IMS restart whenever log data required
for restart read processing is not available from an OLDS. The OLDS might be
unavailable because it has been archived, and because one of the following is true:

e The OLDS has been reused.

* The PRIOLDS and SECOLDS records have been deleted from the RECON data
set.

To allow IMS to dynamically allocate SLDSs, you must specify the SLDS device
type Dynamic Allocation macro (DFSMDA). DBRC provides the data set name and
volume information required for dynamic allocation.

Recovery Log Data Set

When you run the Log Archive utility to create an SLDS, you can also request
creation of an RLDS. The RLDS can be stored on DASD, tape, or other mass
storage. The RLDS contains only the log records needed for database recovery:

X'24' Database error records

X'3730' Sync point records

X'4001' Checkpoint records

X'4084"

X'4098"'

X'42' Checkpoint ID records

X'5612' End of phase 2 commit records
X'5701' Database begin update records
X'59' Fast Path database change records
X'505x' Database change records

IMS maintains RLDS information in the RECON data set in the PRILOG and
SECLOG records. Whenever possible, DBRC uses the RLDS in place of SLDSs
when creating JCL for the Database Recovery and Database Change Accumulation
utilities. Using the RLDS rather than the SLDS is more efficient because the RLDS
contains less information than the SLDS.

Restart Data Set
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IMS writes system checkpoint information to the RDS. During each checkpoint, IMS
creates or updates a checkpoint ID table; IMS uses this table during IMS restart to
determine from which checkpoint to restart the system.

If, for any reason, the RDS is not available at restart, IMS can obtain the required
checkpoint information from the log. However, using only the log could considerably
lengthen the restart process.

Generally, you do not need to know the content of the RDS. IMS finds the
information it needs in the RDS and uses it automatically during a restart.
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RECON Data Set

DBRC automatically records information in the RECON data sets. Because both
RECON data sets contain identical information, this book refers to them as a single
data set.

IMS uses the RECON data set in many situations:

» During warm start and normal and emergency restarts. The RECON data set
shows which data set—OLDS or SLDS—contains the most recent log data for
each DBDS that you registered with DBRC.

» During logging, the RECON shows its latest status for the OLDS and whether the
OLDS has been archived.

» For a recovery utility, DBRC selects the correct data sets.

MVS Log Data Set

The IMS Common Queue Server (CQS) records information about the data in the
IMS shared queues in the MVS log data set. The MVS system logger serves the
same purpose for CQS as the OLDS serves for IMS: it records all necessary
information so CQS can recover structures in the coupling facility and restart after
failure.

CQS writes log records for each pair of coupling facility list structures to a separate
log stream. This log stream is shared among all the CQS subsystems that share
the structure pair. MVS merges the log streams to make recovery possible.

Related Reading: For more information on the MVS system logger, see MVS
Programming: Sysplex Services Guide.

CQS System Checkpoint Data Set

Each CQS subsystem maintains a system checkpoint data set for each structure
pair in the coupling facility. Whenever the CQS subsystem takes a system
checkpoint, it writes the checkpoint information to this data set.

The system checkpoint data sets are not shared among CQS subsystems.

Related Reading: For more information on this data set, see|IMS Version 9]
[Common Queue Server Guide and Reference,

CQS Structure Recovery Data Set

Whenever a CQS subsystem takes a structure checkpoint, it writes checkpoint
information to a structure recovery data set. CQS subsystems in a sysplex share
the structure recovery data sets; there is one pair (two data sets) for each structure.
CQS alternates between the two for each checkpoint.

Related Reading: For more information on this data set, see IMS Version 9]
[Common Queue Server Guide and Reference,

Archiving Log Records

For online systems, you can automatically or manually initiate archiving log records
from the OLDS to the SLDS.
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Automatic Archiving

If you have a large system with a lot of activity, you can minimize your intervention
in the archiving process by using automatic archiving. It will eliminate the need to
continually monitor logging to determine when to archive.

By default, IMS archives each OLDS when it is full. However, you can control how
often archiving occurs by specifying how many OLDSs must be full before IMS
archives them. Use the ARC= execution parameter or the AUTOARCH keyword of the
/START command to control automatic archiving.

Recommendation: You must archive an OLDS before IMS can reuse it; be sure
to archive frequently enough to avoid running out of OLDS space. If you run out of
OLDS space, IMS waits until OLDS space becomes available.

Related Reading: For more information about the ARC= execution parameter, see
IMS Version 9: Installation Volume 2: System Definition and Tailoring. For more
information about the AUTOARCH keyword of the /START command, see |IMS Versiod
[9: Command Reference]

Manual Archiving

If you archive infrequently or at irregular intervals, you can initiate archiving
yourself. Use the Log Archive utility (DFSUARCO) to archive logs manually. You can
use the DBRC GENJCL.ARCHIVE command to produce JCL for the Log Archive utility.
You can issue this command using the Recovery Control utility or an IMS online
command (/RMGENJCL).

Archiving is also useful for batch systems to free disk space if your SLDSs are on
disk. Use the Log Archive utility to copy an SLDS from DASD to tape. Because
DASD and tape typically have different block sizes, the utility reblocks the log
records while it copies them.

Copying an SLDS or an RLDS

You can use the Log Archive utility to copy an SLDS or RLDS to a new data set;
however, you cannot use the GENJCL.ARCHIVE command to generate JCL to copy
these data sets.

You can also use the Log Archive utility to create an RLDS or user data set. Use
the Log Archive COPY control statement to do any of the following:

» Specify the user data sets to which you want log records copied.
» Determine which log records should be copied to a user data set.

» Specify that all log records required for database recovery should be copied to
an RLDS.

Customizing Archiving
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You can write user exit routines to process log records and copy certain log records
to user data sets. For example, you can copy all records required for restarting
Batch Message Processing programs (BMPs) to a user data set.

To customize archiving, specify the entry points for the exit routine using Log
Archive utility control statements. IMS gives control to the exit routines when:

* The Log Archive utility is initialized.
* IMS reads the OLDS.
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* The Log Archive utility terminates.

Related Reading: For more information about specifying entry points and running
the Log Archive utility, see |IMS Version 9: Ulilities Reference: System| For more
information about writing exit routines, refer to [IMS Version 9: Customization Guide,

Tracing the Log

You can trace logging activity to diagnose performance problems or problems with
IMS. As with all traces, the trade-off when using log tracing is between increased
diagnostic capabilities and the overhead of running the trace. The overhead of
tracing the log can be greater than running other types of trace, especially if you
request an external trace, that is, if the trace itself is logged. But you can write the
external trace to an external trace data set, and add no extra burden to the OLDS.

Specify log tracing in one of the following ways:
» Use the DLOG parameter on the OPTIONS control statement when you initialize
IMS.

» Use the /TRACE command and omit the DLOG keyword. You can turn log tracing on
and off and control whether it is to be logged to the OLDS or to an external trace
data set.

Reducing Fast Path Logging

Because IMS holds updates for DEDBs in storage before writing entire VSAM
control intervals (CIs), you can reduce the logging for Fast Path data. You reduce
the log volume by logging only the changed data for each log record during replace
(REPL) calls. You can reduce the logging only if the length of the segment remains
unchanged.

Use the LGNR parameter of the IMS or DBC procedures to determine the maximum
number of Fast Path DEDB buffer alterations that are to be held before IMS logs
the entire VSAM control interval (Cl). Use the Fast Path Log Analysis utility to
evaluate the value you should use for the LGNR parameter.

Related Reading: For more information about the Fast Path Log Analysis utility,
see |IMS Version 9: Utilities Reference: System, For more information about the
LGNR parameter, see [IMS Version 9: Installation Volume 2: System Definition and

Using DBRC to Track Batch Job Logs

An IMS online subsystem always uses DBRC for tracking logs, but a batch job
need not use DBRC. If you use DBRC for batch jobs, DBRC tracks which batch
jobs create which SLDS.

Recommendation: Use DBRC for batch jobs to eliminate the need to manually
keep track of batch SLDSs.

You do not need to create a log for read only (PROCOPT=G) batch jobs, but you do
need to create a log for update jobs. For update jobs using DBRC, you cannot use
DD NULLFILE or DD DUMMY in the JCL for the log data set.

Specify the use of DBRC during IMS system definition by using the DBRC keyword in
the IMSCTRL macro. While IMS is running, you can use the DBRC= execution
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parameter in the DBBBATCH and DLIBATCH procedures to override the value
specified during system definition. If you specify the FORCE keyword during system
definition, you must use DBRC, except when you run the Log Archive (batch only),
Log Recovery, or Batch Backout utilities.

Condensing an Accumulated SLDS or RLDS

You can use the IMS Database Change Accumulation utility (DFSUCUMO) to
condense accumulated records in SLDSs or RLDSs.

As IMS runs, the number of SLDSs or RLDSs increases. You can use these data
sets to recover a lost or damaged database, but to use them without change would
be inefficient for the following reasons:

* Each SLDS or RLDS contains a record of activities of the entire IMS subsystem
and of all the data sets for all the databases. Yet when you are recovering a
database, you usually only recover a single data set. Thus, much of what is in
the SLDS and RLDS does not apply.

* The SLDS and RLDS chronologically stores each change to any single database
record. If a record changes 100 times since the last backup of the data set, the
SLDS or RLDS includes all 100 changes. Yet, during recovery, you are only
interested in the value the data had at the moment the data set was lost; the
other 99 changes are irrelevant.

You can use the IMS Database Change Accumulation utility to sort through your
accumulated SLDSs and RLDSs in advance and condense and streamline them.
This utility:

» Picks out only those log records relating to recovery of databases

» Sorts these records by data set within a database

» Finds the most recent change in each part of an individual record

As the utility creates the change accumulation data set, IMS compresses repeated
single characters, such as blanks and zeros. IMS expands the data again during
recovery.

Running the Database Change Accumulation utility is not required, but using it
periodically speeds database recovery. Alternatively, you can run the Database
Change Accumulation utility only when the need for recovery arises (just before
running the Database Recovery utility). Running these two utilities instead of just
the Database Recovery utility can reduce the total time needed for recovery,
depending on how much unaccumulated log information exists.

Related Reading: For more information on the Database Change Accumulation
utility, see|[IMS Version 9: Utilities Reference: Database and Transaction Manager,

Input to the Database Change Accumulation Utility
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In addition to using archived log data (SLDS and RLDS) as input to the Database
Change Accumulation utility, you can also use a subset of the IMS log or a previous
change accumulation data set. The utility writes the accumulated changes to a new
change accumulation data set.

If the log data is on tape, you can specify all log volumes or a subset of log
volumes as input to the Database Change Accumulation utility. When you specify a
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subset of log volumes, DBRC checks whether the subset is complete for each
DBDS. A subset of log volumes is complete for a DBDS when all of the following
conditions are true:

» The first volume in the subset is the volume with the first change to the DBDS
since any of the following events occurred:
— The last change accumulation.
— The last image copy.
— DBRC created the ALLOC record for this area (if the image copy was
concurrent).
* The remaining volumes are in sequence.

* In a data-sharing environment, all logs containing changes for a DBDS are
included.

Use the DBRC GENJCL.CA command to specify the subset of log volumes. You can
request a specific number of log volumes either by volume (use the VOLNUM
keyword) or by timestamp (use the CATIME keyword).

You can use a change accumulation data set as input to a later run of the Database
Change Accumulation utility whether your subset of log volumes is complete or
incomplete; however, you can use a change accumulation data set as input to the
Database Recovery utility only if it represents a complete log subset.

Related Reading: For more information about the GENJCL.CA command, see
[Version 9: DBRC Guide and Referenced,.

Changing Accumulation Groups

You can use DBRC to group DBDSs for which the Database Change Accumulation
utility accumulates changes. These groups of DBDSs are called change
accumulation groups.

You can define a change accumulation group by using the DBRC INIT.CAGRP
command to write a CAGRP record in the RECON data set. Within this record,
DBRC lists the DBDSs that make up the change accumulation group, identified by
their database names and data set DD names. A change accumulation group can
have up to a maximum of 2000 members.

Before you can use the INIT.CAGRP command to define the change accumulation
group, you must identify each member to DBRC using an INIT.DBDS command. A
DBDS can belong to only one change accumulation group.

You can add or delete members of a change accumulation group using the
CHANGE . CAGRP command.

Restriction: Do not issue a CHANGE.CAGRP command while the Database Change
Accumulation utility is running because you could damage your database integrity.

Defining Change Accumulation Data Sets for Future Use

You can define change accumulation data sets for future use for a given change
accumulation group. Use the DBRC INIT.CA command to inform DBRC that these
data sets exist, and specify the REUSE keyword on the INIT.CAGRP command when
you define the group. The GRPMAX keyword of the INIT.CAGRP command determines
how many change accumulation data sets you can define.
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Reusing Change Accumulation Data Sets

To allow DBRC to reuse old change accumulation data sets, define a change
accumulation group with the REUSE keyword and use the DBRC GENJCL.CA
command to generate the JCL for the Database Change Accumulation utility job.
The Database Change Accumulation utility reuses the oldest change accumulation
data set when all available change accumulation data sets for a particular change
accumulation group have been used and the maximum number of change
accumulation data sets has been reached. Reusing a change accumulation data set
means that DBRC uses its data set name, volumes, physical space, and record in
the RECON data set as if they were for an empty change accumulation data set.

If you define a group with the NOREUSE keyword, rather than reuse the data set,
DBRC deletes the RECON record for the oldest change accumulation data set. In
this case, DBRC does not scratch the data set. You must scratch the data set or
keep track of it, because DBRC is no longer aware of it.

Specifying Your Choices for the Log Data Sets

This section describes the choices you must make when defining the various data
sets involved in logging:

* Online log data set

* Write-ahead data set
» System log data set

* Recovery log data set
* Restart data set

Related Reading: For information on defining CQS data sets, see [IMS Version 9:

[Common Queue Server Guide and Reference,

Defining Online Log Data Sets
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This section describes tasks related to defining OLDSs:
» Choosing dual or single OLDS logging

* Defining the number of OLDSs

» Defining space for each OLDS

» Defining a block size for the OLDS

» Defining devices for the OLDS

* Changing OLDS characteristics

» Defining OLDS buffers

Choosing Dual or Single OLDS Logging

IMS can log information to a single data set or to two identical data sets.

Definitions: Single logging uses a single data set, dual logging uses two data sets,
where both data sets are identical. Whether you use single or dual logging, IMS
writes information to sets of data sets, as described in[‘Online Log Data Set” on|

Recommendation: Use dual logging whenever possible because the OLDS is of
primary importance to system integrity. Specify dual logging in IMS.PROCLIB using
the OLDSDEF statement.
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With dual logging, IMS has two options when one of the OLDSs (of a pair) gets an
I/O error. The first option is to discard the pair and switch to a good pair. This
behavior is just like single logging mode.

The second option is to not have IMS discard the pair of OLDSs unless both pairs
of OLDSs fail. Then, if all the good pairs of OLDSs fail, IMS can degrade to single
logging mode and use the good OLDS from each pair. From this point, IMS
behaves just like if it had been in single logging mode from the beginning. This
option also simplifies operational procedures because, for example, you only need
to run the Log Recovery utility to clean up the OLDSs when you use (single or dual)
logging and a write error occurs.

Essentially, there are three logging states for IMS to run in:

» Single logging, which has no redundancy and has the highest maintenance when
an error occurs. When only two good OLDSs remain, IMS will terminate.

» Dual logging with DEGRADE=NO, which behaves just like single logging except
that data is written to two LOGS instead of one. And, like in single logging mode,
if only two good pairs of OLDSs remain, IMS will terminate.

* Dual logging with DEGRADE=YES. In this case, when each pair of OLDSs has
at least one write error, IMS will switch to single logging mode and start logging
to whichever OLDSs in the remaining pairs are good.

In all three cases, when IMS gets to the point where it only has two data sets left to
write to, it terminates. If, for some reason, IMS has no good data sets to write to, it
will terminate with an ABENDUO0616. For more information about log errors, see
t'Log Errors” on page 157

Defining the Number of OLDSs
You must define at least three OLDSs (or OLDS pairs) to start IMS. However, you

can define additional OLDSs (up to 100).

You must define the OLDSs to be used during initialization in the IMS.PROCLIB
data set using the OLDSDEF statement. You can then dynamically allocate additional
OLDSs. Specify the OLDSs you want to dynamically allocate using the DFSMDA
macro; later you can use the /START OLDS command to add an OLDS.

Related Reading: For more information on the DFSMDA macro, see|IMS Versio
[9: Utilities Reference: System}

When deciding how many OLDSs to define, consider the frequency of archiving and
the amount of data you want to keep online. IMS reuses an OLDS only after IMS
archives it. The number of OLDSs you define should be consistent with the
frequency of archiving; if, for example, you archive frequently, you can probably
plan on defining fewer OLDSs.

Recommendation: To avoid system failure, you should define more than the
minimum number of OLDSs, even when using dual logging.

Defining Space for Each OLDS

When defining the size of each OLDS, you also need to consider the size and
location (DASD or tape) of the SLDS. If the SLDS is on tape, consider the size of
an SLDS volume and how often you intend to archive the OLDS. If the SLDS is on
DASD, you should allocate enough space to contain all of the OLDSs to be
archived. You might want to assign enough space to each OLDS so it fills an SLDS
volume when it is archived. Or you might want to make each OLDS half the size of
an SLDS volume, so you can initiate archive when two OLDSs are full.
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Also, when defining the size of each OLDS, consider the amount of data you want
to have online for doing such tasks as emergency restart or restarting a BMP. For
example, if your system has a lot of activity and processes many transactions,
consider defining larger OLDSs; then the records necessary for an emergency
restart will more likely be online.

Defining a Block Size for the OLDS

You must choose the block size for the OLDS carefully because changing the size
of the OLDS after it has been established requires that you stop online work,
archive all OLDSs, and scratch and reallocate them to make sure their block sizes
remain identical. When scratching and reallocating, you must delete OLDS entries
from the DBRC RECON data set. After you change the block size of an OLDS, you
can restart online work only from an SLDS.

Recommendation: Take a checkpoint soon after the restart so later restarts can
use the new OLDS, rather than the SLDS.

The block size of each OLDS must be the same. The OLDS block size must meet
all of the following requirements:

* The block size must be a multiple of 2048 bytes (2 KB).
* The block size must be at least 4 KB.

Recommendation: Use a 6 KB minimum or use the length of the largest
message segment.

* The block size must not exceed a maximum of 30720 bytes. This is the largest
multiple of 2048 supported by BSAM.

The main factor that determines OLDS block size is the track size of the OLDS
devices. The OLDS block size cannot exceed the device track size. You should pick
the block size that maximizes the amount of log data per track (for example,
full-track for 3330 or 3350 DASD; half-track for 3380 or 3390 DASD). Because IMS
only writes full OLDS buffers to the OLDS, a large OLDS block size results in more
efficient use of DASD space.

During initialization, IMS ensures that the block size specified for the OLDS is large
enough to handle the maximum length log record. If the block size specified is too
small, IMS discards the OLDS data set looks at the next OLDS. If, at the end of
initialization, there are not at least three pairs of usable OLDSs, IMS terminates with
an 0073 abend.

gives some recommended OLDS block sizes for several DASD devices.
Table 3. OLDS Block Sizes for DASD Devices

OLDS Blocks Bytes of Log
Device Type Block Size per Track Data per Track
3330 12288 1 12288
3350 18432 1 18432
3380 22528 2 45056
3390 22528 2 47476

[Table 4 on page 55| shows the relationship between the OLDS block size and the
number of tracks (or cylinders) for 3380 and 3390 DASD.
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Table 4. Relationship of OLDS Block Size and Number of Tracks

OLDS Block Size

OLDS on 3380

OLDS on 3390

6 KB 28 tracks or 2 cylinders 32 tracks or 3 cylinders
8 KB 25 tracks or 2 cylinders 30 tracks or 2 cylinders
10 KB 24 tracks or 2 cylinders 30 tracks or 2 cylinders
12 KB 21 tracks or 2 cylinders 28 tracks or 2 cylinders
14 KB 24 tracks or 2 cylinders 24 tracks or 2 cylinders
16 KB 18 tracks or 2 cylinders 27 tracks or 2 cylinders
18 KB 20 tracks or 2 cylinders 30 tracks or 2 cylinders
20 KB 22 tracks or 2 cylinders 22 tracks or 2 cylinders
22 KB 22 tracks or 2 cylinders 22 tracks or 2 cylinders
24 KB 13 tracks or 1 cylinder 26 tracks or 2 cylinders
26 KB 14 tracks or 1 cylinder 28 tracks or 2 cylinders
28 KB 15 tracks or 1 cylinder 15 tracks or 1 cylinder

30 KB 16 tracks or 2 cylinders 16 tracks or 2 cylinders

Defining Devices for the OLDS

You configure the OLDS so that a system failure that renders an OLDS inaccessible
does not stop the entire system. If you define dual OLDS logging, define each data
set in an OLDS pair on different devices and, if possible, on different control units
and channels.

Example: [Figure 4 on page 56 shows an OLDS configuration with multiple devices.
In this configuration, if one device fails, you can still access the OLDSs on the other
two devices. For example, if device B fails while logging to primary OLDS 1 and
secondary OLDS 1, you can still use primary OLDS 1 as input to the Log Archive
utility, and IMS continues logging using the next available pair of OLDSs: Primary
OLDS 3 and Secondary OLDS 3. If both Primary OLDS 3 and Secondary OLDS 3
have not been archived, IMS continues logging with the next available pair, Primary
OLDS 6 and Secondary OLDS 6. The primary OLDS steps from one device to the
next and the sequence wraps around.
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Device A Device B Device C
from primary —, primary secondary
OLDS 6 OLDS 1 OLDS 1 N
primary secondary
v OLDS 2 w
secondary primary —» to primary
OLDS 3 v \OL—DSS/ OLDS 4
from primary —p| primary secondary
OLDS 3 OLDS 4 \Of“/ N
primary secondary
v OLDS 5 w
secondary primary — to primary
OLDS 6 v \0386/ OLDS 1

Figure 4. Sample OLDS Configuration

Changing OLDS Characteristics
Before you scratch and reallocate an OLDS that has been archived, you must

delete the log control record in the DBRC RECON data set for this OLDS using the
DBRC DELETE.LOG OLDS(dfsolpnn) SSID (mmmmmmmm) command.

You must delete the log control record for an OLDS that has been scratched and

reallocated because the log control record only indicates that the OLDS has been
archived. If you need this OLDS for IMS restart or batch backout, DBRC indicates
to IMS to use this OLDS instead of the SLDS created by the archive job.

Related Reading: For information on using DBRC, see |IMS Version 9: DBRC]|
|Guide and Referencel

Defining OLDS Buffers
You can define from 2 to 255 OLDS buffers (the default is 5). The number of buffers

can be changed during IMS restart. If you change the number of buffers, each
additional buffer might require additional tracks in the WADS. To calculate how
many WADS tracks are required for each additional buffer, use the following
formula:

Additional WADS tracks =

(OLDS block size/2048) + 1

You might want to increase the number of OLDS buffers in the following
circumstances:

* If IMS frequently waits for OLDS buffers
* If you have a high frequency of dynamic backout

Specify the number of OLDS buffers in IMS.PROCLIB using the OLDSDEF statement.

To provide virtual storage constraint relief, IMS allocates online log, batch log, and
IMS monitor buffers above the 16 MB line. However, this relief is only available if

you use MVS/ESA™ Data Facility Product 3.2 or later, and if you specify LS0=S on
the EXEC statement for the IMS control region.
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Defining Write-Ahead Data Sets

This section describes tasks related to defining WADSSs:
» Choosing duel or single WADS logging

* Defining the number of WADSs

» Defining space for each WADS

Choosing Dual or Single WADS Logging

You can choose either single or dual logging for the WADS, just as you can for the
OLDS. Using dual logging provides an alternate source of input to the OLDS in
case an error occurs on one WADS while IMS uses it to close the OLDS. If one
WADS is unusable, IMS uses the duplicate WADS. You can use single or dual
WADS with either single or dual OLDS.

To request dual WADS logging, define more than one WADS and use the WADS
keyword on the EXEC statement in the DBC procedure.

Defining the Number of WADSs

You must define at least one WADS on direct-access storage. You might want to
define several WADSSs (up to 10) as spares. IMS automatically switches to a spare
WADS if the current WADS becomes unusable after an error occurs. If a write error
occurs, logging to the WADS continues if:

» Single WADS logging is in effect and at least one WADS remains
» Dual WADS logging is in effect and at least two WADSs remain

Recommendation: If you use dual WADS logging, define at least three WADSs
so that IMS can use the spare in place of either WADS if an error occurs; if you use
single WADS logging, define at least two WADSSs.

As when defining OLDS, make sure you have alternate ways of accessing WADS
data. You might, for example, define each WADS on a different device (see

bn page 56).

Specify the number of WADSs using the WADSDEF statement in the IMS.PROCLIB
data set.

Defining Space for Each WADS
IMS uses tracks in the WADS data set in groups. The size of a group depends on

the size of the OLDS block size. Use the following formula to calculate the size of a
group:
Number of tracks in a WADS group = (OLDS block size / 2 KB) + 1

Recommendation: Make the WADS large enough to hold at least one WADS
track group for each OLDS block that fits on an OLDS track.

You can calculate the recommended minimum WADS sizes using the number of
OLDS blocks per track (see ITabIe 4 on page 55|) and the following formula:

Minimum WADS size (in tracks) = (number of tracks in WADS group) X
(number of OLDS blocks per track)

The maximum amount of space you can define for each WADS is enough to
contain 255 OLDS buffers. You can calculate the maximum number of WADS tracks
that IMS will use using the following formula:

Maximum number of tracks = ([OLDS block size / 2 KB] + 1) X
(number of OLDS buffers)
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Allocate the WADS in the range of the recommended minimum size and the
maximum size. Most installations find that four to five cylinders are appropriate.

Defining System Log Data Sets
This section describes tasks related to defining SLDSs:
» Choosing dual or single SLDS logging
» Defining a block size for the SLDS

Choosing Dual or Single SLDS Logging

You can choose either single or dual logging for the SLDS, just as you can for the
OLDS and WADS. When archiving to tape, you can force the primary and
secondary volumes to contain the same data by specifying the number of log blocks
per volume using the force-end-of-volume (FEOV) keyword of the SLDS control
statement. When IMS writes the specified number of blocks, IMS forces end of
volume on both the primary and secondary data sets.

To use dual logging, supply both a primary and secondary DD statement for each
SLDS.

Defining a Block Size for the SLDS

The block size of the SLDS can differ from the block size of the OLDSs being
archived. However, the block size of primary and secondary SLDS must be the
same when using the FEOV keyword.

Specifying the Recovery Log Data Set

To use dual logging for the RLDS, supply both a primary and secondary DD
statement for each RLDS in the JCL for the Log Archive utility.

Specifying the Restart Data Set

Allocate one cylinder of space for the RDS. Although the checkpoint ID table uses
one track, IMS also writes other recovery information to the RDS.

Contents of the Log

IMS records activity on the OLDS. CQS records activity on an MVS log stream.
Each different activity is recorded as a separate log record.

Generally, you do not need to know the content of log records. IMS and CQS
identify the correct records and use them automatically when they perform recovery.

Related Reading: If you need to examine log records to solve a complex recovery
problem, see |IMS Version 9: Diagnosis Guide and Reference]

Log Reduction

As part of log reduction, IMS compresses log data. IMS compresses repeated
single characters, such as blanks and zeros, in the segment data portions of log
records. This compression applies to updates resulting from DL/l insert (ISRT),
delete (DLET), and replace (REPL) calls.

The counterpart to compression is expansion. During backout and database

recovery, IMS expands the data in the database buffer. For change accumulation
data sets, IMS expands the data in the change accumulation record.
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Using the Data Capture Exit Routine

IMS does not write log records for the Data Capture exit routine to show that it has
been called, nor does IMS write the exit routine name in any log records. IMS does
not differentiate between the application program and the exit routine. If you use the
Data Capture exit routine extensively, your IMS system accounting and performance
monitoring information is likely to show more system use for the application
programs than they actually use.
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Chapter 6. Making Database Backup Copies

This chapter explains how to make backup copi