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1. Introduction

1.1 What is xkoto GRIDSCALE?

The xkoto GRIDSCALE Database Load Balancer is a database management solution which
distributes and optimizes your database workload among a pool of available database servers.

Traditional database management high availability solutions use an Active — Passive
configuration where applications only interact with the active database server. This single
database server must process all requests from the application while the passive database
server’s sole purpose is to constantly replicate the active server to provide disaster recovery in
case of a failure.

The xkoto GRIDSCALE configuration, on the other hand, uses an Active — Active
configuration. By allowing all servers to contribute to read transactions, performance is
increased significantly, while reliability and availability are also increased by allowing each
database server to process every write transaction to maintain its own copy of the database.

Furthermore, these database servers do not have to reside in the same geographic location,
they may be distributed anywhere around the world with no distance limitation. The xkoto
GRIDSCALE Database Load Balancer also supports online upgrades from version to version
distinguishing the xkoto GRIDSCALE Database Load Balancer from any other high available,
disaster recovery solution on the market.

In this paper, you will learn how to set up and implement the xkoto GRIDSCALE high
availability solution with IBM® DB2® 9 - in an easy step-by-step fashion.

1.2 Three-Tier Applications

The three-tier setup used in this paper consists of an application server, xkoto GRIDSCALE
server, and a number of redundant database servers on the bottom tier. Users will interact
with the application server on a day-to-day basis to perform transactions on their database.
The purpose of the xkoto GRIDSCALE server is to accept these transactions created by the
user and apply them to the database that is stored locally on each of the database servers.

1.3 Hardware
The xkoto GRIDSCALE setup requires a minimum of thee physical machines:

e 1 Application Server — The machine that hosts the client
¢ 1 xkoto GRIDSCALE Server — The xkoto load balancer
e 1 Database Server — The machine that hosts the database itself

However, with the use of three machines, there is no high availability (HA) or disaster recovery
(DR) benefit. For any increase in performance and reliability, it is recommended to have at
least three database servers, which will ultimately be the final configuration at the end of this

paper.

This paper will walk you through step by step and explain how to set up the three different
types of machines. The hardware used in this paper are all identical, specifically:

e 5 XIBM System x™ HS20 Blades, dual 64-bit Intel® processors running 64-bit SLES
9 SP3
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We will be using a JDBC-based Java™ application running on our application server to
generate read and write transactions, one xkoto GRIDSCALE server to manage these
transactions, and three database servers, two local for HA purposes and one remote for DR,
each of which contains its own full copy of the database--identical on all the database servers.
Note that the remote database server does not have to be in the same geographical location
as the xkoto GRIDSCALE server; this provides the most effective DR possible.

Application Server

xkoto GRIDSCALE™ Server

Database Database

Database
Server 1 Server 2

Server 3
(Remote — can be In
any geographical location)

Figure 1. Hardware Architecture used in HA setup

1.4 Software

Here is a more in-depth view of how the xkoto GRIDSCALE HA setup works from a software
perspective:

IBM Toronto Lab
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Connector Database

-b;{a;ase Server
Figure 2: Software Architecture used in HA setup

For our application, we will be using the DB2 Virtual Production System (DB2VPS) to simulate
a real OLTP workload against our sample database. This application will communicate using
the installed xkoto JDBC driver to send the transaction requests to the xkoto GRIDSCALE
Database Load Balancer. The xkoto GRIDSCALE Database Load Balancer will then distribute
the transactions among all active database servers. (Only two are shown in the diagram above
for simplicity.) This task is achieved by having the xkoto GRIDSCALE Database Load
Balancer communicate with the xkoto GRIDSCALE DB Connector, which resides on each of
the database servers.

On the database server, the xkoto GRIDSCALE DB Connector bridges the gap between the
xkoto GRIDSCALE Database Load Balancer and the DB2 application. DB2 will then perform
the transactions on the database that were generated by the DB2VPS application.

2. Preparing for the Installation

Your first step is to install an operating system on all five machines. As mentioned previously
in our setup, we will be using SLES 9 SP3 x86 64-bit editions.

Next, write down the host names for all five machines and test the network connection to
ensure that each machine can communicate with the machine that you intend to use as the
xkoto GRIDSCALE server. The chart in Figure 3 below shows the host names that we will be
using for our five servers. From this point forward, we will be using these host names to refer
to a specific server.
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Application Server xkoto GRIDSCALE Database Server
Server
Hostname madroxl madrox2 madrox3
madrox4
madrox5

Figure 3: Machine Host names

After you have all your machines and their respective networking up and running, you must
now copy all of the required software onto each machine. Figure 4 below shows what
software should be copied to each machine before starting the installation.

Application Server xkoto GRIDSCALE Database Server
Server
Required JDBC-based xkoto GRIDSCALE DB2 V9.1 or
Software Application DB2 Universal
license.dat Database™ Version
xkoto GRIDSCALE 8.2 (DB2 UDB V8.2)

xkoto GRIDSCALE

Figure 4. Required Software for each Machine

We will be using DB2 V9.1 in our xkoto GRIDSCALE setup but you may use DB2 UDB V8.2
which has also been verified if you wish.

It is strongly recommended that you follow this installation order:

Section 3 — Install Application Server (madrox1)
Section 4 — Install xkoto GRIDSCALE Server (madrox2)
Section 5 — Install Database Server (madrox3)

Section 6 — Complete the xkoto GRIDSCALE Setup

Section 7 — Add Additional Database Servers
Section 8 — Perform High Availability Test

In Sections 3 — 6, we will show you how to set up the simplest xkoto GRIDSCALE
configuration possible using three servers: an application server, a xkoto GRIDSCALE server,
and a database server. By the end of these sections, you will have a fully functional xkoto
GRIDSCALE setup.

In Section 7, we will demonstrate how to increase the performance, scalability, and reliability of
your xkoto GRIDSCALE setup by adding additional database servers. This section is also
intended for users who would like to start small, but still have the flexibility to upgrade their
system to meet their growing business demands.



High Availability with IBM DB2 and xkoto GRIDSCALE

IBM Toronto Lab

In Section 8, we will challenge xkoto GRIDSCALE by simulating a real-life disaster scenario —
a full unexpected failure of one of the database servers. See how xkoto GRIDSCALE holds up

and how you can recover from this sticky situation.
Now let’s begin...

3. Install Application Server

3.1 Install xkoto JDBC Driver

In order for the xkoto GRIDSCALE setup to function with our JDBC-based application, it must
communicate with the xkoto GRIDSCALE server using the xkoto JDBC driver.

To install the xkoto JDBC driver, change your current directory to where xkoto GRIDSCALE

was extracted and run the installation file by typing:

# ./install.sh

Session Edit View Bookmarks Settings Help

madroxl:”/Desktopsgridscale-dist # .-install.sh

Welcome to the xkoto GRIDSCALE product installation. This script allouws you
to install the various components required for operation of the GRIDSCALE
product. For additional information, please refer to the appropriate
Installation Guide documentation provided with this release.

For any question asked by this script, you may enter '?' to get more
information or assistance. Default values are displayed in [sguare bracesl,
if the default is acceptable, just press 'Enter’. You will also have the
opportunity to change any configuration values you specify prior to the final
installation.

Please press 'Enter’ to continue: JI

AL @l shen

Press Enter to continue.

Read and agree to the license terms by typing ‘yes’ and pressing Enter.
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Session Edit View Bookmarks Settings Help

8. Linitation of Liability. In no event and under no legal theory, +*
wvhether in tort Cincluding wnegligence), contract, or otherwise,
unless required by applicable law (such as deliberate and grossly
negligent acts) or agreed to in writing, shall any Contributor be
liable to You for damages, including any direct, indirect, special,
incidental, or consequential damages of any character arising as a
result of this License or out of the use or inability to use the
Work Cincluding but not limited to damages for loss of goodwill,
work stoppage, computer failure or malfunction, or any and all
other commercial damages or losses), even if such Contributor
has been advised of the possibility of such damages.

9. fAccepting Warranty or Additional Liability. While redistributing
the Work or Derivative Works thereof, You may choose to offer,
and charge a fee for, acceptance of support, warranty, indemnity,
or other liability obligations andsor rights consistent with this
License. However, in accepting such obligations, You may act only
on Your own behalf and on Your sole responsibility, not on behalf
of any other Contributor, and only if You agree to indemnify,
defend, and hold each Contributor harmless for any liability
incurred by, or claims asserted against, such Contributor by reason
of your accepting any such warranty or additional liability.

«»

Do you agree to these license terms (yes-no): yesf]

A | ] shen

Install the xkoto JDBC Driver by typing ‘1’ and pressing Enter.
5 s oneots 3 i)

Session Edit View Bookmarks Settings Help

Please select the appropriate GRIDSCALE software component to install. HNote
that the load balancer and commector cannot be installed on the same system.

1) GRIDSCALE Client Components
This will install local copies of the JDBC, ODBC and native CLI drivers
that client applications will use to access the GRIDSCALE implementation.
Please refer to the appropriate client reference guide for additional
installation and configuration instructions.

2) GRIDSCALE Database Load Balancer
This will install the central load balamcer instance, which includes
the database virtualization software as well as the associated management
interface. This will also install the 'xdsql’ and ’xdadmin’ tools.

3) GRIDSCALE DB Conmector
This installs the software components required on each of the replicated
database systems to operate with the GRIDSCALE database load balancer.

4) GRIDSCALE Tools
This will install the “xdsql’ and *xdadmin’ tools that provide command
line guerying and administration capabilities for the GRIDSCALE software.

«»

Which software component do you want to install: 1I

A | ] shen

A description of the xkoto GRIDSCALE Client Components will be displayed. Notice that the
xkoto GRIDSCALE is also compatible and includes drivers for ODBC- and CLI-based
applications. When you have finished reading, press Enter to continue.

You may change the installation directory by entering a new path or keep the default path by
leaving the field blank. Press Enter.

IBM Toronto Lab
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Session Edit View Bookmarks Settings Help

*
The local copies of the client components (drivers and libraries) will be

placed into a common root directory, which needs to be specified. Once the
installation information is confirmed, the following directories will be

created under the specified root directory with the associated contents:

<root>s
Jjdbc — the GRIDSCALE JDBC driver implementation (xkoto jdbc. jar)

odbcs
unixODBC - the GRIDSCALE ODBC driver for unixODBC environments
iodbc - the GRIDSCALE ODBC driver for iodbc environments

dbZcli — the GRIDSCALE DBZ CLI replacement library (libdbZ.so)

Please enter the root installation directory [roptsxkotosgridscalesclients]: J

-

Ab | (il Shell

Press Enter once more to create the directory.

Session Edit View Bookmarks Settings Help

+*
The local copies of the client components (drivers and libraries) will be

placed into a common root directory, which needs to be specified. Once the
installation information is confirmed, the following directories will be

created under the specified root directory with the associated contents:

<root>~
Jjdbc — the GRIDSCALE JDBC driver implementation (xkoto jdbc. jar)

odbcs
unixODBC - the GRIDSCALE ODBC driver for unixODBC environments
iodbc - the GRIDSCALE ODBC driver for iodbc environments

dbZcli — the GRIDSCALE DBZ CLI replacement library (libdbZ.so)

Flease enter the root installation directory [roptrxkotorgridscalesclients]:

Warning: Directory soptr xkotorsgridscalesclients does not exist.
Would you like to create it? [yesl: |

-

A | shell |

Review the installation options presented. If you are satisfied with the current settings, type
‘ves’ and press Enter to complete your installation; otherwise, enter ‘no’ to start again.

IBM Toronto Lab
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E Shell - Konsole =2
Session Edit View Bookmarks Settings Help
*
Installation Directory: rsoptrsxkotosgridscalesclients (to be created)
Is the aboue information correct (yes-no) [nol: yesfl
|
*
*
Ab | (il Shell [

When the screen below appears, you have successfully installed the xkoto JDBC driver.

Session Edit View Bookmarks Settings Help

+
Installation Directory: rsoptsxkotosgridscalesclients (to be created)

Is the abouve information correct (yessno) [nol: yes

Installation complete.
madroxl:”-Desktopsgridscale-dist # J]

Now that the xkoto JDBC driver has been installed on the application server, you must add the
location of the xkoto JDBC driver to Java'’s class path. Since this path needs to be set every
time the application server starts, we will make this permanent by modifying the ‘profile.local’
file. You can do so by entering the following commands.

# vi /etc/profile.local

m Shell - Konsale

Session Edit View Bookmarks Settings Help

madrox1:™ # vi retc/profile.locall]

Enter the line ‘export
CLASSPATH=SCLASSPATH: /opt/xkoto/gridscale/clients/jdbc/xkotojdbe.jar’

B shell - Konsole =

Session Edit View Bookmarks Settings Help

export CLHSSPHTH:SCLﬂSSPﬂTH:/upt/xkuto/gridscale/clients/jdbc/xkotujdhc.jarl

When you have finished editing the file, press Esc and then type ‘: wq’ followed by Enter to
save the file and exit.
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Source your new ‘profile.local’ file for the class path changes to take effect by going into the
/etc directory and entering the command:

# ./profile.local

3.2 Tell Your Application to Use the xkoto JDBC Driver

For JDBC applications that use DataSources and WebSphere® connection pooling, refer to the
‘Configuring Your WebSphere Application for xkoto GRIDSCALE’ paper and skip this section.

For applications that use a JDBC driver and create their own connection to the database, you
must modify the source code in order to use the xkoto GRIDSCALE configuration. Since your
application is already using some variation of the JDBC driver, modifying your application to
support the xkoto JDBC should only require a few simple steps.

For us, our DB2VPS application currently supports both DB2 Type 2 and Type 4 JDBC drivers.
Looking at our source code, we see the following two lines, which load the DB2 Type 2 JDBC
driver:

url = "jdbc:db2:" + dbName;
Class.forName ("com.ibm.db2.jcc.DB2Driver") .newInstance () ;

And the following two lines load the DB2 Type 4 JDBC driver.

url = "jdbc:db2://" + serverName + ":" + portNumber + "/" + dbName;
Class.forName ("com.ibm.db2.jcc.DB2Driver") .newInstance () ;

All we need to do is modify these two lines so that it uses the xkoto JDBC driver rather than
the default DB2 JDBC driver. Change these two lines in your application into the two lines
shown below:

url = "jdbc:xkoto://" + serverName + ":" + portNumber + "/" +
dbName ;
Class.forName ("xkoto.GRIDSCALE.sgl.Driver") .newInstance () ;

Now that you have modified your code to support the xkoto JDBC driver, recompile your
application to pick up your changes.

3.3 Install Your Application

Depending on the Java application you are using, you may need to install a Java application
server such as the IBM Websphere application server. For more information, visit
www.ibm.com/websphere.

Once you have installed your application, and potentially your Java application server, your
client application server is complete.

4. Install xkoto GRIDSCALE Server

IBM Toronto Lab 10
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4.1 Install xkoto GRIDSCALE Database Load Balancer

The xkoto GRIDSCALE Database Load Balancer’s function is to distribute the workload
equally among all database servers to provide a high-performance and highly available
system.

Before we begin this step, make sure that the xkoto GRIDSCALE ‘license.dat’ file is inside the
same directory as the ‘install.sh’ file. To begin installation of the xkoto GRIDSCALE Database
Load Balancer on the xkoto GRIDSCALE server, type:

# ./install.sh

E Shell - Konsole

Session Edit View Bookmarks Settings Help

madroxZ:~ Desktop-gridscale-dist # .-install.sh

to install the various components required for operation of the GRIDSCALE
product. For additional information, please refer to the appropriate
Jvr#rJJ??ivryﬁfé.3ﬁdu"urtn+thi3“IC?cujd?‘ pahiieti bl b

Welcome to the xkoto GRIDSCALE product installation. This script allous you ]

For any gquestion as

ked by this script, you may enter ‘7’ to get more information or assi
stance. Default values are displayed in [square bracesl, if the default is a
cceptable, just press ‘Enter’. You will also have the opportunity to chan
ge any configuration values you specify prior to the final 3 installation.

Please press ’Enter
! to continue: |

A | () Shen

Press Enter to continue. Again, read and agree to the xkoto license terms by typing ‘yves’ and
pressing Enter.

Install the xkoto GRIDSCALE Database Load Balancer by entering ‘2’.

& shenronsors 8 =
Session Edit View Bookmarks Settings Help
+*
Please select the appropriate GRIDSCALE software component to install. MNote
that the load balancer and commector camnot be installed on the same system.
1) GRIDSCALE Client Components
This will install local copies of the JDBC, ODBC and native CLI drivers
that client applications will use to access the GRIDSCALE implementation.
Please refer to the appropriate client reference guide for additional
installation and configuration instructions.
2) GRIDSCALE Database Load Balancer
This will install the central load balamcer instance, which includes
the database virtwalization software as well as the associated management
interface. This will also install the ‘xdsgl’ and ’xdadmin’ tools.
33 GRIDSCALE DB Conmector
This installs the software components required on each of the replicated
database systems to operate with the GRIDSCALE database load balancer.
4) GRIDSCALE Tools
This will install the “xdsql’ and *xdadmin’ tools that provide command
line gquerying and administration capabilities for the GRIDSCALE softuware. ]
%+
Which software component do you want to install: ZI s
A | Shell |

Read the xkoto GRIDSCALE Database Load Balancer description and press Enter again to
continue.

11
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You can manually enter an installation path or leave it blank to accept the default settings.
Press Enter to continue and press Enter a second time to create the directory, and Enter a

third time to keep the new directory.

Now press Enter four more times to accept the default log size of 512 MB and accept all the

default port settings.

5 sheiporeoe 3 =i

Session Edit View Bookmarks Settings Help

Which software component do you want to install: 2 *
This script will install an instance of the xkoto GRIDSCALE load balancer
components. This includes the Scheduler process that handles the data

processing amongst the database replicas as well as the web management

interface.

Hote that installing both the load balancer and a DB Comnector on the same
physical system is not supported.

Flease press 'Enter’ to continue:
Please enter the base installation directory [ropt-xkotorgridscalel:

Warning: Directory ~opt-xkotorsgridscale does not exist.
Would you like to create it? [yesl:

Note: after installation and configuration of the GRIDSCALE software, the
target directory will have 68502Mb of space available. This will
be the maximum size of the rollforward-recovery logs.

Do you want to change the installation directory [nol:

«»

Please specify the rollfoward-recovery log size (Mb) [5121: |}

A | ] shen

The installer now asks if this installation is part of a xkoto GRIDSCALE highly available pair.
This is an advanced feature that will allow you to run multiple redundant xkoto GRIDSCALE
Database Load Balancers together. For this setup, we will only be using one xkoto

GRIDSCALE server so press Enter to select No.

B sneitonore 3 S

Session Edit View Bookmarks Settings Help

physical system is not supported. +*
Flease press 'Enter’ to continue:
Please enter the base installation directory [ropt-xkotosgridscalel:

Warning: Directory sopt-xkotorsgridscale does not exist.
Would you like to create it? [yesl:

Note: after installation and configuration of the GRIDSCALE software, the
target directory will have 6850ZMb of space available. This will
be the maximum size of the rollforward-recovery logs.

Do you want to change the installation directory [nol:

FPlease specify the rollfoward recovery log size (Mb) [51Z2]:

Please specify the server port for external comnections [53441:

Flease specify the https port for the mgmt web interface [80801:

Please specify the shutdown port for the mgmt web interface [BOO5]:

i

Is this installation part of a high availability pair [nol: [I

A | Shell |

The file ‘license.dat’ contains your license for the xkoto GRIDSCALE Database Load Balancer

and installation will not continue without it. Since this file should already be in the same

directory as the xkoto GRIDSCALE install files, press Enter.

Review the installation options. If you are satisfied with these settings, enter ‘yes’ to proceed.

12
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Session Edit View Bookmarks Settings Help

Flease specify the server port for external comnections [53441:
Flease specify the https port for the mgmt web interface [80801:
Please specify the shutdown port for the mgmt web interface [BOO5]:
Is this installation part of a high availability pair [nol:

FPlease specify the location of the license file [.-license.datl:

Installation Directory: -sopt-xkotorgridscale (to be created)

Server Port: 5344

Management Web Port C(https): 8080
Management Web Port (shutdown): 8005
Rollforward-Recovery Loy Size: 512 Mb
License File: .-license.dat

High Availability: Not Enabled

«»

Is the aboue information correct (yes.no) [nol: yesfl

A | shell |

r—ﬂﬂ :

Session Edit View Bookmarks Settings Help

Flease specify the location of the license file [./license.datl: +*

Installation Directory: -soptr-xkotosgridscale (to be created)

Server Port: 5344

Management Web Port (https): 8080
Management Web Port (shutdouwn): 8005
Rollforward-Recovery Log Size: 512 Mb
License File: .-license.dat

High Availability: Not Enabled
Is the aboue information correct (yessno) [nol: yes

Beginming installation...
Creating directory structure...
Installing binaries...

Writing configuration...
Installing init scripts...

Installation complete.
madroxZ:~/Desktopsgridscale-dist # I

i

A | Shell |

Installation of xkoto GRIDSCALE Database Load Balancer is now complete.

4.2 Modify databases.xml

In order for the xkoto GRIDSCALE Database Load Balancer to communicate with a specific
DB2 9 database, you must modify the ‘databases.xml’ file. The purpose of this XML file is to
keep the xkoto GRIDSCALE server informed about which databases you want it to manage.
This file must be updated every time a database name is created, modified, or deleted.

If you have installed the xkoto GRIDSCALE Database Load Balancer using the default path,

the ‘database.xml’ file will be located in ‘/opt/xkoto/gridscale/config’. You can use vi to edit the

file:
# vi databases.xml

Modify the text so that it is identical to the sample below. In this example, our database is
named ‘sample’.

13
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E Shell - Konsole
Session Edit View Bookmarks Settings Help
<?xml version="1.0" encoding="1350-8859-1"7>
<t
— Database configuration information for replication and comparison.
-2
<DatabaseConfig>
<Databases>
<t—— An example database definition. Uncomment and repeat ——>
<DB>»
<DBName >sample{-DBNane>
</DB>
<sDatabases>
</DatabaseConfigf
12,17 All =
Ab | (il Shell |

When you are finished, press Esc and type :wq’ to save and close the ‘databases.xml’ file.

5. Install the Database Server

Note: This section is to be preformed on only one of your database servers. The two

remaining database servers will be added in Section 7.

5.1 Install IBM DB2 Enterprise Edition

Open the folder that contains DB2 9 and click db2setup to begin. In the new window that
opens, click Install a Product and then under DB2 Enterprise Server Edition click Install

New.

" IBM DB2 Setup Launchpad

Wersion 9.1

o R B J | m Information Management Software
=

DB2 Setup Launchpad
Install a Product
Sl AR AR Click Install Mew 1o launch the DBZ Setup wizard for the desired procduct.
Release Motes . .
g DB2 Enterprise Server Edition
—_— DB2 Enterprise Server Edition is designed to meet the data server needs of
Install a Product mid- to large-size businesses. It can be deployved on Linux, UM, or
Exit Windows servers of any size, from one CPU to any number of CPUs.

Migration Information

DB2 Enterprise Senver Edition is an ideal foundation for building on demancd
enterprise-wide solutions, such as large data warehouses of multiple
teratwte size or high performing 24x7 awailable high wolume transaction
processing business solutions, or Web-based solutions. DB2 Enterprise
Server Edition incorporates a native XML data store and delivers flexible
access to XML data using ¥Query, XPath, S0L, and standard reporting tools,

Optional features for DBZ Enterprise Server Edition are awailable that
provide additional achvanced product capakilities in areas such as database
partitioning, performance, security, data federation, and database
administration. Please see hitp: f fwsw, ibm.com/db2 for mare infarmation.

Install Mew

DB2 Client

DB2 Client is a collection of graphical and nongraphical tools and
companents for administring DB2 products and deweloping applications
with OB2 products. Add-ins for Eclipse and Microsoft Visual Studio 2005
development environments are also included.

<

&

14
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Click Next to continue. Read and agree to the license terms by clicking Accept and then
Next.

' _ DB2 Setup wizard - DB2 Enterprise Server Edition gv—ﬁﬁﬁ

IMPORTANT: READ CAREFULLY
Two license agreements are presented below.

1. IBM International License Agreement for Evaluation of Programs
2. IBM International Program License Agreement

If wou are obtaining the Program for purposes of productive use (other than
evaluation, testing, trial "try or buy" or demanstration): By clicking on the
"Accept” button below, You accept the IBM International Program License
Agreement, without modification.

If wou are obtaining the Program for the purpose of evaluation, testing, trial
"try or buy" or demaonstration {collectively, an "Evaluation”). By clicking on the
"Accept” button below, You accept both () the [BM International License
Agreement for Ewaluation of Programs {the "Ewaluation License"), without
modification; and (i) the [BM International Program License Agreement (the
"IPLAY, without modification

The Ewaluation License will apphy during the term of Your Ewaluation.

The IPLA will automatically apply if You elect to retain the Program after the

Click Next to accept the Typical Install and Next again to install DB2 9 on the current
computer.

You can manually enter an installation directory or leave the default path as is. Click Next to
continue.

' _ DB2 Setup wizard - DB2 Enterprise Server Edition gv—ﬁﬁﬁ

Joptfibm/db2 fve. 1 =

Now you must create a DAS user for DB2 9. You can accept the default name or change it if
you want to do so. When you are finished, enter a password for the user and click Next.

IBM Toronto Lab 15
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' DB2 Setup wizard - DB2 Enterprise Server Edition g -

v
v
—_—

Jhome/dasusrl FI

Laar = =]

‘ |

Leave the setting on Single Partition and click Next.

16
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" _ DB2 Setup wizard - DB2 Enterprise Server Edition rg—ﬁﬁﬁ

Similar to the way you create the DAS user, create an Instance User and a Fenced User.
Again, you may change the names if you want, then enter a password and click Next to
continue.

Leave the DB2 tools page as is and click Next, and then select Do not set up your DB2
server to send notifications and click Next.

" _ DB2 Setup wizard - DB2 Enterprise Server Edition rg—ﬁﬁﬁ

Review the installation settings. If you want to make a change, you can click Back; otherwise,
click Finish to begin the installation.

IBM Toronto Lab 17
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' _ DB2 Setup wizard - DB2 Enterprise Server Edition

Start instance on reboot: Yes
FCM port range: BOOO0-HO003
TCP/IP configuratiaon:

Service name: db2c_dh2instl

Port number: 50001
Instance user information:

User name: dh2instl

Group name: db2Zgrpl

Home directory: Jhone/dh2instl
Fenced user infarmation:

User name: dh2fencl

Group name: db2fgrpl

Home directory: Jhone/dh2fencl

DBZ Administration serwer:
Instance user information:
User name: dasusrl
Group name: dasadnl
Home directory: Jhone/dasusrl

Fesponse file name: Jroot/dbZese. rsp

Run First Ssteps (db2fs) as a regular, non-privileged userid.  You will need a supported web browser
in the path of this userid and you must execute the db2profile script from the instance to be
administered.

Review the response file created at frootfdb2ese.rsp. Additional information about response file
installation is available in the DB2 documentation under “Installing DB2 using a response file",

5.2 Create a Sample Database

We will now create the sample database for our application to work with.

Begin by logging in as the DB2 instance owner, which, if you accepted the default, is user
‘db2instl’.

Next, enter the command:

# db2sampl

IBM Toronto Lab
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Session Edit View Bookmarks Settings Help

dbZinstiGmadrox3:™> soptsibmsdb2-U9.1 binsdbZsampl

Starting the DBZ instance...

Creating database "SAMPLE"...

Conmecting to database “SAMPLE"...

Creating tables and data in schema "DBZINST1"...
Stopping the DBZ instance...

‘dbZsanpl’ processing complete.

dbZinstlemadrox3:™> ||

A | shell |

When you see ‘processing complete, you now have a new database named ‘SAMPLE’, which

is prepopulated with sample tables and data.

5.3 Run xkoto Catalog Scanner

The xkoto Catalog Scanner will search though the DB2 catalog and create a file called
‘catalog.xml’. This file will be used by the xkoto GRIDSCALE Database Load Balancer to

identify stored procedures, aliases, functions, foreign key references, triggers, and views used

in a particular database. For this reason, whenever a new database is created on the
database server, a new ‘input.xml’ and ‘catalog.xml’ must subsequently also be created.

Ensure that you are logged in as the instance owner and begin by creating an XML file called

‘input.xml’. This file will contain information about the DB2 server that is needed by the
db2CatalogScanner to determine which database to scan. We are going to create an
‘input.xml’ file using the vi text editor. Switch to the same directory that contains the

db2CatalogScanner file, and then enter the following command:

# vi input.xml

To tell the db2CatalogScanner to create an output file called ‘catalog.xml’ that will contain
information from a database named ‘sample’ with instance owner ‘db2instl’ and password
‘db3admin’, enter the following text into the ‘input.xml’ file:
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Session Edit View Bookmarks Settings Help

<?xml version="1.0" encoding="UTF-8"7>
<Conmections> fi
<OutputFile>catalog.xml< OutputFile>
<Conmection>
<DatabaseName>sample< /DatabaseName>
<Username>dbZinst1<{sUsername>
<Password>db3admin<{sPassword>
<-Commection>
</Connections>]]

— INSERT — 9,15 All =

:;: A shen |

Once you have finished editing the file you can save the ‘input.xml’ file by pressing Esc and
typing ‘: wq' to save the file and close the editor.

Now that the ‘input.xml’ has been created, run the db2CatalogScanner on your database
server so that it creates a ‘catalog.xml’ file.

You should still be in the same directory as the db2CatalogFile, so enter the following
command to run the Catalog Scanner:

# ./db2CatalogScanner --f=input.xml

Session Edit View Bookmarks Settings Help

dbZinst1Bmadrox3:~Desktop> ui input.xml +
dbZinsti@madrox3:” Desktop> .-db2CatalogScanner —f=input.xml

Connecting to sample

Successfully commected to sample

Discommected from sample

SUMMARY :

Write Status of Catalog File: Successful .

Scanner Completion Status: Successful. ¥
Catalog Error Details:

Catalog Warning Details: Z - please see db2CatalogScamnmer.log

dbZinstiBmadrox3d:~ Desktop> ||

-

A | Shell |

After running the db2CatalogScanner, your ‘catalog.xml’ file can be found in the same
directory as your ‘input.xml’ file. Now you must transport the ‘catalog.xml’ file from the
database server madrox3 to the xkoto GRIDSCALE server madrox2. If you have installed the
xkoto GRIDSCALE Database Load Balancer on the xkoto GRIDSCALE server using the
default path, you will find the ‘catalog.xml’ that needs to be replaced in
‘lopt/xkoto/gridscale/config’. One method of transporting this file is to use the scp utility:

# scp catalog.xml root@madrox2:/opt/xkoto/gridscale/config
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When you have replaced this file, this step is complete.
5.4 Install xkoto GRIDSCALE Connector

Prior to installing the xkoto GRIDSCALE DB Connector on madrox3, you must ensure that the
xkoto GRIDSCALE Database Load Balancer on madrox2 is running. You can do so by
entering the following commands on the xkoto GRIDSCALE server madrox2:

# /etc/init.d/gridscale start

To confirm that it is running, enter the command:

# /etc/init.d/gridscale status

Now start the xkoto GRIDSCALE Web server so that we can access the xkoto GRIDSCALE
Administrator Console, by entering:

# /etc/init.d/gridscaleweb start

5 sheiporeoe 3 =i

Session Edit View Bookmarks Settings Help

madroxZ:™ # setcsinit.d-gridscale start

Starting xkoto GRIDSCALE schedulerswatchdoy processes
madrox2:™ # setcrinit.drsgridscale status

Checking for xkoto GRIDSCALE scheduler

madroxZ:™ # setcsinit.d-gridscaleveb start

Starting xkoto GRIDSCALE web manager

Using CATALINA_BASE:  roptrxkotosgridscalestomcat
Using CATALINA_HOME: ~optsxkotosgridscale-tomcat
Using CATALINA_TMPDIR: ~opt- xkotorsgridscalestomcat-temp
Using JRE_HOME: sopt-sxkotorsgridscalers java

madroxz:™ # I =

A | shell |

Now that the xkoto GRIDSCALE Database Load Balancer is running, we can install the
GRIDSCALE DB Connector on madrox3. The xkoto GRIDSCALE DB Connector acts as a
communication bridge between the xkoto GRIDSCALE Database Load Balancer and the IBM
DB2 9 database server.

To install the xkoto GRIDSCALE DB Connector on madrox3, switch to the directory where the
xkoto GRIDSCALE distribution was extracted and type:

# ./install.sh

Press Enter to continue, and then read and agree to the license terms by typing ‘ves’ and
pressing Enter.

We need to install xkoto GRIDSCALE DB Connector so type ‘3’ and press Enter to continue.
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!IIHH!HIIHHH!HI!I!EK' = ILJ]
Session Edit View Bookmarks Settings Help
*
Flease select the appropriate GRIDSCALE software component to install. HNote
that the load balancer and commector cannot be installed on the same system.
1) GRIDSCALE Client Components
This will install local copies of the JDBC, ODBC and native CLI drivers
that client applications will use to access the GRIDSCALE implementation.
Please refer to the appropriate client reference guide for additional
installation and configuration instructions.
Z) GRIDSCALE Database Load Balancer
This will install the central load balamcer instance, which includes
the database virtualization software as well as the associated management
interface. This will also install the 'xdsql’ and ’xdadmin’ tools.
3) GRIDSCALE DB Connector
This installs the software components required on each of the replicated
database systems to operate with the GRIDSCALE database load balancer.
4) GRIDSCALE Tools
This will install the “xdsql’ and *xdadmin’ tools that provide command
line guerying and administration capabilities for the GRIDSCALE software. T]
+*
Which software component do you want to install: 3J s
Ab | (il Shell

Press Enter to continue.

Accept the default installation path for xkoto GRIDSCALE DB Connector by pressing Enter;
press Enter a second time to create the directory and a third time, to say No that you don't

want to change the directory.

Enter the host name of xkoto GRIDSCALE server and press Enter. In our example, it is called

madrox2.

B s pore 3 —

Session Edit View Bookmarks Settings Help

+*
This script will install an instance of the xkoto GRIDSCALE DB Commector. This
will allow database(s) on the current machine to join the virtualized cluster
under the load balancing software.

To successfully complete this installation, the database software must be
installed and configured on the current machine and the central load balancer
instance must be installed and operatiomal.

Flease press 'Enter’ to continue:

Please enter the base installation directory [ropt-xkotorgridscalel:

Warning: Directory ~opt-xkotorsgridscale does not exist.
Would you like to create it? [yesl:

Note: after installation and configuration of the GRIDSCALE DB Connector,
the target directory will have 66Gb of space available. This must
be larger than the largest database you intend to replicate through the
systen.

Do you want to change the installation directory [nol:

«»

Flease specify the hostname/IP address of the load balancer: madranI

A ] shen

By default, xkoto GRIDSCALE uses port 5344. If you did not change this during the
installation of the xkoto GRIDSCALE Database Load Balancer, press Enter. If you did, you

must enter the new port number.

Shown in the window is the default path where DB2 is installed. Since we are using IBM DB2

9, the default path must be changed. Type in your DB2 9 installation path

‘/opt/ibm/db2/Vv9.1" and press Enter.
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Session Edit View Bookmarks Settings Help

To successfully complete this installation, the database software must be +*
installed and configured on the current machine and the central load balancer
instance must be installed and operational.

Flease press "Enter’ to continue:

FPlease enter the base installation directory [-optsxkotorsgridscalel:

Warning: Directory sopt- xkotorsgridscale does not exist.
Would you like to create it7? [yesl:

Hote: after installation and configuration of the GRIDSCALE DB Connector,
the target directory will have 67Gb of space available. This must
be larger than the largest database you intend to replicate through the
systenm.

Do you want to change the installation directory [nol:

Please specify the hostname/IP address of the load balancer: madroxZ

Flease specify the server port for the load balancer [53441:

Please specify the root installation directory for DBZ [-opt-IBM-db2-UB.11: ropt ¢
-~ ibm-dbz2-U9. 1] ¥

Ab ] Shel

By default, DB2 creates an instance called ‘db2instl’. If you did not change the name of this

instance, press Enter; otherwise, enter the new name here.

B sneitonore 3 S

Session Edit View Bookmarks Settings Help

instance must be installed and operatiomal. +*
Flease press 'Enter’ to continue:
Please enter the base installation directory [ropt-xkotosgridscalel:

Warning: Directory sopt-xkotorsgridscale does not exist.
Would you like to create it? [yesl:

Note: after installation and configuration of the GRIDSCALE DB Connector,
the target directory will have 67Gb of space available. This must
be larger than the largest database you intend to replicate through the
systenm.

Do you want to change the installation directory [nol:

Flease specify the hostname-sIP address of the load balancer: madroxZ

Please specify the server port for the load balancer [53441:

Flease specify the root installation directory for DBZ [-opt-/IBM-dbZ-V8.11: opt
ibnsdb2A)9.1

Flease specify the managed DBZ instance [dbZinstl]: I

il

A ] shen

Press Enter to continue. This will allow xkoto GRIDSCALE DB Connector to automatically run

every time the database server boots up or restarts such that the xkoto GRIDSCALE

Database Load Balancer will be able to detect this node.

Press Enter again to start the xkoto GRIDSCALE DB Connector now.
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Session Edit View Bookmarks Settings Help

Flease enter the base installation directory [-opt-xkotosgridscalel: +*

Warning: Directory ropt-xkotorgridscale does not exist.
Would you like to create it? [yesl:

Note: after installation and configuration of the GRIDSCALE DB Connector,
the target directory will have 67Gb of space available. This must
be larger than the largest database you intend to replicate through the
systenm.

Do you want to change the installation directory [nol:

Please specify the hostnamesIP address of the load balancer: madrox2

Flease specify the server port for the load balancer [53441:

FPlease specify the root installation directory for DBZ [ropt-IBM-dbZ-U8.11: ropt
2ibm db2-U9.1

FPlease specify the managed DBZ instance [dbZinst1]:

Do you want the GRIDSCALE DB Connector to autostart on boot [yes]:

«»

Do you want the GRIDSCALE DB Connector to start immediately [yesl: ]

A | ] shen

Review your installation settings. If you are satisfied with the settings, type ‘ves’ and press
Enter to continue.

Session Edit View Bookmarks Settings Help

+*
Please specify the root installation directory for DBZ [ropt/IBM-dbZ2-U8.11: ropt
ibnsdb2A9.1
Please specify the managed DBZ instance [dbZ2instl]:
Do you want the GRIDSCALE DE Connector to autostart on boot [yesl:

Do you want the GRIDSCALE DB Conmector to start immediately [yes]:

Installation Directory: roptrsxkotosgridscale (to be created)

Load Balancer HostnamesIP Address: madrox2
Load Balancer Server Port: 5344

DBZ Installation Root: ~opt-/ibmsdb2-U9.1
DBZ Instance: dbZinstl

Start DB Connector on system restart: yes
Start DB Commector immediately: yes

|

Is the above information correct (yes-no) [nol: gesl

A ] shen

When xkoto GRIDSCALE DB Connector has finished installing on madrox3, your database
server is ready for use.
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E Shell - Konsole 2

Session Edit View Bookmarks Settings Help

1.—\IE.

Load Balancer Server Port: 5344 *

DBZ Installation Root: roptribm-db2-U9.1
DBZ Instance: dbZinstl

Start DB Conmector on system restart: yes
Start DB Commector immediately: yes

Is the above information correct (yes-no) [nol: yes

Beginming installation...

Creating directory structure...

Installing binaries...

Writing configuration...

Installing init script...

Registering DB Commector instance...

Identityrlicense data was successfully created.

Registering DB Commector start script for automatic restart...
gridscale 0:off 1l:off Z:off 4:o0ff b:off
Starting DB Commector. ..

Starting xkoto GRIDSCALE conmnector

Installation complete.
madrox3 : “~Desktop-xkoto_gridscale # ]

el

A | shell |

6. Completing the xkoto GRIDSCALE Setup

6.1 Activating the Database Server

Now that all the required components have been installed, we can activate the database
server so that we may begin using our database. This step can be performed from any
machine in any location as long as it has access to the xkoto GRIDSCALE server.

Log into the xkoto Administrator Console by entering

‘https://madrox2:8080/gridscale’ in your browser. Use the default username and
password ‘admin’ and ‘admin’, respectively.

L akoto Database Losd Bakancer Mansgement System - Konqueror

Lorasion [mt Yew Go Qookmarks Jools Setings Wedow Hein

QU O = R L, B E

Ep Lgtation | [£3 reips imadrea2 BOBG/gridscaleljsz/iogin sp

Exkolo

Welcome to the xkoto GRIDSCALE Database Load Balancer.

Flease login.

Usar |admin

Password [+++45

Login & Help

Under the configuration box, you will see all database servers that are available. At this point,
we have one database server that is inactive. Click Database Cluster on the left.
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L xkotn Database Loai Bakncer Mansgement Syste

Lotation Lot Wew Go Qookmarks Jools Settings Wedow lep

QQuo ow Do RS, 8 E
b Lgtaton | l’_‘impihmunmi BOAMgridscale/mpmb/jspimanage 3o ¥ | E
koto
2 ysar: adimin B mefresh B Logout |4 peelp
.
-+ *2 cashboard Dashboard
51 atabiase Chuster
:mum:w Database
Bl Platform: DB2
gomnm e
Alerts.

Versions: va.1.0.0

Configuration
Varsion' 2.1 High ity Status: NOT LED ToIIal Database Servars 1
Hostname: madrox2 Rmmota tast N Active Database Servers: 0
Port: 5344 l S o o Inactive Database Servers: 1
Status: ACTIVE % Est allowable Downtime: > 2 days
Remote Uptime: 0d 0000 00
Uptime. 0d 00-40:33 Transaction log sae. 512 M

Parformance {Last Day)

Total Statements (stmtsisee)

Aead Wiite Mix

Flisis

g loaded.

Click activate under the Operations column.

£ oamnase Clustar - Konguernr Bl et o et 2
Lotation fmt Wew Go [ookmars Jools Fettings Wedow len
1 0 O &
QLA O Lo SR E
b Lgeation | |¥3 frips Jimadrex 2 B080 T00 ¥ | g

Database Cluster

The GRIDSCALE database cluster can be managed from this window,
D actrvate comnectars
@ Database Server # status Operations

madkaicd UNSTINCED O setiats
W shtdown server

7}

When asked to confirm, click Yes to activate the database server.
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| kocation gait Wew Go fookmarks Jools gettings MWndow Hem

| ¥ ( i
Qoo o = O & E
D Leations | [ fiips Jimadros2 808G/ gridscaleimgmtjspactvate Cannector jsp ¥|H
Activate GRIDSCALE Database Server
Are you sure you wank to activate detsbase server madroxd?
Yos | No

|Pousioaued B

The database server will now activate and synchronize with the xkoto GRIDSCALE server.

Once the database server has successfully activated, the status will become “Active” and the

database is ready for use.

£ oamuase Clustar - Konguernr Bl e B .

| kocation gait Wew Go Qookmarks Jools gettings MWndow Hem

| (ol ( T8
1 QQue 0 — — L, B E
| D@ 1geation | [F ritps limadrerz BoB/gndscaleimgmespmanageConnectars f3p7_sarCalumneundefineds JotOrder=undefined |5
Database Cluster
The GRIDSCALE database cluster can be managed from this window.
@ Database Server & status Operations
madoxd ACTNVE U freeze
|Pousioaued B

If you return to the Dashboard you should see one active database server in the Configuration

box.
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L akoto Database Lost Bakancer Mansgemant System - Kongueror 0

[ nefresh B Logeut [ pely
*

*2 Bashboard Dashboard

¢ il patabase Clustar

B2 wser Administration Datahiose

£ Parformance
Platform: DB2

& operatian Details e s

 alens Versions: v9.1.0.0

Configuration

‘Varsion 21 Total Database Servers 1
High Avadabilty Statiss: NOT ENABLED
Hostname: madrox2 Active Database Servers: 1
Remaote Hostname: -
Port. 5344 Inactive Datal
Remote Status: NOT ENABLED Al s
Status: ACTIVE Est. lowable Downtime: > 2 d.
Remote Uptime: 0d 0000 00 e
Uptime Od 004474

rvars: 0

Parformance {Last Day)

Amad Write Mix

e

Your database is now active and ready to be used.
6.2 Start Your Application

We can now start our application and begin generating transactions on the database. We will
be using DB2VPS for our application to generate a realistic workload containing both reads
and writes. Note that we do not connect directly to the database server, but rather to the xkoto
GRIDSCALE server. In our case, we would enter the following information in our application:

Driver: xkoto JDBC
Server: madrox2
Port: 5344

Dat abase nane: sanple
User nane: db2instl
Password: db3adnin

6.3 Monitoring the Performance

To obtain a more precise estimate of your xkoto GRIDSCALE system’s performance, you may
want to let your application run for a few hours. This will average out most read and write
transactions to provide more accurate graphs.

To check the performance, log into the xkoto Administrator Console as described in Section
6.1 above.

Immediately after you log in, you will see the GRIDSCALE Dashboard. This page will show

you the Read / Write Mix as well as the read contribution by each of the database servers. At
this point, you will only have one database server so 100% of read will come from madrox3.
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B2 wser Administration R 15
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If you click Performance on the left menu, you will see the screen below. In the performance
section, you can see live read and write transactions that are occurring.

L Performance - Kongueror
| Location gmt ew Go gookmans Joow Semings Wedow lewm

TvE ol
QLU0 oW — — R, B ]
£ tetatien | [V moips imadread Donarg ¥|H
Statement Rate )
Sessians
*
H
# Load Balancer % Read Aate (reads/sec) # Wnte Rate (writes/sec) # Current Connections
[0
»
I 13
CRDSCALE 1 W 25
5 .
[ ] o
O] g sele  and aooe  dole e
Database Server Performance
Select the database server metrics that should be displayed
*
Stoy fote
Outstanding Writes
1 Minute Load Avg 3
# Database Server ® fiead Rate (roadsfsect # write Rate (writesisec) # Statomont Rate
n ]
i i "
madsaxd 1] e 1]
) 5 L]
L] - L} T L} v
w0 wWio W [T oR18 o 080 9010 02 -
.
=

Looking closely at the transaction graphs, you will notice that the read requests sent to the
xkoto GRIDSCALE Database Load Balancer are equal to the read transactions preformed by
our single database server madrox3. This reaffirms what we already know: there are no
performance or scalability gains with the use of one database server.

Now let’s proceed and see how you can improve the performance by adding additional
database servers.

7- Adding Additional Database Servers

7.1 Activating Additional Database Servers
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In the previous section, we explained how to set up a typical database system commonly used
in small and medium-sized business. As business grows, a company may soon find their
database capabilities unable to keep up with their increasing demands. Database sizes
multiply, transactions increase, and 24X7 access to the information becomes increasingly
valuable.

In this section, we will now demonstrate how you can upgrade your current xkoto GRIDSCALE
configuration to increase the performance and reliability by adding two additional database
servers.

Begin by setting up these two machines—madrox4 and madrox5—as described in Sections 5.1
and 5.4-Installing the Database Server. Even though our remote database server, madrox5,
is in a different geographical location, the setup and functionality is identical to any other
database server. Note that it is only necessary to install DB2 9 and xkoto GRIDSCALE DB
Connector on these two machines—Sections 5.2 and 5.3 do not have to be repeated. You do
not need to create a database because we will use the xkoto GRIDSCALE replication process
described later to copy our pre-existing database from madrox3 to your additional database
servers.

After IBM DB2 9 and xkoto GRIDSCALE DB Connector have been installed on both database
servers, you are ready to replicate the SAMPLE database from madrox3.

Before you can begin the replication of the database, you must stop your application. This is
because during the replication process the current database must be put into the “frozen”
state—and since no other database servers exist yet, transactions will be lost if the application
is running. This is one reason why it is recommended to have at least three database servers.
In the event that the first database server fails, you can keep the second active, and freeze the
third to use as a base to replicate the database back to the first machine. Refer to xkoto's
Web site for more information regarding this topic.

After stopping your application, log in to the xkoto GRIDSCALE Administrator Console, as
described in Section 6.1.

After you have logged in, you will see the Dashboard. Under the Configuration section, you
should see all three database servers, one active and two inactive. Click Database Cluster to
continue.

xkoto

brighter technotogy
2 Usar: sdmn Bl nefresh M Logout |9 pelp

< *% pashboard Dashboard
#4 Database Chster

22 user Administration
K2 performance

Database

Platfarm; DRZ
&2 operatian Details

8 nlarts

High Avadabiity Status. NOT ENABLED

Memate Hastname: —

Part: 5344
Aemote Status. NOT ENABLED

Status: ACTIVE = 2 days
RAemote Uptime: Od 00:00-00
Uptime: Od 02:18:45 Transactian log size: 512 MB

Parformance (Last Day)

Taral Statements (stmissec)

You will see a list of all database servers but only active servers contain up-to-date information
on their database. For this setup, the objective is to copy the entire database from the one
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active database server to the two other database servers such that we have a cluster of
database servers with identical databases on each one. To start the process, click Freeze
beside the active server. When asked to confirm the freeze, click Yes.

£ Database Cluster - Konqueror

Location Edit View Go Bookmarks Tools Settings Window Help

Q 0O > S HRAG G E

E» Location: | [£3 nttps.//madrox2:8080/gridscale/mgm/jsp/manageConnectors.jsp Pwindowiidth=700 ¥ |5

{4 kot Database Loa.. Management System iy Virtual Production System for DB2

Database Cluster

The GRIDSCALE database cluster can be managed from this window.

. Database Server € Status Operations
madrox3 ACTIVE
madrox4 UNSYNCED
madrox5 UNSYNCED

Il freeze
+& shutdown server

+& shutdown server

Now that the database server has been frozen, no changes can be made to its database. This
is done to maintain consistency between the original database and the destination during the
replication process. Click Replicate beside any of the Unsynched databases.

£ Database Cluster - Konqueror

Location Edit Miew Go Bookmarks JTools Settings Window Help

QRO 0 o R0 &

> Location: | [£3¥ https://madrox2:8080/aridscale/mamujsp/manageConnectors.jsp?_sortColumn=undefinedé_sortOrder=undefined | § | [

fa xkoto Database Loa... Management System g Virtual Production System for DB2

Database Cluster

The GRIDSCALE database cluster can be managed from this window.

€ Database Server € Status Operations
FROZEN -
madrox3 Recovery Roll-Forward log remaining roll forward
+& shutdown server
| |99%‘

@ replicate
madroxs UNSYNCED synchronize
+= shutdown server
@ replicate
madrox4 UNSYNCED synchronize
+= shutdown server
[Page loaded

=]

Select the Source Node where you want to copy the database from and select the
Destination Nodes where you want to copy the database to. If you want to select multiple

nodes, you can do so with the Shift or Ctrl key. Click Apply when you are finished and Apply
again when you see the confirmation page.
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Location Edit View Go Bookmarks Tools Settings Window Help

QRUO O Do SRS S

£ hitps://madrox2:8080/gridscale/mgmtijsp/replicateConnector.jsp - Konqueror g 5

B Location “‘3 https://madrox2:8080/gri icateConnector.jsp

fad xkoto Database Loa... Management System @ Virtual Production System for DB2

Replicate GRIDSCALE Database Servers

To replicate a GRIDSCALE database server, enter the reqeusted information and click on "Apply".

Source Node
Select a source database server for the data replication

Destination Nodes
Select one or more destination database servers for the data replication

madrox5 (UNSYNCED)
 madrox4 (UNSYNCED)

‘ Apply || Cancel ‘

[page loaded

xkoto will now automatically replicate and synchronize the databases. Depending on the size

of the original database, this may take some time.

Once all the database servers have been synchronized, their status will become "Active”.

Location Edit Miew Go Bookmarks JTools Settings Window Help

QLRAOQ O« Do KOG B

L Database Cluster - Kongqueror @ 7

B Location “byhttpsﬁm drox2:80

nageConnectors.jsp?_sortCalumn=undefined&_sortOrder=undefined |

fad xkoto Database Loa... Management System g Virtual Production System for DB2

Database Cluster

The GRIDSCALE database cluster can be managed from this window.

& Database Server & Status Operations
madrox3 ACTIVE Ul freeze
madrox5 ACTIVE Ul freeze
madrox4 ACTIVE Ul freeze

Page loaded

=]

If you go back to the Dashboard, you should see three active database servers.
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| kocation ot Weew Go Qookmarks Jools Settings Wedow Hep

laQoo o SIRAG, & B
B Lacation | [F9 g iimadreaz B000/grndscalel momespmanase 155 3|5
v o Lea o Tar DB:

&mm
3 Usar: achiren B mefresh B Logout | % pelp
*
*Z Dashboard Dashboard
+ ¥ patabase Cluster
22 user Administration Database
= performance
@ Platfarm; DRZ
Operation Details i Shrie
9 nlocts Versions: vi 1.0.0
Configuration
WVersion: 2.1 High Availability Status. WOT @ Tﬂ.ll| Database Servers: 3
Hostname. madron? Active Database Servers: 3
Pty Remote Hostname: - Pt P - 5
S Remate Status: NOT ENABLED iz i
Status; ACTIVE Est ABawabde Downtime > 2 days
Remate Uptime: 0d 00:00.00
Uptime: Od 02-22:45 Transactsan log size: 512 MB
Performance (Last Day)
Total Sstatements (stmtsisec) 5

Once you have all three database servers active, you have completed this step and your

highly available DB2 9 database running on xkoto GRIDSCALE is ready to be used. You can
now start your application and begin generating transactions.

7.2 Monitoring Performance

It is recommended to leave your application running for at least a day in order to generate

accurate performance statistics.

To monitor the performance, log in to the xkoto GRIDSCALE Administrator Console as

mentioned earlier.

You will now see the Dashboard. If you look inside the Performance box, you should notice
the Read Rate Distribution being divided among the three database servers. Since we have

three database servers, in theory each should contribute 1/3 of all reads. Depending on how

long your application has been running, this may or may not be the case because it requires

time to average out the read contributions.

L xkoto Databass Loai Balancer Mansgement System - Konauerar B

| Loration [oit Weew Go fookmarks Tools Sertings Window Hen

|aQuo o

COCL i
— e i Y,

| B teation | [P Ftps iimadreaz BoBGandscaleimamese manaae (55

) [ Loa ™ H far DB
& X koto
technatogy
3 Usar: achiren B mefresh ' Lagout | % Help
+
= *7 pashboard Performance {Last Day)
8 batabiase Cluster Total Statements (stmesfec)
22 user Administration Read Write Mix n
= performance o
1
2 operation Details :
& plorts. i
Th wi,] M-l 0800 M-jel, 1200
Chent Connections
1o
s
Aead Aate Dutrbubion L]
11
L]
el W00 H-mLirm
Systen Heslth
& Scheduber L Minute Load Avg (AVC)
A Schesuler S Minute Load Avg (AVC)
18 "

|Page toaded

If you click Performance in the left menu, you should see the screen below. Begin by
observing the read transactions, which are sent to the xkoto GRIDSCALE Database Load
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Balancer. If you scroll down, you will see how these read transactions are distributed among
the three database servers.

As can be seen by the two following screenshots, you will notice that each of the read
transactions preformed by a single database sever is about even and, in fact, when added
together are equal to the total read requests sent to the xkoto GRIDSCALE Database Load
Balancer.

e

| Loration [oit Weew Go fookmarks Jools Sertings Window Meln

|@Q00 O 5SRO0 8 B
| B 1ecaion |[@ drea2 000 I 2] % |5
Pog Lo " - System far DBZ
*
Performance

Load Balancer Performance
Select the load balancer metncs that should be doplayed

0

Staterment Rate

Sessians
Currant Cannections 14
# Laad Dalancer # Read ate (readsisech # Virike Rate (writesisec) ® Current Cannections
L wa
1
L] $ 75
58
GRIDSCALE o 54
25 5 5
0 e a8
144 1358 (LR 1340 LEE L] 1408 1340 135 (LR

Database Server Performance
Sebect the database server metrics that should be displayed

| Loration [oit Weew Go fookmarks Jools Sertings Window Meln

|@Q00 O 5SRO0 8 B
| B 1ecaion |[@ drea2 000 I 2] % |5

Pog Lo " - System far DBZ
SETVET PETTOTIATICE r

Select the database server metncs that shoukd be displayed

Outatanding Winles |
1Minute Load Avg 3

@ Database Sarver @ Read Rate (readsjsec) & write Rate (wrres/sac) @ Sratemant Rate

5
L1}

madmx3
s
T T T
o 1
L1
5
madrox 5 L]
e a0 T e T
o 188
L1
dround
madnox &
= || 1
[T T T E TR ' 151 *
.
(=]

There is a lot more to functionality in the xkoto GRIDSCALE Administrative Console that we
will not cover. Refer to the xkoto user manuals for more information.

8. High Availability Test

In this section we will demonstrate how xkoto GRIDSCALE provides a highly available DB2 9
database solution. Consider our current setup, which contains three database servers: two
local and one remote. Everything has been running smoothly up until this point, but we will
now simulate a severe network failure on one of the database servers by prematurely shutting
down its network.
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Shown below is the Performance graph with three database servers running. Notice how the
read transactions are relatively evenly distributed on all three servers.

L Performance - Kongueror

| Loration gt wew Go Gookmans Joow Settings Wedow pew

e AL CL @

1 QQue 0 — — R, B B
| D 1geation | [ ritps imadrerz ¥ |5
| & Lo System g System far DBZ

~ -
UatanaseE SErver Fermormance
Select the database server metncs that should be doplayed

1 Minute Load Ava 5

& Database Server & fead Rate {readsisec) @ wirite Rate (writesisec) & staement Rate

15
midax i,

nae nm omw

madaxs

L]
nae nse e

oo S —

I

2

Now select a database server to shut down--we have decided to shut down our second server
madrox4. Issue the shutdown command:

# /etc/init.d/network stop

m Shell - Konsole

Session Edit View Bookmarks Settings Help

madrox4:” # setcsinit.d-netuork stop
Shutting down network interfaces: |
etho device: Broadcom Corporation NetXtreme BCMS?04S Gigabit Ethernet (

rev 10)
ethd configuration: eth-id-00:11:25:9e:72:24

Note that this will disable the machines network and you will need physical access to fix this.

In the xkoto GRIDSCALE Administration Console, madrox4 should appear DEAD in the
Database Cluster page.

£ Database Cluster - Konqueror g

Location Edit View Go Bookmarks Tools Settings Window Help
: 1 OIA0 €. @
QLU0 O Do —-HKAG &
B Location |r¢§mpsﬁm droxz.8080/gn i nageConnectors.jsp?windowWidth=700 3 | 7
/o xkoto Database Loa.. Management System g Virtual Praduction System for DB2
Database Cluster
The GRIDSCALE database cluster can be managed from this window.
4 Database Server € Status Operations
madrox3 ACTIVE Il freeze
madrox4 DEAD - remove
madrox5 ACTIVE Il freeze
Page loaded 2
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Now that one of your database servers has “failed”, continuously refresh the Performance
page by pressing F5. You will eventually see graphs similar to the one below. Notice how the
read transactions for madrox3 and madrox5 have increased after the failure point of madrox4
to compensate for our dead server.

L Performance - Kongueror 0

potation [t Yew Go Qookmarks Jools Jettings Wedow lleip
QRO O = LG & [

£ Lacation | [18 ritps imadres Bugargnidscaleimymejspioertomance jipTmnaomiidine 100 w5

Srstem - clion System Ter DBZ

Failure point
of madrox4

il
+
1Minute Load Avg 4

& Database Server & write Rate (writesisec) & Statement Rate
58

madroxd ti1

(]
ns ne nw

&

madvoxd

miadroxs

[avascrint submitt arm(Canmecter, 1, “Write_fate")

This quick demonstration shows how the xkoto GRIDSCALE Database Load Balancer offers
effective HA with your DB2 9 database since the transactions remain uninterrupted with the
failure of a database server. For more detailed information about xkoto GRIDSCALE HA, refer
to the GRIDSCALE user manual.

9. Troubleshooting

9.1 While running db2CatalogScanner, it says libdb2.s0.1 cannot be found.

Begin by using switching to the directory that contains the db2CatalogScanner file. Then use
the command ‘Idd db2CatalogScanner’, which should show the output similar to:

# 1dd db2CatalogScanner

linux-gate.so.1l => (0xffffe000)

libdb2.s0.1 => not found

libc.so.6 => /lib/tls/libc.so.6 (0x55582000)
libpthread.so.0 => /lib/tls/libpthread.so.0(0x5569c000)
libm.so.6 => /lib/tls/libm.so.6 (0x556ac000)
/lib/1d-1linux.so0.2 (0x55555000)

If you see that libdb2.s0.1 is pointing to ‘not found’, that means the path to this file is not
properly set up. Add the correct path by using the command * export

LD LI BRARY_PATH=/ opt/ 1 BM db2/V8. 1/1i b’

9.2 GRIDSCALE Administrator Console cannot detect a database server

Ensure that xkoto Connector is currently running on the database server that cannot be
detected. Use the command:

# /etc/init.d/GRIDSCALE status

If it does not respond with ‘running’, then you must start the xkoto Connector by entering:
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# /etc/init.d/GRIDSCALE start

9.3 GRIDSCALE Connector cannot start

Before attempting to start the xkoto GRIDSCALE Connector, DB2 9 must be started first. Log
in as the instance owner and run the command * db2st art’ . Then log in as the root user and
proceed to start the connector by entering the command:

# /etc/init.d/GRIDSCALE start

9. Additional Info

xkoto
http://www.xkoto.com

IBM WebSphere
http://www.ibm.com/websphere

IBM DB2 9
http://www-306.ibm.com/software/data/db2/
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