FileNET Document Warehouse for SAP

Technical Bulletin

1.0 Introduction.

DWSAP users are encountering timeout exceptions when accessing REO documents after they upgrade their R/3® systems to release 4.6C.

2.0 Affected Software.

This bulletin pertains to the following FileNET software:

· ServerLink 4.0 (NT, AIX, HPUX, Solaris)

· ServerLink 4.1 (AIX, HPUX, Solaris)

· cServer 5.0.1    (NT, Windows 2000)

The bulletin also pertains to the following SAP Software:

· R/3 4.6C

· ArchiveLink 3.1 (RFC communications)

3.0 Problem Summary

In 4.6C, SAP has changed the RFC communications protocol used for Data Archive (REO) document types.  Prior to 4.6C, these documents were archived and retrieved Asynchronously, but, in 4.6C, they are processed Synchronously.

Because the size of REO documents can be very large (often well in excess of 20MB), the time required to process the documents will exceed the default timeout setting within SAP (60 seconds).  

There are two separate scenarios which can result in timeout exceptions:

1) Single document timeout.  In this scenario, one REO document is large enough to cause the default timeout to be exceeded.  Depending upon specific configuration details, some sites may see this exception with documents on the order of 20MB; others may not encounter this exception until their documents exceed 100MB.

2) Multiple document timeout.  In this scenario, the user has an environment which generates several Synchronous requests at about the same time.  Even if each individual document is small, and DWSAP could process any one of them within the timeout period, the Synchronous protocol serializes the entire stream of documents.  As a result, one or more documents are queued up on the R/3 system, waiting for previous requests to be processed.  When this happens, the timeout limit for each document is applied to the time it spends waiting to be processed, as well as to the time actually being processed.  It is possible that a document will timeout while still in the R/3 queue; in this case, there will be no record of the timed-out document in the DWSAP error logs.

In either case, the identifying symptom of this problem is that the timeout exception is only recorded by the R/3 system.  An examination of the relevant DWSAP system logs will reveal no exception being recorded by DWSAP.  To the contrary, the DWSAP log will indicate that all R/3 documents have been processed successfully.

4.0 Solutions

Because of the two scenarios, there is a two-step solution.  Both steps involve configuration changes.  The first change should be used for both scenarios.  The second change only applies to the multiple document timeout scenario, and can be used to fine-tune the behavior of the system in this environment.

4.1 Solution #1: Extend the Timeout

As mentioned previously, the default timeout within R/3 is 60 seconds.  This value can be increased through configuration screens in the SAPGUI® program.  FileNET recommends starting at a value of 1200 seconds (20 minutes), and then using trial-and-error to determine an appropriate value for your circumstances.  Note that the final value actually used will be different for every user’s specific environment.  

Additionally, cServer users must configure the identical timeout value on the DWSAP system.  The instructions to set the timeout within the FileNET software for cServer are described below. 

No configuration changes are required on the DWSAP system when using ServerLink.

.

4.1.1 R/3 Instructions

To set the timeout in R/3, initiate transaction “smgw” within SAPGUI: 
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From the menu for that transaction, select Goto->Parameters->Change:
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Next, select parameter “gw/reg_timeout”.  The default value should be set to 60 seconds.  Enter the new value: 
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Enter save (Ctrl-S or the “Save” icon).

These changes will take effect when the next RFC request is issued.  You do not need to restart R/3.

Please be aware of the following:

1) If your installation includes multiple R/3 instances, the gw/reg_timeout value must be modified for every R/3 instance that uses RFC to communicate with DWSAP.

2) Within SAPGUI transaction smgw there are several parameters with the text string “timeout” in their names.  Make absolutely certain that you are modifying the gw/reg_timeout parameter, and only the gw/reg_timeout parameter.  Modifications to other timeout parameters, whether instead of, or in addition to, the gw/reg_timeout parameter will cause unpredictable and undesirable results.

4.1.2 cServer Instructions

There is a discrete RFC timeout parameter for the connections between the R/3 system(s) and the cServer/RFC program.  This parameter is not currently exposed through the configuration tool, and must be set within the Windows registry, using RegEdit or Regedt32.  The registry item to be modified is named "RequestHandlerTimeout". This registry item is stored at registry key 

HKEY_LOCAL_MACHINE_SOFTWARE/FileNET/Document Warehouse/Preferences/cServer.

This registry value is maintained in minutes, and has a default value of 10 minutes. The new setting should be equivalent to, or greater than, the value to the timeout value configured in SAP.  E.g., if the setting in SAP is 1200 seconds, then the setting for cServer should be 20 minutes.

These changes will take effect the next time you start cServer/RFC.

4.2 Solution #2: Register Additional RFC Services

As mentioned previously, raising the timeout value should correct the problem for both scenarios.  However, in the case of a multiple document timeout, it is possible to reduce the overall processing time required for the document stream, by adding additional RFC services on the DWSAP system  This has the effect of multi-threading DWSAP.

FileNET recommends that additional RFC servers be added one at a time, until the throughput level is satisfactory.

4.2.1 R/3 Instructions

In this case, no changes are required on the R/3 system.  R/3 will automatically recognize each additional copy of DWSAP as it registers with R/3, and R/3 will route the messages via a round-robin scheme.

4.2.2 ServerLink Instructions

Two configuration files need to be modified: “saprfc.ini” and “RFCDES”  Refer to the ServerLink Coordinator’s Handbook for details about the location of these files.  Any text editor can be used for this purpose.

Initially, there should be entries in saprfc.ini similar to the following:

# Entries for RFC server (ie. srvlink)

DEST=FNS

TYPE=A

ASHOST=fnsap

SYSNR=00

GWSERV=sapgw00

GWHOST=fnsap

RFC_TRACE=0

# Entries for RFC server (ie. srvlink)

DEST=FNS_SV

TYPE=R

PROGID=fnsun.fns.srvlink

GWSERV=sapgw00

GWHOST=fnsap

RFC_TRACE=0

Simply duplicate these entries in the saprfc.ini file, changing the name of the “DEST” parameter.  E.g.,

# Entries for RFC client (ie. srvqlink) second server

DEST=FNS1

TYPE=A

ASHOST=fnsap

SYSNR=00

GWSERV=sapgw00

GWHOST=fnsap

RFC_TRACE=0

#

# Entries for RFC server (ie. srvlink)

DEST=FNS1_SV

TYPE=R

PROGID=fnsun.fns.srvlink

GWSERV=sapgw00

GWHOST=fnsap

RFC_TRACE=0

Note that the only difference between the two entries is that two RFC servers (e.g., FNS and FNS1) are now configured to communicate to the same SAP host (fnsap) and the same SAP gateway (sapgw00).

4.2.3 cServer Instructions

The definition for each R/3 system which uses RFC must be manually duplicated within the DwConfig program.  As an example, in the following screen, there is a single R/3 system (“FNS”) which has two FileNET archives defined (“AH” and “AR”):
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To enable a second RFC connection, a second SAP system (labeled “FNV”) has been defined, with exactly the same RFC Communication parameters (Gateway Host, Gateway Service, Program ID, Client, User credentials, App Server Host, and System number):
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Next, ensure that the configuration detail for each FileNET archive is identical.  In our example, the following are the parameters for the FileNET archive “AR” for SAP system FNS:
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Here is the same display, for FileNET archive “AR” in the duplicate SAP system FNV:
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Note that the values for FNS/AR and FNV/AR are identical.

When done, save your configuration.  The changes will take effect at the next restart of cServer/RFC.

5.0 Frequently Asked Questions

Q: 
What are the differences between the Synchronous and Asynchronous Protocols?

A:
When using the Synchronous Protocol, all requests from the R/3 server must be processed completely before DWSAP will send a response.  R/3 will wait for this response.  The RFC gateway timeout parameter defines the maximum amount of time that R/3 will wait for that response before raising an exception.


Conversely, when using the Asynchronous Protocol, DWSAP will write the request to a FileNET Queue, and send an immediate acknowledgement back to R/3.  R/3 only waits for this initial acknowledgement.  A background job on the DWSAP system will then process the queued request, and eventually send status (success/failure) back to R/3.  There is no timeout parameter for the second status message.

Q:
Why does it take so long to process these documents?

A:
Because of the sheer size of these documents.  For archiving, there are three steps to processing the REO documents: transferring the document from the R/3 server to the DWSAP server, preparing the document for committal to IS, and actually performing the committal.  The amount of time required for each step is highly variable, based on the LAN speed, network traffic, network quality, the actual network topology (presence and number of subnets needed to connect the three systems), specific hardware configuration of each system, and the background processing load for non-DWSAP tasks on the DWSAP and IS systems.

Q:
Does it take longer to process these documents Synchronously?
A:
For all intents and purposes, no.  Protocol differences have an insignificant impact on processing time.  The only difference is that the Asynchronous protocol masked the processing time, since the initial response to R/3 was sent almost immediately.  

Q:
Is there a formula for calculating the time required to archive, or retrieve, a single document of a given size?
A:
Practically speaking, no.  Because of all of the variables described above, such a formula would need to be very complicated, and would probably require site-specific calibration at every customer installation to be of any value.

Q:
I received a timeout on a small outgoing document (50KB PDF file).  How is that possible?

A:
Unless there are some serious network problems (low connection speed, heavy traffic, hardware problems), this was most probably a multiple document timeout, caused by parallel R/3 jobs.  One job is creating many small PDF documents, and another is creating a large REO document.  While DWSAP can normally process the PDF documents quickly enough to avoid a timeout, the time required to process the large REO document delayed the processing of the PDF files, and caused the timeout.

Q:
I only get the timeout once a month, when creating a single REO document.  No other SAP jobs are running.  Do I need to register additional RFC services?

A:
No.  You have described a single document timeout.  Based on the environment you describe, you will not achieve any benefit from additional RFC services.

Q:
Are there any side effects (i.e., to non-DWSAP software) to extending the gateway timeout parameter?
A:
Under normal circumstances, no other applications  should be affected by this change.  However, there is the potential that there could be other software modules (including custom ALE applications) that share the RFC gateway.  As a rule of thumb, if those applications are not experiencing any timeout exceptions prior to changing this parameter, then this change will have no effect.  Conversely, if other RFC applications are already legitimately timing out (i.e., there are real connection problems, hardware failures, etc.), then those timeouts will also be subject to the longer timeout interval.

Q:
Does this issue affect any other document types beside REO?

A:
At this time, SAP has assured us that they only changed the communication protocol for REO.  Our in-house testing has verified this.

Q:
Does this issue apply to sites using the HTTP protocol?

A:
Yes.  Please refer to OSS note #319266 for information on changing the HTTP timeout when archiving large documents. 

Q:
Can I configure additional RFC services without changing the timeout?

A:
Technically, yes.  But, you will still be susceptible to single document timeouts on very large documents.

Q:
The solution is labeled a workaround.  Will there be a permanent fix?

A:
This is labeled a workaround primarily because only configuration changes are required.  However, FileNET will continue to investigate this issue.  If a more permanent solution can be developed, FileNET will make it available as soon as possible. 

� The only way to determine which scenario is actually occurring is by examining the DWSAP log.  In the case of a single document timeout, every document submitted by R/3 will appear in the DWSAP log, including those for which R/3 has recorded an exception.  In the case of the multiple document timeout, there will be R/3 documents which receive exceptions, but which never appear in the DWSAP log.  
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